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Preface

              The purpose of this new book is to fill a void that has appeared in the instruction of digital circuits over the past decade due to the rapid abstraction of system design. Up until the mid-1980s, digital circuits were designed using
              classical
              techniques. Classical techniques relied heavily on manual design practices for the synthesis, minimization, and interfacing of digital systems. Corresponding to this design style, academic textbooks were developed that taught classical digital design techniques. Around 1990, large-scale digital systems began being designed using hardware description languages (HDLs) and automated synthesis tools. Broad-scale adoption of this
              modern design
              approach spread through the industry during this decade. Around 2000, hardware description languages and the modern digital design approach began to be taught in universities, mainly at the senior and graduate level. There were a variety of reasons that the modern digital design approach did not penetrate the lower levels of academia during this time. First, the design and simulation tools were difficult to use and overwhelmed freshman and sophomore students. Second, the ability to implement the designs in a laboratory setting was infeasible. The modern design tools at the time were targeted at custom integrated circuits, which are cost and time prohibitive to implement in a university setting. Between 2000 and 2005, rapid advances in programmable logic and design tools allowed the modern digital design approach to be implemented in a university setting, even in lower level courses. This allowed students to learn the modern design approach based on HDLs and prototype their designs in real hardware, mainly field programmable gate arrays (FPGAs). This spurred an abundance of textbooks to be authored teaching hardware description languages and higher levels of design abstraction. This trend has continued until today. While abstraction is a critical tool for engineering design, the rapid movement toward teaching only the modern digital design techniques has left a void for freshman and sophomore level courses in digital circuitry. Legacy textbooks that teach the classical design approach are outdated and do not contain sufficient coverage of HDLs to prepare the students for follow-on classes. Newer textbooks that teach the modern digital design approach move immediately into high-level behavioral modeling with minimal or no coverage of the underlying hardware used to implement the systems. As a result, students are not being provided the resources to understand the fundamental hardware theory that lies beneath the modern abstraction such as interfacing, gate level implementation, and technology optimization. Students moving too rapidly into high levels of abstraction have little understanding of what is going on when they click the “compile & synthesize” button of their design tool. This leads to graduates who can model a breadth of different systems in an HDL, but have no depth into how the system is implemented in hardware. This becomes problematic when an issue arises in a real design, and there is no foundational knowledge for the students to fall back on in order to debug the problem.
            
This new book addresses the lower level foundational void by providing a comprehensive, bottoms-up, coverage of digital systems. This book begins with a description of lower level hardware including binary representations, gate-level implementation, interfacing, and simple combinational logic design. Only after a foundation has been laid in the underlying hardware theory is the Verilog language introduced. The Verilog introduction gives only the basic concepts of the language in order to model, simulate, and synthesize combinational logic. This allows the students to gain familiarity with the language and the modern design approach without getting overwhelmed by the full capability of the language. This book then covers sequential logic and finite state machines at the structural level. Once this secondary foundation has been laid, the remaining capabilities of Verilog are presented that allow sophisticated, synchronous systems to be modeled. An entire chapter is then dedicated to examples of sequential system modeling, which allows the students to learn by example. The second part of this textbook introduces the details of programmable logic, semiconductor memory, and arithmetic circuits. This book culminates with a discussion of computer system design, which incorporates all of the knowledge gained in the previous chapters. Each component of a computer system is described with an accompanying Verilog implementation, all while continually reinforcing the underlying hardware beneath the HDL abstraction.
Written the Way It Is Taught

                The organization of this book is designed to follow the way in which the material is actually learned. Topics are presented only once sufficient background has been provided by earlier chapters to fully understand the material. An example of this
                learning-oriented
                organization is how the Verilog language is broken into two chapters. Chapter
                5
                presents an introduction to Verilog and the basic constructs to model combinational logic. This is an ideal location to introduce the language because the reader has just learned about combinational logic theory in Chap.
                4
                . This allows the student to begin gaining experience using the Verilog simulation tools on basic combinational logic circuits. The more advanced constructs of Verilog such as sequential modeling and test benches are presented in Chap.
                8
                only after a thorough background in sequential logic is presented in Chap.
                7
                . Another example of this learning-oriented approach is how arithmetic circuits are not introduced until Chap.
                12
                . While technically the arithmetic circuits in Chap.
                12
                are combinational logic circuits and could be presented in Chap.
                4
                , the student does not have the necessary background in Chap.
                4
                to fully understand the operation of the arithmetic circuitry so its introduction is postponed.
              

                This incremental,
                just-in-time
                presentation of material allows the book to follow the way the material is actually taught in the classroom. This design also avoids the need for the instructor to assign sections that move back-and-forth through the text. This not only reduces course design effort for the instructor but allows the student to know where they are in the sequence of learning. At any point, the student should know the material in prior chapters and be moving toward understanding the material in subsequent ones.
              
An additional advantage of this book’s organization is that it supports giving the student hands-on experience with digital circuitry for courses with an accompanying laboratory component. The flow is designed to support lab exercises that begin using discrete logic gates on a breadboard and then move into HDL-based designs implemented on off-the-shelf FPGA boards. Using this approach to a laboratory experience gives the student experience with the basic electrical operation of digital circuits, interfacing, and HDL-based designs.

Learning Outcomes
Each chapter begins with an explanation of its learning objective followed by a brief preview of the chapter topics. The specific learning outcomes are then presented for the chapter in the form of concise statements about the measurable knowledge and/or skills the student will possess by the end of the chapter. Each section addresses a single, specific learning outcome. This eases the process of assessment and gives specific details on student performance. There are 600+ exercise problems and concept check questions for each section tied directly to specific learning outcomes for both formative and summative assessment.

Teaching by Example
With over 200 worked examples, concept checks for each section, 200+ supporting figures, and 600+ exercise problems, students are provided with multiple ways to learn. Each topic is described in a clear, concise written form with accompanying figures as necessary. This is then followed by annotated worked examples that match the form of the exercise problems at the end of each chapter. Additionally, concept check questions are placed at the end of each section in this book to measure the student’s general understanding of the material using a concept inventory assessment style. These features provide the student multiple ways to learn the material and build an understanding of digital circuitry.

Course Design

                This book can be used in multiple ways. The first is to use the book to cover two, semester-based college courses in digital logic. The first course in this sequence is an
                introduction to logic circuits
                and covers Chaps.
                1
                ,
                2
                ,
                3
                ,
                4
                ,
                5
                ,
                6
                , and
                7
                . This introductory course, which is found in nearly all accredited electrical and computer engineering programs, gives students a basic foundation in digital hardware and interfacing. Chapters
                1
                ,
                2
                ,
                3
                ,
                4
                ,
                5
                ,
                6
                and
                7
                only cover relevant topics in digital circuits to make room for a thorough introduction to Verilog. At the end of this course, students have a solid foundation in digital circuits and are able to design and simulate Verilog models of concurrent and hierarchical systems. The second course in this sequence covers
                logic design
                using Chaps.
                8
                ,
                9
                ,
                10
                ,
                11
                ,
                12
                , and
                13
                . In this second course, students learn the advanced features of Verilog such as procedural assignments, sequential behavioral modeling, system tasks, and test benches. This provides the basis for building larger digital systems such as registers, finite state machines, and arithmetic circuits. Chapter
                13
                brings all of the concepts together through the design of a simple 8-bit computer system that can be simulated and implemented using many off-the-shelf FPGA boards.
              

                This book can also be used in a more accelerated digital logic course that reaches a higher level of abstraction in a single semester. This is accomplished by skipping some chapters and moving quickly through others. In this use model, it is likely that Chap.
                2
                on numbers systems and Chap.
                3
                on digital circuits would be quickly referenced but not covered in detail. Chapters
                4
                and
                7
                could also be covered quickly in order to move rapidly into Verilog modeling without spending significant time looking at the underlying hardware implementation. This approach allows a higher level of abstraction to be taught but provides the student with the reference material so that they can delve in the details of the hardware implementation if interested.
              
All exercise and concept problems that do not involve a Verilog model are designed so that they can be implemented as a multiple choice or numeric entry question in a standard course management system. This allows the questions to be automatically graded. For the Verilog design questions, it is expected that the students will upload their Verilog source files and screenshots of their simulation waveforms to the course management system for manual grading by the instructor or teaching assistant.

Instructor Resources
Instructors adopting this book can request a solution manual that contains a graphic-rich description of the solutions for each of the 600+ exercise problems. Instructors can also receive the Verilog solutions and test benches for each Verilog design exercise. A complementary lab manual has also been developed to provide additional learning activities based on both the 74HC discrete logic family and an off-the-shelf FPGA board. This manual is provided separately from the book in order to support the ever-changing technology options available for laboratory exercises.


Brock J. LaMeres
Bozeman, MT, USA
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1. Introduction: Analog vs. Digital

Brock J. LaMeres1 
(1)Department of Electrical & Computer Engineering, Montana State University, Bozeman, MT, USA

 


We often hear that we live in a digital age. This refers to the massive adoption of computer systems within every aspect of our lives from smart phones to automobiles to household appliances. This statement also refers to the transformation that has occurred to our telecommunications infrastructure that now transmits voice, video and data using 1’s and 0’s. There are a variety of reasons that digital systems have become so prevalent in our lives. In order to understand these reasons, it is good to start with an understanding of what a digital system is and how it compares to its counterpart, the analog system. The goal of this chapter is to provide an understanding of the basic principles of analog and digital systems.

        Learning Outcomes—After completing this chapter, you will be able to:

            	1.1Describe the fundamental differences between analog and digital systems.


 

	1.2Describe the advantages of digital systems compared to analog systems.


 




          

1.1 Differences Between Analog and Digital Systems
Let’s begin by looking at signaling. In electrical systems, signals represent information that is transmitted between devices using an electrical quantity (voltage or current). An analog signal is defined as a continuous, time-varying quantity that corresponds directly to the information it represents. An example of this would be a barometric pressure sensor that outputs an electrical voltage corresponding to the pressure being measured. As the pressure goes up, so does the voltage. While the range of the input (pressure) and output (voltage) will have different spans, there is a direct mapping between the pressure and voltage. Another example would be sound striking a traditional analog microphone. Sound is a pressure wave that travels through a medium such as air. As the pressure wave strikes the diaphragm in the microphone, the diaphragm moves back and forth. Through the process of inductive coupling, this movement is converted to an electric current. The characteristics of the current signal produced (e.g., frequency and magnitude) correspond directly to the characteristics of the incoming sound wave. The current can travel down a wire and go through another system that works in the opposite manner by inductively coupling the current onto another diaphragm, which in turn moves back and forth forming a pressure wave and thus sound (i.e., a speaker). In both of these examples, the electrical signal represents the actual information that is being transmitted and is considered analog. Analog signals can be represented mathematically as a function with respect to time.
              
                
              
              
            

In digital signaling the electrical signal itself is not directly the information it represents, instead, the information is encoded. The most common type of encoding is binary (1’s and 0’s). The 1’s and 0’s are represented by the electrical signal. The simplest form of digital signaling is to define a threshold voltage directly in the middle of the range of the electrical signal. If the signal is above this threshold, the signal is representing a 1. If the signal is below this threshold, the signal is representing a 0. This type of signaling is not considered continuous as in analog signaling, instead, it is considered to be discrete because the information is transmitted as a series of distinct values. The signal transitions between a 1 to 0 or 0 to 1 are assumed to occur instantaneously. While this is obviously impossible, for the purposes of information transmission, the values can be interpreted as a series of discrete values. This is a digital signal and is not the actual information, but rather the binary encoded representation of the original information. Digital signals are not represented using traditional mathematical functions, instead, the digital values are typically held in tables of 1’s and 0’s.
Figure 1.1 shows an example analog signal (left) and an example digital signal (right). While the digital signal is in reality continuous, it represents a series of discrete 1 and 0 values.[image: A420020_1_En_1_Fig1_HTML.gif]
Fig. 1.1Analog (left) vs. digital (right) signals






Concept Check

CC1.1 If a digital signal is only a discrete representation of real information, how is it possible to produce high quality music without hearing “gaps” in the output due to the digitization process?	(A)The gaps are present but they occur so quickly that the human ear can’t detect them.


 

	(B)When the digital music is converted back to analog sound the gaps are smoothed out since an analog signal is by definition continuous.


 

	(C)Digital information is a continuous, time-varying signal so there aren’t gaps.


 

	(D)The gaps can be heard if the music is played slowly, but at normal speed, they can’t be.


 







1.2 Advantages of Digital Systems over Analog Systems
There are a variety of reasons that digital systems are preferred over analog systems. First is their ability to operate within the presence of noise
. Since an analog signal is a direct representation of the physical quantity it is transmitting, any noise that is coupled onto the electrical signal is interpreted as noise on the original physical quantity. An example of this is when you are listening to an AM/FM radio and you hear distortion of the sound coming out of the speaker. The distortion you hear is not due to actual distortion of the music as it was played at the radio station, but rather electrical noise that was coupled onto the analog signal transmitted to your radio prior to being converted back into sound by the speakers. Since the signal in this case is analog, the speaker simply converts it in its entirety (noise + music) into sound. In the case of digital signaling, a significant amount of noise can be added to the signal while still preserving the original 1’s and 0’s that are being transmitted. For example, if the signal is representing a 0, the receiver will still interpret the signal as a 0 as long as the noise doesn’t cause the level to exceed the threshold. Once the receiver interprets the signal as a 0, it stores the encoded value as a 0 thus ignoring any noise present during the original transmission. Figure 1.2 shows the exact same noise added to the analog and digital signals from Fig. 1.1. The analog signal is distorted; however, the digital signal is still able to transmit the 0’s and 1’s that represent the information.[image: A420020_1_En_1_Fig2_HTML.gif]
Fig. 1.2Noise on analog (left) and digital (right) signals





Another reason that digital systems are preferred over analog ones is the simplicity of the circuitry. In order to produce a 1 and 0, you simply need an electrical switch. If the switch connects the output to a voltage below the threshold, then it produces a 0. If the switch connects the output to a voltage above the threshold, then it produces a 1. It is relatively simple to create such a switching circuit using modern transistors. Analog circuitry, however, needs to perform the conversion of the physical quantity it is representing (e.g., pressure, sound) into an electrical signal all the while maintaining a direct correspondence between the input and output. Since analog circuits produce a direct, continuous representation of information, they require more complicated designs to achieve linearity in the presence of environmental variations (e.g., power supply, temperature, fabrication differences). Since digital circuits only produce a discrete representation of the information, they can be implemented with simple switches that are only altered when information is produced or retrieved. Figure 1.3 shows an example comparison between an analog inverting amplifier and a digital inverter. The analog amplifier uses dozens of transistors (inside the triangle) and two resistors to perform the inversion of the input. The digital inverter uses two transistors that act as switches to perform the inversion.
              
            
[image: A420020_1_En_1_Fig3_HTML.gif]
Fig. 1.3Analog (left) vs. digital (right) circuits





A final reason that digital systems are being widely adopted is their reduced power consumption. With the advent of Complementary Metal Oxide Transistors (CMOS), electrical switches can be created that consume very little power to turn on or off and consume relatively negligible amounts of power to keep on or off. This has allowed large scale digital systems to be fabricated without excessive levels of power consumption. For stationary digital systems such as servers and workstations, extremely large and complicated systems can be constructed that consume reasonable amounts of power. For portable digital systems such as smart phones and tablets, this means useful tools can be designed that are able to run on portable power sources. Analog circuits, on the other hand, require continuous power to accurately convert and transmit the electrical signal representing the physical quantity. Also, the circuit techniques that are required to compensate for variances in power supply and fabrication processes in analog systems require additional power consumption. For these reasons, analog systems are being replaced with digital systems wherever possible to exploit their noise immunity, simplicity and low power consumption. While analog systems will always be needed at the transition between the physical (e.g., microphones, camera lenses, sensors, video displays) and the electrical world, it is anticipated that the push toward digitization of everything in between (e.g., processing, transmission, storage) will continue.
              
            

              
              
            

              
            

Concept Check

CC1.2 When does the magnitude of electrical noise on a digital signal prevent the original information from being determined?	(A)When it causes the system to draw too much power.


 

	(B)When the shape of the noise makes the digital signal look smooth and continuous like a sine wave.


 

	(C)When the magnitude of the noise is large enough that it causes the signal to inadvertently cross the threshold voltage.


 

	(D)It doesn’t. A digital signal can withstand any magnitude of noise.


 






Summary

              	An analog system uses a direct mapping between an electrical quantity and the information being processed. A digital system, on the other hand, uses a discrete representation of the information.

	Using a discrete representation allows the digital signals to be more immune to noise in addition to requiring simple circuits that require less power to perform the computations.




            

Exercise Problems

              Section 1.1: Differences Between Analog and Digital Systems
              	1.1.1If an electrical signal is a direct function of a physical quantity, is it considered analog or digital?


 

	1.1.2If an electrical signal is a discrete representation of information, is it considered analog or digital?


 

	1.1.3What part of any system will always require an analog component?


 

	1.1.4Is the sound coming out of earbuds analog or digital?


 

	1.1.5Is the MP3 file stored on an iPod analog or digital?


 

	1.1.6Is the circuitry that reads the MP3 file from memory in an iPod analog or digital?


 

	1.1.7Is the electrical signal that travels down earphone wires analog or digital?


 

	1.1.8Is the voltage coming out of the battery in an iPod analog or digital?


 

	1.1.9Is the physical interface on the touch display of an iPod analog or digital?


 

	1.1.10Take a look around right now and identify two digital technologies in use.


 

	1.1.11Take a look around right now and identify two analog technologies in use.


 




            

              Section 1.2: Advantages of Digital Systems over Analog Systems
              	1.2.1Give three advantages of using digital systems over analog.


 

	1.2.2Name a technology or device that has evolved from analog to digital in your lifetime.


 

	1.2.3Name an analog technology or device that has become obsolete in your lifetime.


 

	1.2.4Name an analog technology or device that has been replaced by digital technology but is still in use due to nostalgia.


 

	1.2.5Name a technology or device invented in your lifetime that could not have been possible without digital technology.
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Logic circuits are used to generate and transmit 1’s and 0’s to compute and convey information. This two-valued number system is called binary. As presented earlier, there are many advantages of using a binary system; however, the human brain has been taught to count, label and measure using the decimal number system. The decimal number system contains 10 unique symbols (0 → 9) commonly referred to as the Arabic numerals. Each of these symbols is assigned a relative magnitude to the other symbols. For example, 0 is less than 1, 1 is less than 2, etc. It is often conjectured that the 10 symbol number system that we humans use is due to the availability of our 10 fingers (or digits) to visualize counting up to 10. Regardless, our brains are trained to think of the real world in terms of a decimal system. In order to bridge the gap between the way our brains think (decimal) and how we build our computers (binary), we need to understand the basics of number systems. This includes the formal definition of a positional number system and how it can be extended to accommodate any arbitrarily large (or small) value. This also includes how to convert between different number systems that contain different numbers of symbols. In this chapter, we cover 4 different number systems: decimal (10 symbols), binary (2 symbols), octal (8 symbols), and hexadecimal (16 symbols). The study of decimal and binary is obvious as they represent how our brains interpret the physical world (decimal) and how our computers work (binary). Hexadecimal is studied because it is a useful means to represent large sets of binary values using a manageable number of symbols. Octal is rarely used but is studied as an example of how the formalization of the number systems can be applied to all systems regardless of the number of symbols they contain. This chapter will also discuss how to perform basic arithmetic in the binary number system and represent negative numbers. The goal of this chapter is to provide an understanding of the basic principles of binary number systems.
Learning Outcomes—After completing this chapter, you will be able to:

            	2.1Describe the formation and use of positional number systems.


 

	2.2Convert numbers between different bases.


 

	2.3Perform binary addition and subtraction by hand.


 

	2.4Use two’s complement numbers to represent negative numbers.


 




          

2.1 Positional Number Systems
A positional number system allows the expansion of the original set of symbols so that they can be used to represent any arbitrarily large (or small) value. For example, if we use the 10 symbols in our decimal system, we can count from 0 to 9. Using just the individual symbols we do not have enough symbols to count beyond 9. To overcome this, we use the same set of symbols but assign a different value to the symbol based on its position within the number. The position of the symbol with respect to other symbols in the number allows an individual symbol to represent greater (or lesser) values. We can use this approach to represent numbers larger than the original set of symbols. For example, let’s say we want to count from 0 upward by 1. We begin counting 0, 1, 2, 3, 4, 5, 6, 7, 8 to 9. When we are out of symbols and wish to go higher, we bring on a symbol in a different position with that position being valued higher and then start counting over with our original symbols (e.g., …, 9, 10, 11,... 19, 20, 21,...). This is repeated each time a position runs out of symbols (e.g., …, 99, 100, 101… 999, 1000, 1001,…).
              
            

First, let’s look at the formation of a number system. The first thing that is needed is a set of symbols. The formal term for one of the symbols in a number system is a numeral
. One or more numerals are used to form a number. We define the number of numerals in the system using the terms radix or base.
              
            

              
            

              
             For example, our decimal number system is said to be base 10, or have a radix of 10 because it consists of 10 unique numerals or symbols.[image: 
$$ \mathbf{Radix}=\mathbf{Base}\equiv \mathbf{the}\ \mathbf{number}\ \mathbf{of}\ \mathbf{numerals}\ \mathbf{in}\ \mathbf{the}\ \mathbf{number}\ \mathbf{system} $$
]




The next thing that is needed is the relative value of each numeral with respect to the other numerals in the set. We can say 0 < 1 < 2 < 3 etc. to define the relative magnitudes of the numerals in this set. The numerals are defined to be greater or less than their neighbors by a magnitude of 1. For example, in the decimal number system each of the subsequent numerals is greater than its predecessor by exactly 1. When we define this relative magnitude we are defining that the numeral 1 is greater than the numeral 0 by a magnitude of 1; the numeral 2 is greater than the numeral 1 by a magnitude of 1, etc. At this point we have the ability to count from 0 to 9 by 1’s. We also have the basic structure for mathematical operations that have results that fall within the numeral set from 0 to 9 (e.g., 1 + 2 = 3). In order to expand the values that these numerals can represent, we need define the rules of a positional number system.
2.1.1 Generic Structure
In order to represent larger or smaller numbers than the lone numerals in a number system can represent, we adopt a positional system. In a positional number system, the relative position of the numeral within the overall number dictates its value. When we begin talking about the position of a numeral, we need to define a location to which all of the numerals are positioned with respect to. We define the radix point as the point within a number to which numerals to the left represent whole numbers and numerals to the right represent fractional numbers. The radix point is denoted with a period (i.e., “.”). A particular number system often renames this radix point to reflect its base. For example, in the base 10 number system (i.e., decimal), the radix point is commonly called the decimal point; however, the term radix point can be used across all number systems as a generic term. If the radix point is not present in a number, it is assumed to be to the right of number. Figure 2.1 shows an example number highlighting the radix point and the relative positions of the whole and fractional numerals.

[image: A420020_1_En_2_Fig1_HTML.gif]
Fig. 2.1Definition of radix point





Next, we need to define the position of each numeral with respect to the radix point. The position of the numeral is assigned a whole number with the number to the left of the radix point having a position value of 0. The position number increases by 1 as numerals are added to the left (2, 3, 4…) and decreased by 1 as numerals are added to the right (−1, −2, −3). We will use the variable p to represent position. The position number will be used to calculate the value of each numeral in the number based on its relative position to the radix point. Figure 2.2 shows the example number with the position value of each numeral highlighted.[image: A420020_1_En_2_Fig2_HTML.gif]
Fig. 2.2Definition of position number (p) within the number





In order to create a generalized format of a number, we assign the term digit (d) to each of the numerals in the number. The term digit signifies that the numeral has a position. The position of the digit within the number is denoted as a subscript. The term digit can be used as a generic term to describe a numeral across all systems, although some number systems will use a unique term instead of digit which indicates its base. For example, the binary system uses the term bit instead of digit; however, using the term digit to describe a generic numeral in any system is still acceptable. Figure 2.3 shows the generic subscript notation used to describe the position of each digit in the number.[image: A420020_1_En_2_Fig3_HTML.gif]
Fig. 2.3Digit notation





                
              

                
              

We write a number from left to right starting with the highest position digit that is greater than 0 and end with the lowest position digit that is greater than 0. This reduces the amount of numerals that are written; however, a number can be represented with an arbitrary number of 0’s to the left of the highest position digit greater than 0 and an arbitrary number of 0’s to the right of the lowest position digit greater than 0 without affecting the value of the number. For example, the number 132.654 could be written as 0132.6540 without affecting the value of the number. The 0’s to the left of the number are called leading 0’s and the 0’s to the right of the number are called trailing 0’s. The reason this is being stated is because when a number is implemented in circuitry, the number of numerals is fixed and each numeral must have a value. The variable n is used to represent the number of numerals in a number. If a number is defined with n = 4, that means 4 numerals are always used. The number 0 would be represented as 0000 with both representations having an equal value.
                
              

                
              


2.1.2 Decimal Number System (Base 10)
As mentioned earlier, the decimal number system contains 10 unique numerals (0, 1, 2, 3, 4, 5, 6, 7, 8 and 9). This system is thus a base 10 or a radix 10 system. The relative magnitudes of the symbols are 0 < 1 < 2 < 3 < 4 < 5 < 6 < 7 < 8 < 9.



2.1.3 Binary Number System (Base 2)
The binary number system contains 2 unique numerals (0 and 1). This system is thus a base 2 or a radix 2 system. The relative magnitudes of the symbols are 0 < 1. At first glance, this system looks very limited in its ability to represent large numbers due to the small number of numerals. When counting up, as soon as you count from 0 to 1, you are out of symbols and must increment the p + 1 position in order to represent the next number (e.g., 0, 1, 10, 11, 100, 101, …); however, magnitudes of each position scale quickly so that circuits with a reasonable amount of digits can represent very large numbers. The term bit is used instead of digit in this system to describe the individual numerals and at the same time indicate the base of the number.
                
              

Due to the need for multiple bits to represent meaningful information, there are terms dedicated to describe the number of bits in a group. When 4 bits are grouped together, they are called a nibble. When 8 bits are grouped together, they are called a byte. Larger groupings of bits are called words. The size of the word can be stated as either an n-bit word or omitted if the size of the word is inherently implied. For example, if you were using a 32-bit microprocessor, using the term word would be interpreted as a 32-bit word. For example, if there was a 32-bit grouping, it would be referred to as a 32-bit word. The leftmost bit in a binary number is called the Most Significant Bit (MSB). The rightmost bit in a binary number is called the Least Significant Bit (LSB).
                
              

                
              

                
              

                
              

                
              


2.1.4 Octal Number System (Base 8)
The octal number system contains 8 unique numerals (0, 1, 2, 3, 4, 5, 6, 7). This system is thus a base 8 or a radix 8 system. The relative magnitudes of the symbols are 0 < 1 < 2 < 3 < 4 < 5 < 6 < 7. We use the generic term digit to describe the numerals within an octal number.
                
              


2.1.5 Hexadecimal Number System (Base 16)
The hexadecimal number system contains 16 unique numerals. This system is most often referred to in spoken word as “hex” for short. Since we only have 10 Arabic numerals in our familiar decimal system, we need to use other symbols to represent the remaining 6 numerals. We use the alphabetic characters A-F in order to expand the system to 16 numerals. The 16 numerals in the hexadecimal system are 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E and F. The relative magnitudes of the symbols are 0 < 1 < 2 < 3 < 4 < 5 < 6 < 7 < 8 < 9 < A < B < C < D < E < F. We use the generic term digit to describe the numerals within a hexadecimal number.


At this point, it becomes necessary to indicate the base of a written number. The number 10 has an entirely different value if it is a decimal number or binary number. In order to handle this, a subscript is typically included at the end of the number to denote its base. For example, 1010 indicates that this number is decimal “ten”. If the number was written as 102, this number would represent binary “one zero”. Table 2.1 lists the equivalent values in each of the 4 number systems just described for counts from 010 to 1510. The left side of the table does not include leading 0’s. The right side of the table contains the same information but includes the leading zeros. The equivalencies of decimal, binary and hexadecimal in this table are typically committed to memory.Table 2.1Number system equivalency


[image: A420020_1_En_2_Tab1_HTML.gif]



Concept Check

CC2.1 The base of a number system is arbitrary and is commonly selected to match a particular aspect of the physical system in which it is used (e.g., base 10 corresponds to our 10 fingers, base 2 corresponds to the 2 states of a switch). If a physical system contained 3 unique modes and a base of 3 was chosen for the number system, what is the base 3 equivalent of the decimal number 3?


(A) 310 = 113  (B) 310 = 33  (C) 310 = 103  (D) 310 = 213




2.2 Base Conversion
Now we look at converting between bases. There are distinct techniques for converting to and from decimal. There are also techniques for converting between bases that are powers of 2 (e.g., base 2, 4, 8, 16, etc.).
              
            

              
              
            

2.2.1 Converting to Decimal
The value of each digit within a number is based on the individual digit value and the digit’s position. Each position in the number contains a different weight based on its relative location to the radix point. The weight of each position is based on the radix of the number system that is being used. The weight of each position in decimal is defined as:


                
              
[image: 
$$ \mathbf{Weight}={\left(\mathbf{Radix}\right)}^{\mathbf{p}} $$
]




This expression gives the number system the ability to represent fractional numbers since an expression with a negative exponent (e.g., x−y) is evaluated as one over the expression with the exponent change to positive (e.g., 1/xy). Figure 2.4 shows the generic structure of a number with its positional weight highlighted.[image: A420020_1_En_2_Fig4_HTML.gif]
Fig. 2.4Weight definition





In order to find the decimal value of each of the numerals in the number, its individual numeral value is multiplied by its positional weight. In order to find the value of the entire number, each value of the individual numeral-weight products is summed. The generalized format of this conversion is written as:
                
                
              
[image: 
$$ \boldsymbol{Total}\ \boldsymbol{Decimal}\ \boldsymbol{Value}=\sum_{\boldsymbol{i}={\boldsymbol{p}}_{\boldsymbol{min}}}^{{\boldsymbol{p}}_{\boldsymbol{max}}}{\boldsymbol{d}}_{\boldsymbol{i}}\cdot {\left(\boldsymbol{radix}\right)}^{\boldsymbol{i}} $$
]




In this expression, pmax represents the highest position number that contains a numeral greater than 0. The variable pmin represents the lowest position number that contains a numeral greater than 0. These limits are used to simplify the hand calculations; however, these terms theoretically could be +∞ to −∞ with no effect on the result since the summation of every leading 0 and every trailing 0 contributes nothing to the result.
As an example, let’s evaluate this expression for a decimal number. The result will yield the original number but will illustrate how positional weight is used. Let’s take the number 132.65410. To find the decimal value of this number, each numeral is multiplied by its positional weight and then all of the products are summed. The positional weight for the digit 1 is (radix)p or (10)2. In decimal this is called the hundred’s position. The positional weight for the digit 3 is (10)1, referred to as the ten’s position. The positional weight for digit 2 is (10)0, referred to as the one’s position. The positional weight for digit 6 is (10)−1, referred to as the tenth’s position. The positional weight for digit 5 is (10)−2, referred to as the hundredth’s position. The positional weight for digit 4 is (10)−3, referred to as the thousandth’s position.
When these weights are multiplied by their respective digits and summed, the result is the original decimal number 132.65410. Example 2.1 shows this process step-by-step.[image: A420020_1_En_2_Fig5_HTML.gif]
Example 2.1Converting decimal to decimal





This process is used to convert between any other base to decimal.
2.2.1.1 Binary to Decimal
Let’s convert 101.112 to decimal. The same process is followed with the exception that the base in the summation is changed to 2. Converting from binary to decimal can be accomplished quickly in your head due to the fact that the bit values in the products are either 1 or 0. That means any bit that is a 0 has no impact on the outcome and any bit that is a 1 simply yields the weight of its position. Example 2.2 shows the step-by-step process converting a binary number to decimal. 
                  
                  
                
[image: A420020_1_En_2_Fig6_HTML.gif]
Example 2.2Converting binary to decimal






2.2.1.2 Octal to Decimal
When converting from octal to decimal, the same process is followed with the exception that the base in the weight is changed to 8. Example 2.3 shows an example of converting an octal number to decimal. 
                  
                  
                
[image: A420020_1_En_2_Fig7_HTML.gif]
Example 2.3Converting octal to decimal






2.2.1.3 Hexadecimal to Decimal
Let’s convert 1AB.EF16 to decimal. The same process is followed with the exception that the base is changed to 16. When performing the conversion, the decimal equivalent of the numerals A-F need to be used. Example 2.4 shows the step-by-step process converting a hexadecimal number to decimal. 
                  
                  
                
[image: A420020_1_En_2_Fig8_HTML.gif]
Example 2.4Converting hexadecimal to decimal







2.2.2 Converting From Decimal
The process of converting from decimal to another base consists of two separate algorithms. There is one algorithm for converting the whole number portion of the number and another algorithm for converting the fractional portion of the number. The process for converting the whole number portion is to divide the decimal number by the base of the system you wish to convert to. The division will result in a quotient and a whole number remainder. The remainder is recorded as the least significant numeral in the converted number. The resulting quotient is then divided again by the base, which results in a new quotient and new remainder. The remainder is recorded as the next higher order numeral in the new number. This process is repeated until a quotient of 0 is achieved. At that point the conversion is complete. The remainders will always be within the numeral set of the base being converted to.
The process for converting the fractional portion is to multiply just the fractional component of the number by the base. This will result in a product that contains a whole number and a fraction. The whole number is recorded as the most significant digit of the new converted number. The new fractional portion is then multiplied again by the base with the whole number portion being recorded as the next lower order numeral. This process is repeated until the product yields a fractional component equal to zero or the desired level of accuracy has been achieved. The level of accuracy is specified by the number of numerals in the new converted number. For example, the conversion would be stated as “convert this decimal number to binary with a fractional accuracy of 4 bits”. This means the algorithm would stop once 4-bits of fraction had been achieved in the conversion.
2.2.2.1 Decimal to Binary
Let’s convert 11.37510 to binary. Example 2.5 shows the step-by-step process converting a decimal number to binary. 
                  
                  
                
[image: A420020_1_En_2_Fig9_HTML.gif]
Example 2.5Converting decimal to binary






2.2.2.2 Decimal to Octal
Let’s convert 10.410 to octal with an accuracy of 4 fractional digits. When converting the fractional component of the number, the algorithm is continued until 4 digits worth of fractional numerals has been achieved. Once the accuracy has been achieved, the conversion is finished even though a product with a zero fractional value has not been obtained. Example 2.6 shows the step-by-step process converting a decimal number to octal with a fractional accuracy of 4 digits. 
                  
                  
                
[image: A420020_1_En_2_Fig10_HTML.gif]
Example 2.6Converting decimal to octal






2.2.2.3 Decimal to Hexadecimal
Let’s convert 254.65510 to hexadecimal with an accuracy of 3 fractional digits. When doing this conversion, all of the divisions and multiplications are done using decimal. If the results end up between 1010 and 1510, then the decimal numbers are substituted with their hex symbol equivalent (i.e., A to F). Example 2.7 shows the step-by-step process of converting a decimal number to hex with a fractional accuracy of 3 digits. 
                  
                  
                
[image: A420020_1_En_2_Fig11_HTML.gif]
Example 2.7Converting decimal to hexadecimal







2.2.3 Converting Between 2n Bases
Converting between 2n bases (e.g., 2, 4, 8, 16, etc.) takes advantage of the direct mapping that each of these bases has back to binary. Base 8 numbers take exactly 3 binary bits to represent all 8 symbols (i.e., 08 = 0002, 78 = 1112). Base 16 numbers take exactly 4 binary bits to represent all 16 symbols (i.e., 016 = 00002, F16 = 11112).
When converting from binary to any other 2n base, the whole number bits are grouped into the appropriate-sized sets starting from the radix point and working left. If the final leftmost grouping does not have enough symbols, it is simply padded on left with leading 0’s. Each of these groups is then directly substituted with their 2n base symbol. The fractional number bits are also grouped into the appropriate-sized sets starting from the radix point, but this time working right. Again, if the final rightmost grouping does not have enough symbols, it is simply padded on the right with trailing 0’s. Each of these groups is then directly substituted with their 2n base symbol.
2.2.3.1 Binary to Octal
Example 2.8 shows the step-by-step process of converting a binary number to octal. 
                  
                  
                
[image: A420020_1_En_2_Fig12_HTML.gif]
Example 2.8Converting binary to octal






2.2.3.2 Binary to Hexadecimal
Example 2.9 shows the step-by-step process of converting a binary number to hexadecimal. 
                  
                  
                
[image: A420020_1_En_2_Fig13_HTML.gif]
Example 2.9Converting binary to hexadecimal






2.2.3.3 Octal to Binary
When converting to binary from any 2n base, each of the symbols in the originating number are replaced with the appropriate-sized number of bits. An octal symbol will be replaced with 3 binary bits while a hexadecimal symbol will be replaced with 4 binary bits. Any leading or trailing 0’s can be removed from the converted number once complete. Example 2.10 shows the step-by-step process of converting an octal number to binary. 
                  
                  
                
[image: A420020_1_En_2_Fig14_HTML.gif]
Example 2.10Converting octal to binary






2.2.3.4 Hexadecimal to Binary
Example 2.11 shows the step-by-step process of converting a hexadecimal number to binary. 
                  
                  
                
[image: A420020_1_En_2_Fig15_HTML.gif]
Example 2.11Converting hexadecimal to binary






2.2.3.5 Octal to Hexadecimal
When converting between 2n bases (excluding binary) the number is first converted into binary and then converted from binary into the final 2n base using the algorithms described before. Example 2.12 shows the step-by-step process of converting an octal number to hexadecimal. 
                  
                  
                
[image: A420020_1_En_2_Fig16_HTML.gif]
Example 2.12Converting octal to hexadecimal






2.2.3.6 Hexadecimal to Octal
Example 2.13 shows the step-by-step process of converting a hexadecimal number to octal. 
                  
                  
                
[image: A420020_1_En_2_Fig17_HTML.gif]
Example 2.13Converting hexadecimal to octal





Concept Check

CC2.2 A “googol” is the term for the decimal number 1e100. When written out manually this number is a 1 with 100 zeros after it (e.g., 10,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,000,
000,000,000,000,000,000,000,000,000,000). This term is more commonly associated with the search engine company Google, which uses a different spelling but is pronounced the same. How many bits does it take to represent a googol in binary?

(A) 100 bits (B) 256 bits (C) 332 bits (D) 333 bits




2.3 Binary Arithmetic
2.3.1 Addition (Carries)
Binary addition is a straightforward process that mirrors the approach we have learned for longhand decimal addition. The two numbers (or terms) to be added are aligned at the radix point and addition begins at the least significant bit. If the sum of the least significant position yields a value with two bits (e.g., 102), then the least significant bit is recorded and the most significant bit is carried to the next higher position. The sum of the next higher position is then performed including the potential carry bit from the prior addition. This process continues from the least significant position to the most significant position. Example 2.14 shows how addition is performed on two individual bits.


                
              

                
                
              
[image: A420020_1_En_2_Fig18_HTML.gif]
Example 2.14Single bit binary addition





When performing binary addition, the width of the inputs and output is fixed (i.e., n-bits). Carries that exist within the n-bits are treated in the normal fashion of including them in the next higher position sum; however, if the highest position summation produces a carry, this is a uniquely named event. This event is called a carry out or the sum is said to generate a carry. The reason this type of event is given special terminology is because in real circuitry, the number of bits of the inputs and output is fixed in hardware and the carry out is typically handled by a separate circuit. Example 2.15 shows this process when adding two 4-bit numbers.[image: A420020_1_En_2_Fig19_HTML.gif]
Example 2.15Multiple bit binary addition






The largest decimal sum that can result from the addition of two binary numbers is given by 2⋅(2n
−1). For example, two 8-bit numbers to be added could both represent their highest decimal value of (2n−1) or 25510 (i.e., 1111 11112). The sum of this number would result in 51010 or (1 1111 11102). Notice that the largest sum achievable would only require one additional bit. This means that a single carry bit is sufficient to handle all possible magnitudes for binary addition.

2.3.2 Subtraction (Borrows)
Binary subtraction also mirrors longhand decimal subtraction. In subtraction, the formal terms for the two numbers being operated on are minuend and subtrahend. The subtrahend is subtracted from the minuend to find the difference. In longhand subtraction, the minuend is the top number and the subtrahend is the bottom number. For a given position if the minuend is less than the subtrahend, it needs to borrow from the next higher order position to produce a difference that is positive. If the next higher position does not have a value that can be borrowed from (i.e., 0), then it in turn needs to borrow from the next higher position, and so forth. Example 2.16 shows how subtraction is performed on two individual bits.


                
              

                
                
              
[image: A420020_1_En_2_Fig20_HTML.gif]
Example 2.16Single bit binary subtraction





As with binary addition, binary subtraction is accomplished on fixed widths of inputs and output (i.e., n-bits). The minuend and subtrahend are aligned at the radix point and subtraction begins at the least significant bit position. Borrows are used as necessary as the subtractions move from the least significant position to the most significant position. If the most significant position requires a borrow, this is a uniquely named event. This event is called a borrow in or the subtraction is said to require a borrow. Again, the reason this event is uniquely named is because in real circuitry, the number of bits of the input and output is fixed in hardware and the borrow in is typically handled by a separate circuit. Example 2.17 shows this process when subtracting two 4-bit numbers.[image: A420020_1_En_2_Fig21_HTML.gif]
Example 2.17Multiple bit binary subtraction





Notice that if the minuend is less than the subtrahend, then the difference will be negative. At this point, we need a way to handle negative numbers.
Concept Check

CC2.3
If an 8-bit computer system can only perform unsigned addition on 8-bit inputs and produce an 8-bit sum, how is it possible for this computer to perform addition on numbers that are larger than what can be represented with 8-bits (e.g., 1,00010 + 1,00010 = 2,00010)?	(A)There are multiple 8-bit adders in a computer to handle large numbers.


 

	(B)The result is simply rounded to the nearest 8-bit number.


 

	(C)The computer returns an error and requires smaller numbers to be entered.


 

	(D)The computer keeps track of the carry out and uses it in a subsequent 8-bit addition, which enables larger numbers to be handled.


 








2.4 Unsigned and Signed Numbers
All of the number systems presented in the prior sections were positive. We need to also have a mechanism to indicate negative numbers. When looking at negative numbers, we only focus on the mapping between decimal and binary since octal and hexadecimal are used as just another representation of a binary number. In decimal, we are able to use the negative sign in front of a number to indicate it is negative (e.g., −3410). In binary, this notation works fine for writing numbers on paper (e.g., −10102), but we need a mechanism that can be implemented using real circuitry. In a real digital circuit, the circuits can only deal with 0’s and 1’s. There is no “−” in a digital circuit. Since we only have 0’s and 1’s in the hardware, we use a bit to represent whether a number is positive or negative. This is referred to as the sign bit. If a binary number is not going to have any negative values, then it is called an unsigned number and it can only represent positive numbers. If a binary number is going to allow negative numbers, it is called a signed number. It is important to always keep track of the type of number we are using as the same bit values can represent very different numbers depending on the coding mechanism that is being used.
2.4.1 Unsigned Numbers
An unsigned number is one that does not allow negative numbers. When talking about this type of code, the number of bits is fixed and stated up front. We use the variable n to represent the number of bits in the number. For example, if we had an 8-bit number, we would say, “This is an 8-bit, unsigned number”.
                
              

The number of unique codes in an unsigned number is given by 2n. For example, if we had an 8-bit number, we would have 28 or 256 unique codes (e.g., 0000 00002 to 1111 11112).
The range of an unsigned number refers to the decimal values that the binary code can represent. If we use the notation N

                unsigned
               to represent any possible value that an n-bit, unsigned number can take on, the range would be defined as: 0 < Nunsigned < (2n − 1)[image: 
$$ \mathbf{Range}\ \mathbf{of}\ \mathbf{an}\ \mathbf{UNSIGNED}\ \mathbf{number}\Rightarrow 0\le {\ \mathbf{N}}_{\mathbf{unsigned}}\le \left({\mathbf{2}}^{\mathbf{n}}\mathbf{\hbox{--}}\mathbf{1}\right) $$
]




For example, if we had an unsigned number with n = 4, it could take on a range of values from +010 (00002) to +1510 (11112). Notice that while this number has 16 unique possible codes, the highest decimal value it can represent is 1510. This is because one of the unique codes represents 010. This is the reason that the highest decimal value that can be represented is given by (2n−1). Example 2.18 shows this process for a 16-bit number.[image: A420020_1_En_2_Fig22_HTML.gif]
Example 2.18Finding the range of an unsigned number






2.4.2 Signed Numbers
Signed numbers are able to represent both positive and negative numbers. The most significant bit of these numbers is always the sign bit, which represents whether the number is positive or negative. The sign bit is defined to be a 0 if the number is positive and 1 if the number is negative. When using signed numbers, the number of bits is fixed so that the sign bit is always in the same position. There are a variety of ways to encode negative numbers using a sign bit. The encoding method used exclusively in modern computers is called two’s complement. There are two other encoding techniques called signed magnitude and one’s complement that are rarely used but are studied to motivate the power of two’s complement. When talking about a signed number, the number of bits and the type of encoding is always stated. For example, we would say, “This is an 8-bit, two’s complement number”. 
                
              

2.4.2.1 Signed Magnitude
Signed Magnitude is the simplest way to encode a negative number. In this approach, the most significant bit (i.e., leftmost bit) of the binary number is considered the sign bit (0 = positive, 1 = negative). The rest of the bits to the right of the sign bit represent the magnitude or absolute value of the number. As an example of this approach, let’s look at the decimal values that a 4-bit, signed magnitude number can take on. These are shown in Example 2.19.
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Example 2.19Decimal values that a 4-bit, signed magnitude code can represent





There are drawbacks of signed magnitude encoding that are apparent from this example. First, the value of 010 has two signed magnitude codes (00002 and 10002). This is an inefficient use of the available codes and leads to complexity when building arithmetic circuitry since it must account for two codes representing the same number.
The second drawback is that addition using the negative numbers does not directly map to how decimal addition works. For example, in decimal if we added (−5) + (1), the result would be −4. In signed magnitude, adding these numbers using a traditional adder would produce (−5) + (1) = (−6). This is because the traditional addition would take place on the magnitude portion of the number. A 510 is represented with 1012. Adding 1 to this number would result in the next higher binary code 1102 or 610. Since the sign portion is separate, the addition is performed on |5|, thus yielding 6. Once the sign bit is included, the resulting number is −6. It is certainly possible to build an addition circuit that works on signed magnitude numbers, but it is more complex than a traditional adder because it must perform a different addition operation for the negative numbers versus the positive numbers. It is advantageous to have a single adder that works across the entire set of numbers.
Due to the duplicate codes for 0, the range of decimal numbers that signed magnitude can represent is reduced by 1 compared to unsigned encoding. For an n-bit number, there are 2n unique binary codes available but only 2n−1 can be used to represent unique decimal numbers. If we use the notation N

                  SM
                 to represent any possible value that an n-bit, signed magnitude number can take on, the range would be defined as:


[image: 
$$ \mathbf{Range}\ \mathbf{of}\ \mathbf{a}\ \mathbf{SIGNED}\ \mathbf{MAGNITUDE}\ \mathbf{number}\Rightarrow -\left({\mathbf{2}}^{\mathbf{n}-\mathbf{1}}-1\right)\le {\mathbf{N}}_{\mathbf{SM}}\le +\left({\mathbf{2}}^{\mathbf{n}-\mathbf{1}}-\mathbf{1}\right) $$
]




Example 2.20 shows how to use this expression to find the range of decimal values that an 8-bit, signed magnitude code can represent.[image: A420020_1_En_2_Fig24_HTML.gif]
Example 2.20Finding the range of a signed magnitude number





The process to determine the decimal value from a signed magnitude binary code involves treating the sign bit separately from the rest of the code. The sign bit provides the polarity of the decimal number (0 = Positive, 1 = Negative). The remaining bits in the code are treated as unsigned numbers and converted to decimal using the standard conversion procedure described in the prior sections. This conversion yields the magnitude of the decimal number. The final decimal value is found by applying the sign. Example 2.21 shows an example of this process.[image: A420020_1_En_2_Fig25_HTML.gif]
Example 2.21Finding the decimal value of a signed magnitude number






2.4.2.2 One’s Complement
One’s complement is another simple way to encode negative numbers. In this approach, the negative number is obtained by taking its positive equivalent and flipping all of the 1’s to 0’s and 0’s to 1’s. This procedure of flipping the bits is called a complement (notice the two e’s). In this way, the most significant bit of the number is still the sign bit (0 = positive, 1 = negative). The rest of the bits represent the value of the number, but in this encoding scheme the negative number values are less intuitive. As an example of this approach, let’s look at the decimal values that a 4-bit, one’s complement number can take on. These are shown in Example 2.22.
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Example 2.22Decimal values that a 4-bit, one’s complement code can represent





Again, we notice that there are two different codes for 010 (00002 and 11112). This is a drawback of one’s complement because it reduces the possible range of numbers that can be represented from 2n to (2n−1) and requires arithmetic operations that take into account the gap in the number system. There are advantages of one’s complement, however. First, the numbers are ordered such that traditional addition works on both positive and negative numbers (excluding the double 0 gap). Taking the example of (−5) + (1) again, in one’s complement the result yields −4, just as in a traditional decimal system. Notice in one’s complement, −510 is represented with 10102. Adding 1 to this entire binary code would result in the next higher binary code 10112 or −410 from the above table. This makes addition circuitry less complicated, but still not as simple as if the double 0 gap was eliminated. Another advantage of one’s complement is that as the numbers are incremented beyond the largest value in the set, they roll over and start counting at the lowest number. For example, if you increment the number 01112 (710), it goes to the next higher binary code 10002, which is −710. The ability to have the numbers roll over is a useful feature for computer systems.
If we use the notation N

                  1comp
                 to represent any possible value that an n-bit, one’s complement number can take on, the range is defined as:


[image: 
$$ \mathbf{Range}\ \mathbf{of}\ \mathbf{a}\ \mathbf{ONE}'\mathbf{S}\ \mathbf{COMPLEMENT}\ \mathbf{number}\Rightarrow -\left({\mathbf{2}}^{\mathbf{n}-\mathbf{1}}-\mathbf{1}\right)\le {\mathbf{N}}_{\mathbf{1}'\mathbf{s}\ \mathbf{comp}}\le +\left({\mathbf{2}}^{\mathbf{n}-\mathbf{1}}-\mathbf{1}\right) $$
]




Example 2.23 shows how to use this expression to find the range of decimal values that a 24-bit, one’s complement code can represent.[image: A420020_1_En_2_Fig27_HTML.gif]
Example 2.23Finding the range of a 1’s complement number






The process of finding the decimal value of a one’s complement number involves first identifying whether the number is positive or negative by looking at the sign bit. If the number is positive (i.e., the sign bit is 0), then the number is treated as an unsigned code and is converted to decimal using the standard conversion procedure described in prior sections. If the number is negative (i.e., the sign bit is 1), then the number sign is recorded separately and the code is complemented in order to convert it to its positive magnitude equivalent. This new positive number is then converted to decimal using the standard conversion procedure. As the final step, the sign is applied. Example 2.24 shows an example of this process.[image: A420020_1_En_2_Fig28_HTML.gif]
Example 2.24Finding the decimal value of a 1’s complement number






2.4.2.3 Two’s Complement
Two’s complement is an encoding scheme that addresses the double 0 issue in signed magnitude and 1’s complement representations. In this approach, the negative number is obtained by subtracting its positive equivalent from 2n. This is identical to performing a complement on the positive equivalent and then adding one. If a carry is generated, it is discarded. This procedure is called “taking the two’s complement of a number”. The procedure of complementing each bit and adding one is the most common technique to perform a two’s complement. In this way, the most significant bit of the number is still the sign bit (0 = positive, 1 = negative) but all of the negative numbers are in essence shifted up so that the double 0 gap is eliminated. Taking the two’s complement of a positive number will give its negative counterpart and vice versa. Let’s look at the decimal values that a 4-bit, two’s complement number can take on. These are shown in Example 2.25.
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Example 2.25Decimal values that a 4-bit, two’s complement code can represent





There are many advantages of two’s complement encoding. First, there is no double 0 gap, which means that all possible 2n unique codes that can exist in an n-bit number are used. This gives the largest possible range of numbers that can be represented. Another advantage of two’s complement is that addition with negative numbers works exactly the same as decimal. In our example of (−5) + (1), the result (−4). Arithmetic circuitry can be built to mimic the way our decimal arithmetic works without the need to consider the double 0 gap. Finally, the rollover characteristic is preserved from one’s complement. Incrementing +7 by +1 will result in −8.
If we use the notation N

                  2comp
                 to represent any possible value that an n-bit, two’s complement number can take on, the range is defined as:


[image: 
$$ \mathbf{Range}\ \mathbf{of}\ \mathbf{a}\ \mathbf{TWO}'\mathbf{S}\ \mathbf{COMPLEMENT}\ \mathbf{number}\Rightarrow -\left({\mathbf{2}}^{\mathbf{n}-\mathbf{1}}\right)\le {\mathbf{N}}_{\mathbf{2}'\mathbf{s}\ \mathbf{comp}}\le +\left({\mathbf{2}}^{\mathbf{n}-\mathbf{1}}-\mathbf{1}\right) $$
]




Example 2.26 shows how to use this expression to find the range of decimal values that a 32-bit, two’s complement code can represent.[image: A420020_1_En_2_Fig30_HTML.gif]
Example 2.26Finding the range of a two’s complement number





The process of finding the decimal value of a two’s complement number involves first identifying whether the number is positive or negative by looking at the sign bit. If the number is positive (i.e., the sign bit is 0), then the number is treated as an unsigned code and is converted to decimal using the standard conversion procedure described in prior sections. If the number is negative (i.e., the sign bit is 1), then the number sign is recorded separately and a two’s complement is performed on the code in order to convert it to its positive magnitude equivalent. This new positive number is then converted to decimal using the standard conversion procedure. The final step is to apply the sign. Example 2.27 shows an example of this process.[image: A420020_1_En_2_Fig31_HTML.gif]
Example 2.27Finding the decimal value of a two’s complement number





To convert a decimal number into its two’s complement code, the range is first checked to determine whether the number can be represented with the allocated number of bits. The next step is to convert the decimal number into unsigned binary. The final step is to apply the sign bit. If the original decimal number was positive, then the conversion is complete. If the original decimal number was negative, then the two’s complement is taken on the unsigned binary code to find its negative equivalent. Example 2.28 shows this procedure when converting −9910 to its 8-bit, two’s complement code.[image: A420020_1_En_2_Fig32_HTML.gif]
Example 2.28Finding the two’s complement code of a decimal number






2.4.2.4 Arithmetic with Two’s Complement
Two’s complement has a variety of arithmetic advantages. First, the operations of addition, subtraction and multiplication are handled exactly the same as when using unsigned numbers. This means that duplicate circuitry is not needed in a system that uses both number types. Second, the ability to convert a number from positive to its negative representation by performing a two’s complement means that an adder circuit can be used for subtraction. For example, if we wanted to perform the subtraction 1310 – 410 = 910, this is the same as performing 1310 + (−410) = 910. This allows us to use a single adder circuit to perform both addition and subtraction as long as we have the ability to take the two’s complement of a number. Creating a circuit to perform two’s complement can be simpler and faster than building a separate subtraction circuit, so this approach can sometimes be advantageous.
                  
                

There are specific rules for performing two’s complement arithmetic that must be followed to ensure proper results. First, any carry or borrow that is generated is ignored. The second rule that must be followed is to always check if two’s complement overflow occurred. Two’s complement overflow refers to when the result of the operation falls outside of the range of values that can be represented by the number of bits being used. For example, if you are performing 8-bit, two’s complement addition, the range of decimal values that can be represented is −12810 to +12710. Having two input terms of 12710 (0111 11112) is perfectly legal because they can be represented by the 8-bits of the two’s complement number; however, the summation of 12710 + 12710 = 25410 (1111 11102). This number does not fit within the range of values that can be represented and is actually the two’s complement code for −210, which is obviously incorrect. Two’s complement overflow occurs if any of the following occurs:	The sum of like signs results in an answer with opposite sign (i.e., Positive + Positive = Negative or Negative + Negative = Positive)

	The subtraction of a positive number from a negative number results in a positive number (i.e., Negative – Positive = Positive)

	The subtraction of a negative number from a positive number results in a negative number (i.e., Positive – Negative = Negative)





Computer systems that use two’s complement have a dedicated logic circuit that monitors for any of these situations and lets the operator know that overflow has occurred. These circuits are straightforward since they simply monitor the sign bits of the input and output codes. Example 2.29 shows how to use two’s complement in order to perform subtraction using an addition operation.[image: A420020_1_En_2_Fig33_HTML.gif]
Example 2.29Two’s complement addition





Concept Check

CC2.4 A 4-bit, two’s complement number has 16 unique codes and can represent decimal numbers between −810 to +710. If the number of unique codes is even, why is it that the range of integers it can represent is not symmetrical about zero?	(A)One of the positive codes is used to represent zero. This prevents the highest positive number from reaching +810 and being symmetrical.


 

	(B)It is asymmetrical because the system allows the numbers to roll over.


 

	(C)It isn’t asymmetrical if zero is considered a positive integer. That way there are eight positive numbers and eight negatives numbers.


 

	(D)It is asymmetrical because there are duplicate codes for 0.


 






Summary

                  	The base, or radix, of a number system refers to the number of unique symbols within its set. The definition of a number system includes both the symbols used and the relative values of each symbol within the set.

	The most common number systems are base 10 (decimal), base 2 (binary), and base 16 (hexadecimal). Base 10 is used because it is how the human brain has been trained to treat numbers. Base 2 is used because the two values are easily represented using electrical switches. Base 16 is a convenient way to describe large groups of bits.

	
A positional number system allows larger (or smaller) numbers to be represented beyond the values within the original symbol set. This is accomplished by having each position within a number have a different weight.

	There are specific algorithms that are used to convert any base to or from decimal. There are also algorithms to convert between number systems that contain a power-of-two symbols (e.g., binary to hexadecimal and hexadecimal to binary).

	
Binary arithmetic is performed on a fixed width of bits (n). When an n-bit addition results in a sum that cannot fit within n-bits, it generates a carry out bit. In an n-bit subtraction, if the minuend is smaller than the subtrahend, a borrow in can be used to complete the operation.

	Binary codes can represent both unsigned and signed numbers. For an arbitrary n-bit binary code, it is important to know the encoding technique and the range of values that can be represented.

	Signed numbers use the most significant position to represent whether the number is negative (0 = positive, 1 = negative). The width of a signed number is always fixed.

	Two’s complement is the most common encoding technique for signed numbers. It has an advantage that there are no duplicate codes for zero and that the encoding approach provides a monotonic progression of codes from the most negative number that can be represented to the most positive. This allows addition and subtraction to work the same on two’s complement numbers as it does on unsigned numbers.

	When performing arithmetic using two’s complement codes, the carry bit is ignored.

	When performing arithmetic using two’s complement codes, if the result lies outside of the range that can be represented it is called two’s complement overflow. Two’s complement overflow can be determined by looking at the sign bits of the input arguments and the sign bit of the result.




                

Exercise Problems

                  Section 2.1: Positional Number Systems
                  	2.1.1What is the radix of the binary number system?


 

	2.1.2What is the radix of the decimal number system?


 

	2.1.3What is the radix of the hexadecimal number system?


 

	2.1.4What is the radix of the octal number system?


 

	2.1.5For the number 261.367, what position (p) is the number 2 in?


 

	2.1.6For the number 261.367, what position (p) is the number 1 in?


 

	2.1.7For the number 261.367, what position (p) is the number 3 in?


 

	2.1.8For the number 261.367, what position (p) is the number 7 in?


 

	2.1.9What is the name of the number system containing 102?


 

	2.1.10What is the name of the number system containing 1010?


 

	2.1.11What is the name of the number system containing 1016?


 

	2.1.12What is the name of the number system containing 108?


 

	2.1.13Which of the four number systems covered in this chapter (i.e., binary, decimal, hexadecimal, and octal) could the number 22 be part of? Give all that are possible.


 

	2.1.14Which of the four number systems covered in this chapter (i.e., binary, decimal, hexadecimal, and octal) could the number 99 be part of? Give all that are possible.


 

	2.1.15Which of the four number systems covered in this chapter (i.e., binary, decimal, hexadecimal, and octal) could the number 1F be part of? Give all that are possible.


 

	2.1.16Which of the four number systems covered in this chapter (i.e., binary, decimal, hexadecimal, and octal) could the number 88 be part of? Give all that are possible.


 




                

                  Section 2.2: Base Conversions
                  	2.2.1If the number 101.111 has a radix of 2, what is the weight of the position containing the bit 0?


 

	2.2.2If the number 261.367 has a radix of 10, what is the weight of the position containing the numeral 2?


 

	2.2.3If the number 261.367 has a radix of 16, what is the weight of the position containing the numeral 1?


 

	2.2.4If the number 261.367 has a radix of 8, what is the weight of the position containing the numeral 3?


 

	2.2.5Convert 1100 11002 to decimal. Treat all numbers as unsigned.


 

	2.2.6Convert 1001.10012 to decimal. Treat all numbers as unsigned.


 

	2.2.7Convert 728 to decimal. Treat all numbers as unsigned.


 

	2.2.8Convert 12.578 to decimal. Treat all numbers as unsigned.


 

	2.2.9Convert F316 to decimal. Treat all numbers as unsigned.


 

	2.2.10Convert 15B.CEF16 to decimal. Treat all numbers as unsigned. Use an accuracy of 7 fractional digits.


 

	2.2.11Convert 6710 to binary. Treat all numbers as unsigned.


 

	2.2.12Convert 252.98710 to binary. Treat all numbers as unsigned. Use an accuracy of 4 fractional bits and don’t round up.


 

	2.2.13Convert 6710 to octal. Treat all numbers as unsigned.


 

	2.2.14Convert 252.98710 to octal. Treat all numbers as unsigned. Use an accuracy of 4 fractional digits and don’t round up.


 

	2.2.15Convert 6710 to hexadecimal. Treat all numbers as unsigned.


 

	2.2.16Convert 252.98710 to hexadecimal. Treat all numbers as unsigned. Use an accuracy of 4 fractional digits and don’t round up.


 

	2.2.17Convert 1 0000 11112 to octal. Treat all numbers as unsigned.


 

	2.2.18Convert 1 0000 1111.0112 to hexadecimal. Treat all numbers as unsigned.


 

	2.2.19Convert 778 to binary. Treat all numbers as unsigned.


 

	2.2.20Convert F.A16 to binary. Treat all numbers as unsigned.


 

	2.2.21Convert 668 to hexadecimal. Treat all numbers as unsigned.


 

	2.2.22Convert AB.D16 to octal. Treat all numbers as unsigned.


 




                

                  Section 2.3: Binary Arithmetic
                  	2.3.1Compute 10102 + 10112 by hand. Treat all numbers as unsigned. Provide the 4-bit sum and indicate whether a carry out occurred.


 

	2.3.2
Compute 1111 11112 + 0000 00012 by hand. Treat all numbers as unsigned. Provide the 8-bit sum and indicate whether a carry out occurred.


 

	2.3.3
Compute 1010.10102 + 1011.10112 by hand. Treat all numbers as unsigned. Provide the 8-bit sum and indicate whether a carry out occurred.


 

	2.3.4Compute 1111 1111.10112 + 0000 0001.11002 by hand. Treat all numbers as unsigned. Provide the 12-bit sum and indicate whether a carry out occurred.


 

	2.3.5Compute 10102 − 10112 by hand. Treat all numbers as unsigned. Provide the 4-bit difference and indicate whether a borrow in occurred.


 

	2.3.6Compute 1111 11112 − 0000 00012 by hand. Treat all numbers as unsigned. Provide the 8-bit difference and indicate whether a borrow in occurred.


 

	2.3.7Compute 1010.10102 − 1011.10112 by hand. Treat all numbers as unsigned. Provide the 8-bit difference and indicate whether a borrow in occurred.


 

	2.3.8Compute 1111 1111.10112 − 0000 0001.11002 by hand. Treat all numbers as unsigned. Provide the 12-bit difference and indicate whether a borrow in occurred.


 




                

                  Section 2.4: Unsigned and Signed Numbers
                  	2.4.1What range of decimal numbers can be represented by 8-bit, two’s complement numbers?


 

	2.4.2What range of decimal numbers can be represented by 16-bit, two’s complement numbers?


 

	2.4.3What range of decimal numbers can be represented by 32-bit, two’s complement numbers?


 

	2.4.4What range of decimal numbers can be represented by 64-bit, two’s complement numbers?


 

	2.4.5What is the 8-bit, two’s complement code for +8810?


 

	2.4.6What is the 8-bit, two’s complement code for −8810?


 

	2.4.7What is the 8-bit, two’s complement code for −12810?


 

	2.4.8What is the 8-bit, two’s complement code for −110?


 

	2.4.9What is the decimal value of the 4-bit, two’s complement code 00102?


 

	2.4.10What is the decimal value of the 4-bit, two’s complement code 10102?


 

	2.4.11What is the decimal value of the 8-bit, two’s complement code 0111 11102?


 

	2.4.12What is the decimal value of the 8-bit, two’s complement code 1111 11102?


 

	2.4.13Compute 11102 + 10112 by hand. Treat all numbers as 4-bit, two’s complement codes. Provide the 4-bit sum and indicate whether two’s complement overflow occurred.


 

	2.4.14Compute 1101 11112 + 0000 00012 by hand. Treat all numbers as 8-bit, two’s complement codes. Provide the 8-bit sum and indicate whether two’s complement overflow occurred.


 

	2.4.15Compute 1010.10102 + 1000.10112 by hand. Treat all numbers as 8-bit, two’s complement codes. Provide the 8-bit sum and indicate whether two’s complement overflow occurred.


 

	2.4.16Compute 1110 1011.10012 + 0010 0001.11012 by hand. Treat all numbers as 12-bit, two’s complement codes. Provide the 12-bit sum and indicate whether two’s complement overflow occurred.


 

	2.4.17Compute 410 – 510 using 4-bit two’s complement addition. You will need to first convert each number into its 4-bit two’s complement code and then perform binary addition (i.e., 410 + (−510)). Provide the 4-bit result and indicate whether two’s complement overflow occurred. Check your work by converting the 4-bit result back to decimal.


 

	2.4.18Compute 710 − 710 using 4-bit two’s complement addition. You will need to first convert each decimal number into its 4-bit two’s complement code and then perform binary addition (i.e., 710 + (−710)). Provide the 4-bit result and indicate whether two’s complement overflow occurred. Check your work by converting the 4-bit result back to decimal.


 

	2.4.19Compute 710 + 110 using 4-bit two’s complement addition. You will need to first convert each decimal number into its 4-bit two’s complement code and then perform binary addition. Provide the 4-bit result and indicate whether two’s complement overflow occurred. Check your work by converting the 4-bit result back to decimal.


 

	2.4.20Compute 6410 − 10010 using 8-bit two’s complement addition. You will need to first convert each number into its 8-bit two’s complement code and then perform binary addition (i.e., 6410 + (−10010)). Provide the 8-bit result and indicate whether two’s complement overflow occurred. Check your work by converting the 8-bit result back to decimal.


 

	2.4.21Compute (−99)10 − 1110 using 8-bit two’s complement addition. You will need to first convert each decimal number into its 8-bit two’s complement code and then perform binary addition (i.e., (−9910) + (−1110)). Provide the 8-bit result and indicate whether two’s complement overflow occurred. Check your work by converting the 8-bit result back to decimal.


 

	2.4.22Compute 5010 + 10010 using 8-bit two’s complement addition. You will need to first convert each decimal number into its 8-bit two’s complement code and then perform binary addition. Provide the 8-bit result and indicate whether two’s complement overflow occurred. Check your work by converting the 8-bit result back to decimal.
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Now we turn our attention to the physical circuitry and electrical quantities that are used to represent and operate on the binary codes 1 and 0. In this chapter we begin by looking at how logic circuits are described and introduce the basic set of gates used for all digital logic operations. We then look at the underlying circuitry that implements the basic gates including digital signaling and how voltages are used to represent 1’s and 0’s. We then look at interfacing between two digital circuits and how to ensure that when one circuit sends a binary code, the receiving circuit is able to determine which code was sent. Logic families are then introduced and the details of how basic gates are implemented at the switch level are presented. Finally, interfacing considerations are covered for the most common types of digital loads (i.e., other gates, resistors, and LEDs). The goal of this chapter is to provide an understanding of the basic electrical operation of digital circuits.
Learning Outcomes—After completing this chapter, you will be able to:

            	3.1Describe the functional operation of a basic logic gate using truth tables, logic expressions, and logic waveforms.


 

	3.2Analyze the DC and AC behavior of a digital circuit to verify it is operating within specification.


 

	3.3Describe the meaning of a logic family and the operation of the most common technologies used today.


 

	3.4Determine the operating conditions of a logic circuit when driving various types of loads.


 




          

3.1 Basic Gates
The term gate is used to describe a digital circuit that implements the most basic functions possible within the binary system. When discussing the operation of a logic gate, we ignore the details of how the 1’s and 0’s are represented with voltages and manipulated using transistors. We instead treat the inputs and output as simply ideal 1’s and 0’s. This allows us to design more complex logic circuits without going into the details of the underlying physical hardware.
              
            

3.1.1 Describing the Operation of a Logic Circuit
3.1.1.1 The Logic Symbol
A logic symbol is a graphical representation of the circuit that can be used in a schematic to show how circuits in a system interface to one another. For the set of basic logic gates, there are uniquely shaped symbols that graphically indicate their functionality. For more complex logic circuits that are implemented with multiple basic gates, a simple rectangular symbol is used. Inputs of the logic circuit are typically shown on the left of the symbol and outputs are on the right. Figure 3.1 shows two example logic symbols.

[image: A420020_1_En_3_Fig1_HTML.gif]
Fig. 3.1Example logic symbols






3.1.1.2 The Truth Table
We formally define the functionality of a logic circuit using a truth table. In a truth table, each and every possible input combination is listed and the corresponding output of the logic circuit is given. If a logic circuit has n inputs, then it will have 2n possible input codes. The binary codes are listed in ascending order within the truth table mimicking a binary count starting at 0. By always listing the input codes in this way, we can assign a row number to each input that is the decimal equivalent of the binary input code. Row numbers can be used to simplify the notation for describing the functionality of larger circuits. Figure 3.2 shows the formation of an example 3-input truth table.
                  
                
[image: A420020_1_En_3_Fig2_HTML.gif]
Fig. 3.2Truth table formation






3.1.1.3 The Logic Function
A logic expression, (also called a logic function), is an equation that provides the functionality of each output in the circuit as a function of the inputs. The logic operations for the basic gates are given a symbolic set of operators (e.g., +, ∙, ⊕), the details of which will be given in the next sections. The logic function describes the operations that are necessary to produce the outputs listed in the truth table. A logic function is used to describe a single output that can take on only the values 1 and 0. If a circuit contains multiple outputs, then a logic function is needed for each output. The input variables can be included in the expression description just as in an analog function. For example, “F(A, B, C) = …” would state that “F is a function of the inputs A, B and C”. This can also be written as “FA, B, C = …”. The input variables can also be excluded for brevity as in “F = …”. Figure 3.3 shows the formation of an example 3-input logic expression.
                  
                

                  
                
[image: A420020_1_En_3_Fig3_HTML.gif]
Fig. 3.3Logic function formation






3.1.1.4 The Logic Waveform
A logic waveform is a graphical depiction of the relationship of the output to the inputs with respect to time. This is often a useful description of behavior since it mimics the format that is typically observed when measuring a real digital circuit using test equipment such as an oscilloscope. In the waveform, each signal can only take on a value of 1 or 0. It is useful to write the logic values of the signal at each transition in the waveform for readability. Figure 3.4 shows an example logic waveform.

[image: A420020_1_En_3_Fig4_HTML.gif]
Fig. 3.4Example logic waveform







3.1.2 The Buffer
The first basic gate is the buffer. The output of a buffer is simply the input. The logic symbol, truth table, logic function and logic waveform for the buffer are given in Fig. 3.5.
                
              
[image: A420020_1_En_3_Fig5_HTML.gif]
Fig. 3.5Buffer symbol, truth table, logic function and logic waveform






3.1.3 The Inverter
The next basic gate is the inverter. The output of an inverter is the complement of the input. Inversion is also often called the not operation. In spoken word, we might say “A is equal to not B”. thus this gate is also often called a not gate. The symbol for the inverter is the same as the buffer with the exception that an inversion bubble (i.e., a circle) is placed on the output. The inversion bubble is a common way to show inversions in schematics and will be used by many of the basic gates. In the logic function, there are two common ways to show this operation. The first way is by placing a prime (‘) after the input variable (e.g., Out = In’). This notation has the advantage that it is supported in all text editors but has the drawback that it can sometimes be difficult to see. The second way to indicate inversion in a logic function is by placing an inversion bar over the input variable (e.g., Out = [image: 
$$ \overset{-}{\mathrm{In}} $$
]). The advantage of this notation is that it is easy to see but has the drawback that it is not supported by many text editors. In this text, both conventions will be used to provide exposure to each. The logic symbol, truth table, logic function and logic waveform for the inverter are given in Fig. 3.6.
                
              
[image: A420020_1_En_3_Fig6_HTML.gif]
Fig. 3.6Inverter symbol, truth table, logic function and logic waveform






3.1.4 The AND Gate
The next basic gate is the AND gate. The output of an AND gate will only be true (i.e., a logic 1) if all of the inputs are true. This operation is also called a logical product because if the inputs were multiplied together, the only time the output would be a 1 is if each and every input was a 1. As a result, the logic operator is the dot (∙). Another notation that is often seen is the ampersand (&). The logic symbol, truth table, logic function and logic waveform for a 2-input AND gate are given in Fig. 3.7.
                
              
[image: A420020_1_En_3_Fig7_HTML.gif]
Fig. 3.72-Input AND gate symbol, truth table, logic function and logic waveform





Ideal AND gates can have any number of inputs. The operation of an n-bit, AND gates still follows the rule that the output will only be true when all of the inputs are true. Later sections will discuss the limitations on expanding the number of inputs of these basic gates indefinitely.

3.1.5 The NAND Gate
The NAND gate is identical to the AND gate with the exception that the output is inverted. The “N” in NAND stands for “NOT”, which represents the inversion. The symbol for a NAND gate is an AND gate with an inversion bubble on the output. The logic expression for a NAND gate is the same as an AND gate but with an inversion bar over the entire operation. The logic symbol, truth table, logic function and logic waveform for a 2-input NAND gate are given in Fig. 3.8. Ideal NAND gates can have any number of inputs with the operation of an n-bit, NAND gate following the rule that the output is always the inversion of an n-bit, AND operation.

[image: A420020_1_En_3_Fig8_HTML.gif]
Fig. 3.82-Input NAND gate symbol, truth table, logic function and logic waveform






3.1.6 The OR Gate
The next basic gate is the OR gate. The output of an OR gate will be true when any of the inputs are true. This operation is also called a logical sum because of its similarity to logical disjunction in which the output is true if at least one of the inputs is true. As a result, the logic operator is the plus sign (+). The logic symbol, truth table, logic function and logic waveform for a 2-input OR gate are given in Fig. 3.9. Ideal OR gates can have any number of inputs. The operation of an n-bit, OR gates still follows the rule that the output will be true if any of the inputs are true.

[image: A420020_1_En_3_Fig9_HTML.gif]
Fig. 3.92-Input OR gate symbol, truth table, logic function and logic waveform






3.1.7 The NOR Gate
The NOR gate is identical to the OR gate with the exception that the output is inverted. The symbol for a NOR gate is an OR gate with an inversion bubble on the output. The logic expression for a NOR gate is the same as an OR gate but with an inversion bar over the entire operation. The logic symbol, truth table, logic function and logic waveform for a 2-input NOR gate are given in Fig. 3.10. Ideal NOR gates can have any number of inputs with the operation of an n-bit, NOR gate following the rule that the output is always the inversion of an n-bit, OR operation.

[image: A420020_1_En_3_Fig10_HTML.gif]
Fig. 3.102-Input NOR gate symbol, truth table, logic function and logic waveform






3.1.8 The XOR Gate
The next basic gate is the exclusive-OR gate, or XOR gate for short. This gate is also called a difference gate because for the 2-input configuration, its output will be true when the input codes are different from one another. The logic operator is a circle around a plus sign (⊕). The logic symbol, truth table, logic function and logic waveform for a 2-input XOR gate are given in Fig. 3.11.
                
              
[image: A420020_1_En_3_Fig11_HTML.gif]
Fig. 3.112-Input XOR gate symbol, truth table, logic function and logic waveform





Using the formal definition of an XOR gate (i.e., the output is true if any of the input codes are different from one another), an XOR gate with more than two inputs can be built. The truth table for a 3-bit, XOR gate using this definition is shown in Fig. 3.12. In modern electronics, this type of gate has found little use since it is much simpler to build this functionality using a combination of AND and OR gates. As such, XOR gates with greater than two inputs do not implement the difference function. Instead, a more useful functionality has been adopted in which the output of the n-bit, XOR gate is the result of a cascade of 2-input XOR gates. This results in an ultimate output that is true when there is an ODD number of 1’s on the inputs. This functionality is much more useful in modern electronics for error correction codes and arithmetic. As such, this is the functionality that is seen in modern n-bit, XOR gates. This functionality is also shown in Fig. 3.12.[image: A420020_1_En_3_Fig12_HTML.gif]
Fig. 3.123-Input XOR gate implementation






3.1.9 The XNOR Gate
The exclusive-NOR gate is identical to the XOR gate with the exception that the output is inverted. This gate is also called an equivalence gate because for the 2-input configuration, its output will be true when the input codes are equivalent to one another. The symbol for an XNOR gate is an XOR gate with an inversion bubble on the output. The logic expression for an XNOR gate is the same as an XOR gate but with an inversion bar over the entire operation. The logic symbol, truth table, logic function and logic waveform for a 2-input XNOR gate are given in Fig. 3.13. XNOR gates can have any number of inputs with the operation of an n-bit, XNOR gate following the rule that the output is always the inversion of an n-bit, XOR operation (i.e., the output is true if there is an ODD number of 1’s on the inputs).

[image: A420020_1_En_3_Fig13_HTML.gif]
Fig. 3.132-Input XNOR gate symbol, truth table, logic function and logic waveform





Concept Check

CC3.1 Given the following logic diagram, which is the correct logic expression for F?[image: A420020_1_En_3_Figa_HTML.gif]




                	(A)F = (A·B)′ ⊕ C


 

	(B)F = (A′·B′) ⊕ C


 

	(C)F = (A′·B′ ⊕ C)


 

	(D)F = A·B′ ⊕ C


 




              



3.2 Digital Circuit Operation
Now we turn our attention to the physical hardware that is used to build the basic gates just described and how electrical quantities are used to represent and communicate the binary values 1 and 0. We begin by looking at digital signaling. Digital signaling refers to how binary codes are generated and transmitted successfully between two digital circuits using electrical quantities (e.g., voltage and current). Consider the digital system shown in Fig. 3.14. In this system, the sending circuit generates a binary code. The sending circuit is called either the transmitter (Tx) or driver. The transmitter represents the binary code using an electrical quantity such as voltage. The receiving circuit (Rx) observes this voltage and is able to determine the value of the binary code. In this way, 1’s and 0’s can be communicated between the two digital circuits. The transmitter and receiver are both designed to use the same digital signaling scheme so that they are able to communicate with each other. It should be noted that all digital circuits contain both inputs (Rx) and outputs (Tx) but are not shown in this figure for simplicity.
              
            
[image: A420020_1_En_3_Fig14_HTML.gif]
Fig. 3.14Generic digital transmitter/receiver circuit





3.2.1 Logic Levels
A logic level is the term to describe all possible states that a signal can have. We will focus explicitly on circuits that represent binary values so these will only have two finite states (1 and 0). To begin, we define a simplistic model of how to represent the binary codes using an electrical quantity. This model uses a voltage threshold (Vth) to represent the switching point between the binary codes. If the voltage of the signal (Vsig) is above this threshold, it is considered a logic HIGH. If the voltage is below this threshold, it is considered a logic LOW. A graphical depiction of this is shown in Fig. 3.15. The terms HIGH and LOW are used to describe which logic level corresponds to the higher or lower voltage.
                
              

                
              

                
              
[image: A420020_1_En_3_Fig15_HTML.gif]
Fig. 3.15Definition of logic HIGH and LOW





It is straightforward to have the HIGH level correspond to the binary code 1 and the LOW level correspond to the binary code 0; however, it is equally valid to have the HIGH level correspond to the binary code 0 and the LOW level correspond to the binary code 1. As such, we need to define how the logic levels HIGH and LOW map to the binary codes 1 and 0. We define two types of digital assignments: Positive Logic and Negative Logic. In Positive Logic, the logic HIGH level represents a binary 1 and the logic LOW level represents a binary 0. In Negative Logic, the logic HIGH level represents a binary 0 and the logic LOW level represents a binary 1. Table 3.1 shows the definition of positive and negative logic. There are certain types of digital circuits that benefit from using negative logic; however, we will focus specifically on systems that use positive logic since it is more intuitive when learning digital design for the first time. The transformation between positive and negative logic is straightforward and will be covered in Chap. 4.
                
              

                
              

                
              
Table 3.1Definition of positive and negative logic


[image: A420020_1_En_3_Tab1_HTML.gif]




3.2.2 Output DC Specifications
Transmitting circuits provide specifications on the range of output voltages (VO) that they are guaranteed to provide when outputting a logic 1 or 0. These are called the DC output specifications. There are four DC voltage specifications that specify this range: VOH-max, VOH-min, VOL-max, and VOL-min. The VOH-max and VOH-min specifications provide the range of voltages the transmitter is guaranteed to provide when outputting a logic HIGH (or logic 1 when using positive logic). The VOL-max and VOL-min specifications provide the range of voltages the transmitter is guaranteed to provide when outputting a logic LOW (or logic 0 when using positive logic). In the subscripts for these specifications, the “O” signifies “output” and the “L” or “H” signifies “LOW” or “HIGH” respectively.
                
                
              

                
                  
                
                
                
              

                
                
              

                
                
              

                
                
              

The maximum amount of current that can flow through the transmitter’s output (IO) is also specified. The specification IOH-max is the maximum amount of current that can flow through the transmitter’s output when sending a logic HIGH. The specification IOL-max is the maximum amount of current that can flow through the transmitter’s output when sending a logic LOW. When the maximum output currents are violated, it usually damages the part. Manufacturers will also provide a recommended amount of current for IO that will guarantee the specified operating parameters throughout the life of the part. Figure 3.16 shows a graphical depiction of these DC specifications. When the transmitter output is providing current to the receiving circuit (a.k.a., the load), it is said to be sourcing current. When the transmitter output is drawing current from the receiving circuit, it is said to be sinking current. In most cases, the transmitter sources current when driving a logic HIGH and sinks current when driving a logic LOW. Figure 3.16 shows a graphical depiction of these specifications.
                
              

                
              

                
                
              

                
                
              

                
                
              
[image: A420020_1_En_3_Fig16_HTML.gif]
Fig. 3.16DC Specifications of a digital circuit






3.2.3 Input DC Specifications
Receiving circuits provide specifications on the range of input voltages (VI) that they will interpret as either a logic HIGH or LOW. These are called the DC input specifications. There are four DC voltage specifications that specify this range: VIH-max, VIH-min, VIL-max, and VIL-min. The VIH-max and VIH-min specifications provide the range of voltages that the receiver will interpret as a logic HIGH (or logic 1 when using positive logic). The VIL-max and VIL-min specifications provide the range of voltages that the receiver will interpret as a logic LOW (or logic 0 when using positive logic). In the subscripts for these specifications, the “I” signifies “input”.
                
                
              

                
                
              

                
                
              

                
                
              

The maximum amount of current that the receiver will draw, or take in, when connected is also specified II). The specification IIH-max is the maximum amount of current that the receiver will draw when it is being driven with a logic HIGH. The specification IIL-max is the maximum amount of current that the receiver will draw when it is being driven with a logic LOW. Again, Fig. 3.16 shows a graphical depiction of these DC specifications. 
                
              

                
                
              

                
                
              

                
                
              


3.2.4 Noise Margins
For digital circuits that are designed to operate with each other, the VOH-max and VIH-max specifications have equal voltages. Similarly, the VOL-min and VIL-min specifications have equal voltages. The VOH-max and VOL-min output specifications represent the best case scenario for digital signaling as the transmitter is sending the largest (or smallest) signal possible. If there is no loss in the interconnect between the transmitter and receiver, the full voltage levels will arrive at the receiver and be interpreted as the correct logic states (HIGH or LOW).
The worst-case scenario for digital signaling is when the transmitter outputs its levels at VOH-min and VOL-max. These levels represent the furthest away from an ideal voltage level that the transmitter can send to the receiver and are susceptible to loss and noise that may occur in the interconnect system. In order to compensate for potential loss or noise, digital circuits have a predefined amount of margin built into their worst-case specifications. Let’s take the worst-case example of a transmitter sending a logic HIGH at the level VOH-min. If the receiver was designed to have VIH-min (i.e., the lowest voltage that would still be interpreted as a logic 1) equal to VOH-min, then if even the smallest amount of the output signal was attenuated as it traveled through the interconnect, it would arrive at the receiver below VIH-min and would not be interpreted as a logic 1. Since there will always be some amount of loss in any interconnect system, the specifications for VIH-min is always less than VOH-min. The difference between these two quantities is called the Noise Margin. More specifically, it is called the Noise Margin HIGH (or NMH) to signify how much margin is built into the Tx/Rx circuit when communicating a logic 1. Similarly, the VIL-max specification is always higher than the VOL-max specification to account for any voltage added to the signal in the interconnect. The difference between these two quantities is called the Noise Margin LOW (or NML) to signify how much margin is built into the Tx/Rx circuit when communicating a logic 0. Noise margins are always specified as positive quantities, thus the order of the subtrahend and minuend in these differences.
                
              

                
              

                
                
              

                
                
              
[image: 
$$ {\mathbf{NM}}_{\mathbf{H}}={\mathbf{V}}_{\mathbf{OH}\hbox{-} \mathbf{min}}{\hbox{--} \mathbf{V}}_{\mathbf{IH}\hbox{-} \mathbf{min}} $$
]



[image: 
$$ {\mathbf{NM}}_{\mathbf{L}}={\mathbf{V}}_{\mathbf{IL}\hbox{-} \mathbf{max}}{\mathbf{\hbox{--}}\mathbf{V}}_{\mathbf{OL}\hbox{-} \mathbf{max}} $$
]




Figure 3.16 includes the graphical depiction of the noise margins. Notice in this figure that there is a region of voltages that the receiver will not interpret as either a HIGH or LOW. This region lies between the VIH-min and VIL-max specifications. This is the uncertainty region and should be avoided. Signals in this region will cause the receiver’s output to go to an unknown voltage. Digital transmitters are designed to transition between the LOW and HIGH states quickly enough so that the receiver does not have time to react to the input being in the uncertainty region.

3.2.5 Power Supplies
All digital circuits require a power supply voltage and a ground. There are some types of digital circuits that may require multiple power supplies. For simplicity, we will focus on digital circuits that only require a single power supply voltage and ground. The power supply voltage is commonly given the abbreviations of either VCC or VDD. The “CC” or “DD” have to do with how the terminals of the transistors inside of the digital circuit are connected (i.e., “collector to collector” or “drain to drain”). Digital circuits will specify the required power supply voltage. Ground is considered an ideal 0v. Digital circuits will also specify the maximum amount of DC current that can flow through the VCC (ICC) and GND (IGND) pins before damaging the part.
                
                  
                
                
                
              

                
                
              

                
                
              

There are two components of power supply current. The first is the current that is required for the functional operation of the device. This is called the quiescent current (Iq). The second component of the power supply current is the output currents (IO). Any current that flows out of a digital circuit must also flow into it. When a transmitting circuit sources current to a load on its output pin, it must bring in that same amount of current on another pin. This is accomplished using the power supply pin (VCC). Conversely, when a transmitting circuit sinks current from a load on its output pin, an equal amount of current must exit the circuit on a different pin. This is accomplished using the GND pin. This means that the amount of current flowing through the VCC and GND pins will vary depending on the logic states that are being driven on the outputs. Since a digital circuit may contain numerous output pins, the maximum amount of current flowing through the VCC and GND pins can scale quickly and care must be taken not to damage the device.
The quiescent current is often specified using the term I

                CC
              . This should not be confused with the specification for the maximum amount of current that can flow through the VCC pin, which is often called ICC-max. It is easy to tell the difference because ICC (or Iq) is much smaller than ICC-max for CMOS parts. ICC (or Iq) is specified in the uA to nA range while the maximum current that can flow through the VCC pin is specified in the mA range. Example 3.1 shows the process of calculating the ICC and IGND currents when sourcing multiple loads.
                
                
              

                
              
[image: A420020_1_En_3_Fig17_HTML.gif]
Example 3.1Calculating ICC and IGND when sourcing multiple loads





Example 3.2 shows the process of calculating the ICC and IGND currents when both sourcing and sinking loads.
                
              
[image: A420020_1_En_3_Fig18_HTML.gif]
Example 3.2Calculating ICC and IGND when both sourcing and sinking loads
                        
                      







3.2.6 Switching Characteristics
Switching characteristics refer to the transient behavior of the logic circuits. The first group of switching specifications characterize the propagation delay of the gate. The propagation delay is the time it takes for the output to respond to a change on the input. The propagation delay is formally defined as the time it takes from the point at which the input has transitioned to 50% of its final value to the point at which the output has transitioned to 50% of its final value. The initial and final voltages for the input are defined to be GND and VCC, while the output initial and final voltages are defined to be VOL and VOH. Specifications are given for the propagation delay when transitioning from a LOW to HIGH (tPLH) and from a HIGH to LOW (tPHL). When these specifications are equal, the values are often given as a single specification of tpd. These specifications are shown graphically in Fig. 3.17.
                
              

                
                  
                  
                
                
                
              

                
                
              
[image: A420020_1_En_3_Fig19_HTML.gif]
Fig. 3.17Switching characteristics of a digital circuit





The second group of switching specifications characterize how quickly the output switches between states. The transition time is defined as the time it takes for the output to transition from 10% to 90% of the output voltage range. The rise time (tr) is the time it takes for this transition when going from a LOW to HIGH, and the fall time (tf) is the time it takes for this transition when going from a HIGH to LOW. When these specifications are equal, the values are often given as a single specification of tt. These specifications are shown graphically in Fig. 3.17.
                
                
              

                
                
              

                
                
              


3.2.7 Data Sheets
The specifications for a particular part are given in its data sheet. The data sheet contains all of the operating characteristics for a part, in addition to functional information such as package geometries and pin assignments. The data sheet is usually the first place a designer will look when selecting a part. Figures 3.18, 3.19, and 3.20 show excerpts from an example data sheet highlighting some of the specifications just covered.[image: A420020_1_En_3_Fig20_HTML.gif]
Fig. 3.18Example data sheet excerpt (1)




[image: A420020_1_En_3_Fig21_HTML.gif]
Fig. 3.19Example data sheet excerpt (2)




[image: A420020_1_En_3_Fig22_HTML.gif]
Fig. 3.20Example data sheet excerpt (3)






              
                
              
            
Concept Check

CC3.2(a) Given the following DC specifications for a driver/receiver pair, in what situation may a logic signal transmitted not be successfully received?[image: 
$$ \begin{array}{ll}\hfill {\mathrm{V}}_{\mathrm{OH}\hbox{-} \max }=+3.4\mathrm{v}\hfill & \hfill {\mathrm{V}}_{\mathrm{IH}\hbox{-} \max }=+3.4\mathrm{v}\hfill \\ {}\hfill {\mathrm{V}}_{\mathrm{OH}\hbox{-} \min }=+2.5\mathrm{v}\hfill & \hfill {\mathrm{V}}_{\mathrm{IH}\hbox{-} \min }=+2.5\mathrm{v}\hfill \\ {}\hfill {\mathrm{V}}_{\mathrm{OL}\hbox{-} \max }=+1.5\mathrm{v}\hfill & \hfill {\mathrm{V}}_{\mathrm{IL}\hbox{-} \max }=+2.0\mathrm{v}\hfill \\ {}\hfill {\mathrm{V}}_{\mathrm{OL}\hbox{-} \min }=0\mathrm{v}\hfill & \hfill {\mathrm{V}}_{\mathrm{IL}\hbox{-} \min }=0\mathrm{v}\hfill \end{array} $$
]



	(A)Driving a HIGH with Vo = +3.4v


 

	(B)Driving a HIGH with Vo = +2.5v


 

	(C)Driving a LOW with Vo = +1.5v


 

	(D)Driving a LOW with Vo = 0v


 






CC3.2(b) For the following driver configuration, which of the following is a valid constraint that could be put in place to prevent a violation of the maximum power supply currents (ICC-max and IGND-max)?[image: A420020_1_En_3_Figb_HTML.gif]




                	(A)Modify the driver transistors so that they can’t provide more than 5 mA on any output.


 

	(B)Apply a cooling system (e.g., a heat sink or fan) to the driver chip.


 

	(C)Design the logic so that no more than half of the outputs are HIGH at any given time.


 

	(D)Drive multiple receivers with the same output pin.


 




              

CC3.2(c) Why is it desirable to have the output of a digital circuit transition quickly between the logic LOW and logic HIGH levels?	(A)So that the outputs are not able to respond as the input transitions through the uncertainty region. This avoids unwanted transitions.


 

	(B)So that all signals look like square waves.


 

	(C)To reduce power by minimizing the time spent switching.


 

	(D)Because the system can only have two states, a LOW and a HIGH.


 








3.3 Logic Families
It is apparent from the prior discussion of operating conditions that digital circuits need to have comparable input and output specifications in order to successfully communicate with each other. If a transmitter outputs a logic HIGH as +3.4v and the receiver needs a logic HIGH to be above +4v to be successfully interpreted as a logic HIGH, then these two circuits will not be able to communicate. In order to address this interoperability issue, digital circuits are grouped into Logic Families. A logic family is a group of parts that all adhere to a common set of specifications so that they work together. The logic family is given a specific name and once the specifications are agreed upon, different manufacturers produce parts that work within the particular family. Within a logic family, parts will all have the same power supply requirements and DC input/output specifications such that if connected directly, they will be able to successfully communicate with each other. The phrase “connected directly” is emphasized because it is very possible to insert an interconnect circuit between two circuits within the same logic family and alter the output voltage enough so that the receiver will not be able to interpret the correct logic level. Analyzing the effect of the interconnect circuit is part of the digital design process. There are many logic families that exist (up to 100 different types!) and more emerge each year as improvements are made to circuit fabrication processes that create smaller, faster and lower power circuits.


3.3.1 Complementary Metal Oxide Semiconductors (CMOS)
The first group of logic families we will discuss is called Complementary Metal Oxide Semiconductors, or CMOS. This is currently the most popular group of logic families for digital circuits implemented on the same integrated circuit (IC). An integrated circuit is where the entire circuit is implemented on a single piece of semiconductor material (or chip). The IC can contain transistors, resistors, capacitors, inductors, wires and insulators. Modern integrated circuits can contain billions of devices and meters of interconnect. The opposite of implementing the circuit on an integrated circuit is to use discrete components. Using discrete components refers to where every device (transistor, resistor, etc.) is its own part and is wired together externally using either a printed circuit board (PCB) or jumper wires as on a breadboard. The line between ICs and discrete parts has blurred in the past decades because modern discrete parts are actually fabricated as an IC and regularly contain multiple devices (e.g., 4 logic gates per chip). Regardless, the term discrete is still used to describe components that only contain a few components where the term IC typically refers to a much larger system that is custom designed.
                
              

                
              

                
              

The term CMOS comes from the use of particular types of transistors to implement the digital circuits. The transistors are created using a Metal Oxide Semiconductor (MOS) structure. These transistors are turned on or off based on an electric field, so they are given the name Metal Oxide Semiconductor Field Effect Transistors, or MOSFETs. There are two transistors that can be built using this approach that operate complementary to each other, thus the term Complementary Metal Oxide Semiconductors. To understand the basic operation of CMOS logic, we begin by treating the MOSFETs as ideal switches. This allows us to understand the basic functionality without diving into the detailed electronic analysis of the transistors.


                
                
              

3.3.1.1 CMOS Operation
In CMOS, there is a single power supply (VCC or VDD) and a single ground (GND). The ground signal is sometimes called VSS. The maximum input and output DC specifications are equal to the power supply (VCC = VOH-max = VIH-max). The minimum input and output DC specification are equal to ground (GND = 0v = VOL-min = VIL-min). In this way, using CMOS simplifies many of the specifications. If you state that you are using “CMOS with a +3.4v power supply”, you are inherently stating that VCC = VOH-max = VIH-max = +3.4v and that VOL-min = VIL-min = 0v. Many times the name of the logic family will be associated with the power supply voltage. For example, a logic family may go by the name “+3.3v CMOS” or “+2.5v CMOS”. These names give a first level description of the logic family operation, but more details about the operation must be looked up in the data sheet.
                  
                

There are two types of transistors used in CMOS. The transistors will be closed or open based on an input logic level. The first transistor is called an N-type MOSFET, or NMOS. This transistor will turn on, or close, when the voltage between the gate and source (VGS) is greater than its threshold voltage. The threshold voltage (VT) is the amount of voltage needed to create a conduction path between the drain and the source terminals. The threshold voltage of an NMOS transistor is typically between 0.2v to 1v and much less than the VCC voltage in the system. The second transistor is called a P-type MOSFET, or PMOS. This transistor turns on, or closes, when the voltage between the gate and the source (VGS) is less than VT, where the VT for a PMOS is a negative value. This means that to turn on a PMOS transistor, the gate terminal needs to be at a lower voltage than the source. The type of transistor (i.e., P-type or N-type) has to do with the type of semiconductor material used to conduct current through the transistor. An NMOS transistor uses negative charge to conduct current (i.e., Negative-Type) while a PMOS uses positive charge (i.e., Positive-Type). Figure 3.21 shows the symbols for the PMOS and NMOS, the fabrication cross-sections, and their switch level equivalents.


                  
                
[image: A420020_1_En_3_Fig23_HTML.gif]
Fig. 3.21CMOS transistors





The basic operation of CMOS is that when driving a logic HIGH the switches are used to connect the output to the power supply (VCC), and when driving a logic LOW the switches are used to connect the output to GND. In CMOS, VCC is considered an ideal logic HIGH and GND is considered an ideal logic LOW. VCC is typically much larger than VT so using these levels can easily turn on and off the transistors. The design of the circuit must never connect the output to VCC and GND at the same time or else the device itself will be damaged due to the current flowing directly from VCC to GND through the transistors. Due to the device physics of the MOSFETS, PMOS transistors are used to form the network that will connect the output to VCC (a.k.a., the pull-up network), and NMOS transistors are used to form the network that will connect the output to GND (a.k.a., the pull-down network). Since PMOS transistors are closed when the input is a 0 (thus providing a logic HIGH on the output) and NMOS transistors are closed when the input is a 1 (thus providing a logic LOW on the output), CMOS implements negative logic gates. This means CMOS can implement inverters, NAND and NOR gates but not buffers, AND and OR gates directly. In order to create a CMOS AND gate, the circuit would implement a NAND gate followed by an inverter and similarly for an OR gate and buffer.
                  
                

                  
                

                  
                


3.3.1.2 CMOS Inverter
Let’s now look at how we can use these transistors to create a CMOS inverter. Consider the transistor arrangement shown in Fig. 3.22.
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Fig. 3.22CMOS inverter schematic





The inputs of both the PMOS and NMOS are connected together. The PMOS is used to connect the output to VCC and the NMOS is used to connect the output to GND. Since the inputs are connected together and the switches operate in a complementary manner, this circuit ensures that both transistors will never be on at the same time. When In = 0, the PMOS switch is closed and the NMOS switch is open. This connects the output directly to VCC, thus providing a logic HIGH on the output. When In = 1, the PMOS switch is open and the NMOS switch is closed. This connects the output directly to GND, thus providing a logic LOW. This configuration yields an inverter. This operation is shown graphically in Fig. 3.23.[image: A420020_1_En_3_Fig25_HTML.gif]
Fig. 3.23CMOS inverter operation






3.3.1.3 CMOS NAND Gate
Let’s now look at how we use a similar arrangement of transistors to implement a 2-input NAND gate. Consider the transistor configuration shown in Fig. 3.24. 
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Fig. 3.24CMOS 2-input NAND gate schematic





The pull-down network consists of two NMOS transistors in series (M1 and M2) and the pull-up network consists of two PMOS transistors in parallel (M3 and M4). Let’s go through each of the input conditions and examine which transistors are on and which are off and how they impact the output. The first input condition is when A = 0 and B = 0. This condition turns on both M3 and M4 creating two parallel paths between the output and VCC. At the same time, it turns off both M1 and M2 preventing a path between the output and GND. This input condition results in an output that is connected to VCC resulting in a logic HIGH. The second input condition is when A = 0 and B = 1. This condition turns on M3 in the pull-up network and M2 in the pull-down network. This condition also turns off M4 in the pull-up network and M1 in the pull-down network. Since the pull-up network is a parallel combination of PMOS transistors, there is still a path between the output and VCC through M3. Since the pull-down network is a series combination of NMOS transistors, both M1 and M2 must be on in order to connect the output to GND. This input condition results in an output that is connected to VCC resulting in a logic HIGH. The third input condition is when A = 1 and B = 0. This condition again provides a path between the output and VCC through M4 and prevents a path between the output and ground by having M2 open. This input condition results in an output that is connected to VCC resulting in a logic HIGH. The final input condition is when A = 1 and B = 1. In this input condition, both of the PMOS transistors in the pull-up network (M3 and M4) are off preventing the output from being connected to VCC. At the same time, this input turns on both M1 and M2 in the pull-down network connecting the output to GND. This input condition results in an output that is connected to GND resulting in a logic LOW. Based on the resulting output values corresponding to the four input codes, this circuit yields the logic operation of a 2-Input NAND gate. This operation is shown graphically in Fig. 3.25.[image: A420020_1_En_3_Fig27_HTML.gif]
Fig. 3.25CMOS 2-input NAND gate operation





Creating a CMOS NAND gate with more than 2 inputs is accomplished by adding additional PMOS transistors to the pull-up network in parallel and additional NMOS transistors to the pull-down network in series. Figure 3.26 shows the schematic for a 3-Input NAND gate. This procedure is followed for creating NAND gates with larger numbers of inputs.[image: A420020_1_En_3_Fig28_HTML.gif]
Fig. 3.26CMOS 3-input NAND gate schematic





If the CMOS transistors were ideal switches, the approach of increasing the number of inputs could be continued indefinitely. In reality, the transistors are not ideal switches and there is a limit on how many transistors can be added in series and continue to operate. The limitation has to do with ensuring that each transistor has enough voltage to properly turn on or off. This is a factor in the series network because the drain terminals of the NMOS transistors are not all connected to GND. If a voltage develops across one of the lower transistors (e.g., M3), then it takes more voltage on the input to turn on the next transistor up (e.g., M2). If too many transistors are added in series, then the uppermost transistor in the series may not be able to be turned on or off by the input signals. The number of inputs that a logic gate can have within a particular logic family is called its fan-in specification. When a logic circuit requires a number of inputs that exceeds the fan-in specification for a particular logic family, then additional logic gates must be used. For example, if a circuit requires a 5-input NAND gate but the logic family has a fan-in specification of 4, this means that the largest NAND gate available only has 4-inputs. The 5-input NAND operation must be accomplished using additional circuit design techniques that use gates with 4 or less inputs. These design techniques will be covered in Chap. 4.

3.3.1.4 CMOS NOR Gate
A CMOS NOR gate is created using a similar topology as a NAND gate with the exception that the pull-up network consists of PMOS transistors in series and the pull-down network that consists of NMOS transistors in parallel. Consider the transistor configuration shown in Fig. 3.27. 
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Fig. 3.27CMOS 2-input NOR gate schematic





The series configuration of the pull-up network will only connect the output to VCC when both inputs are 0. Conversely, the pull-down network prevents connecting the output to GND when both inputs are 0. When either or both of the inputs are true, the pull-up network is off and the pull-down network is on. This yields the logic function for a NOR gate. This operation is shown graphically in Fig. 3.28. As with the NAND gate, the number of inputs can be increased by adding more PMOS transistors in series in the pull-up network and more NMOS transistors in parallel in the pull-down network.[image: A420020_1_En_3_Fig30_HTML.gif]
Fig. 3.28CMOS 2-input NOR gate operation





The schematic for a 3-input NOR gate is given in Fig. 3.29. This approach can be used to increase the number of inputs up until the fan-in specification of the logic family is reached.[image: A420020_1_En_3_Fig31_HTML.gif]
Fig. 3.29CMOS 3-input NOR gate schematic







3.3.2 Transistor-Transistor Logic (TTL)
One of the first logic families that emerged after the invention of the integrated circuit was Transistor-Transistor Logic (TTL). This logic family uses bipolar junction transistor (BJT) as its fundamental switching item. This logic family defined a set of discrete parts that contained all of the basic gates in addition to more complex building blocks. TTL was used to build the first computer systems in the 1960s. TTL is not widely used today other than for specific applications because it consumes more power than CMOS and cannot achieve the density required for today’s computer systems. TTL is discussed because it was the original logic family based on integrated circuits so it provides a historical perspective of digital logic. Furthermore, the discrete logic pin-outs and part-numbering schemes are still used today for discrete CMOS parts.


                
              

3.3.2.1 TTL Operation
TTL logic uses BJT transistors and resistors to accomplish the logic operations. The operation of a BJT transistor is more complicated than a MOSFET; however, it performs essentially the same switch operation when used in a digital logic circuit. An input is used to turn the transistor on, which in turn allows current to flow between two other terminals. Figure 3.30 shows the symbol for the two types of BJT transistors. The PNP transistor is analogous to a PMOS and the NPN is analogous to an NMOS. Current will flow between the Emitter and Collector terminals when there is a sufficient voltage on the Base terminal. The amount of current that flows between the Emitter and Collector is related to the current flowing into the Base. The primary difference in operation between BJTs and MOSFETs is that BJTs require proper voltage biasing in order to turn on and also draws current through the BASE in order to stay on. The detailed operation of BJTs is beyond the scope of this text, so an overly simplified model of TTL logic gates is given.
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Fig. 3.30PNP and NPN transistors





Figure 3.31 shows a simplified model of how TTL logic operates using BJTs and resistors. This simplified model does not show all of the transistors that are used in modern TTL circuits but instead is intended to provide a high-level overview of the operation. This gate is an inverter that is created with an NPN transistor and a resistor. When the input is a logic HIGH, the NPN transistor turns on and conducts current between its collector and emitter terminals. This in effect closes the switch and connects the output to GND providing a logic LOW. During this state, current will also flow through the resistor to GND through Q1 thus consuming more power than the equivalent gate in CMOS. When the input is a logic LOW, the NPN transistor turns off and no current flows between its collector and emitter. This, in effect, is an open circuit leaving only the resistor connected to the output. The resistor pulls the output up to VCC providing a logic HIGH on the output. One drawback of this state is that there will be a voltage drop across the resistor so the output is not pulled fully to VCC.[image: A420020_1_En_3_Fig33_HTML.gif]
Fig. 3.31TTL inverter







3.3.3 The 7400 Series Logic Families
The 7400 series of TTL circuits became popular in the 1960s and 1970s. This family was based on TTL and contained hundreds of different digital circuits. The original circuits came in either plastic or ceramic Dual-In-Line packages (DIP). The 7400 TTL logic family was powered off of a + 5v supply. As mentioned before, this logic family set the pin-outs and part-numbering schemes for modern logic families. There were many derivatives of the original TTL logic family that made modifications to improve speed, reliability, decrease power and reduce power supplies. Today’s CMOS logic families within the 7400 series still use the same pin-outs and numbering schemes as the original TTL family. It is useful to understand the history of this series because these parts are often used in introductory laboratory exercises to learn how to interface digital logic circuits.
                
              

3.3.3.1 Part Numbering Scheme
The part numbering scheme for the 7400 series and its derivatives contains five different fields: (1) manufacturer, (2) temperature range, (3) logic family, (4) logic function and (5) package type. The breakdown of these fields is shown in Fig. 3.32.
                  
                
[image: A420020_1_En_3_Fig34_HTML.gif]
Fig. 3.327400 series part numbering scheme






3.3.3.2 DC Operating Conditions
Table 3.2 gives the DC operating conditions for a few of the logic families within the 7400 series. Notice that the CMOS families consume much less power than the TTL families. Also notice that the TTL output currents are asymmetrical. The differences between the IOH and IOL within the TTL families has to do with the nature of the bipolar transistors and the resistors used to create the pull-up networks within the devices. CMOS has symmetrical drive currents due to using complementary transistors for the pull-up (PMOS) and pull-down networks (NMOS).
                  
                
Table 3.2DC operating conditions for a sample of 7400 series logic families


[image: A420020_1_En_3_Tab2_HTML.gif]




3.3.3.3 Pin-out Information for the DIP Packages
Figure 3.33 shows the pin-out assignments for a subset of the basic gates from the 74HC logic family in the Dual-In-Line package form factor. Most of the basic gates within the 7400 series follow these assignments. Notice that each of these basic gates comes in a 14-pin DIP package, each with a single VCC and single GND pin. It is up to the designer to ensure that the maximum current flowing through the VCC and GND pins does not exceed the maximum specification. This is particularly important for parts that contain numerous gates. For example, the 74HC00 part contains four, 2-Input NAND gates. If each of the NAND gates was driving a logic HIGH at its maximum allowable output current (i.e., 25 mA from Fig. 3.19), then a total of 4∙25 mA + Iq = ~100 mA would be flowing through its VCC pin. Since the VCC pin can only tolerate a maximum of 50 mA of current (from Fig. 3.19), the part would be damaged since the output current of ~100 mA would also flow through the VCC pin. The pin-outs in Fig. 3.33 are useful when first learning to design logic circuits because the DIP packages plug directly into a standard breadboard.
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Fig. 3.33Pin-outs for a subset of basic gates from the 74HC logic family in DIP packages





Concept Check

CC3.3 Why doesn’t the following CMOS transistor configuration yield a buffer?[image: A420020_1_En_3_Figc_HTML.gif]




                  	(A)In order to turn on the NMOS transistor, VGS needs to be greater than zero. In the given configuration, the gate terminal of the NMOS (G) needs to be driven above the source terminal (S). If the source terminal was at +3.4v, then the input (In) would never be able to provide a positive enough voltage to ensure the NMOS is on because “In” doesn’t go above +3.4v.


 

	(B)There is no way to turn on both transistors in this configuration.


 

	(C)The power consumption will damage the device because both transistors will potentially be on.


 

	(D)The sources of the two devices can’t be connected together without causing a short in the device.


 




                




3.4 Driving Loads
At this point we’ve discussed in depth how proper care must be taken to ensure that not only do the output voltages of the driving gate meet the input specifications of the receiver in order to successfully transmit 1’s and 0’s, but that the output current of the driver does not exceed the maximum specifications so that the part is not damaged. The output voltage and current for a digital circuit depends greatly on the load that is being driven. The following sections discuss the impact of driving some of the most common digital loads.
              
            

3.4.1 Driving Other Gates
Within a logic family, all digital circuits are designed to operate with one another. If there is minimal loss or noise in the interconnect system, then 1’s and 0’s will be successfully transmitted and no current specifications will be exceeded. Consider the example in Example 3.3 for an inverter driving another inverter from the same logic family.[image: A420020_1_En_3_Fig36_HTML.gif]
Example 3.3Determining if specifications are violated when driving another gate as a load





From this example, it is clear that there are no issues when a gate is driving another gate from the same family. This is as expected because that is the point of a logic family. In fact, gates are designed to drive multiple gates from within their own family. Based solely on the DC specifications for input and output current, it could be assumed that the number of other gates that can be driven is simply IO-max/II-max. For the example in Example 3.3, this would result in a 74HC gate being able to drive 25,000 other gates (i.e., 25 mA/1 uA = 25,000). In reality, the maximum number of gates that can be driven is dictated by the switching characteristics. This limit is called the fan-out specification. The fan-out specification states the maximum number of other gates from within the same family that can be driven. As discussed earlier, the output signal needs to transition quickly through the uncertainty region so that the receiver does not have time to react and go to an unknown state. As more and more gates are driven, this transition time is slowed down. The fan-out specification provides a limit to the maximum number of gates from the same family that can be driven while still ensuring that the output signal transitions between states fast enough to avoid the receivers from going to an unknown state. Example 3.4 shows the process of determining the maximum output current that a driver will need to provide when driving the maximum number of gates allowed by the fan-out specification.[image: A420020_1_En_3_Fig37_HTML.gif]
Example 3.4Determining the output current when driving multiple gates as the load






3.4.2 Driving Resistive Loads
There are many situations where a resistor is the load in a digital circuit. A resistive load can be an actual resistor that is present for some other purpose such as a pull-up, pull-down, or for impedance matching. More complex loads such as buzzers, relays or other electronics can also be modeled as a resistor. When a resistor is the load in a digital circuit, care must be taken to avoid violating the output current specifications of the driver. The electrical circuit analysis technique that is used to evaluate how a resistive load impacts a digital circuit is Ohm’s Law. Ohm’s Law is a very simple relationship between the current and voltage in a resistor. Figure 3.34 gives a primer on Ohm’s Law. For use in digital circuits, there are only a select few cases that this technique will be applied to, so no prior experience with Ohm’s Law is required at this point.
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Fig. 3.34A primer on Ohm’s law





Let’s see how we can use Ohm’s Law to analyze the impact of a resistive load in a digital circuit. Consider the circuit configuration in Example 3.5 and how we can use Ohm’s Law to determine the output current of the driver. The load in this case is a resistor connected between the output of the driver and the power supply (+5v). When driving a logic HIGH, the output level will be approximately equal to the power supply (i.e., +5v). Since in this situation both terminals of the resistor are at +5v, there is no voltage difference present. That means when plugging into Ohm’s Law, the voltage component is 0v, which gives 0 amps of current. In the case where the driver is outputting a logic LOW, the output will be approximately GND. In this case, there is a voltage drop of +5v across the resistor (5v-0v). Plugging this into Ohm’s Law yields a current of 50 mA flowing through the resistor. This can become problematic because the current flows through the resistor and then into the output of the driver. For the 74HC logic family, this would exceed the IO max specification of 25 mA and damage the part. Additionally, as more current is drawn through the output, the output voltage becomes less and less ideal. In this example, the first order analysis uses VO = GND. In reality, as the output current increases, the output voltage will move further away from its ideal value and may eventually reach a value within the uncertainty region.[image: A420020_1_En_3_Fig39_HTML.gif]
Example 3.5Determining the output current when driving a pull-up resistor as the load





A similar process can be used to determine the output current when driving a resistive load between the output and GND. This process is shown in Example 3.6.[image: A420020_1_En_3_Fig40_HTML.gif]
Example 3.6Determining the output current when driving a pull-down resistor as the load






3.4.3 Driving LEDs
A light emitting diode (LED) is a very common type of load that is driven using a digital circuit. The behavior of diodes is typically covered in an analog electronics class. Since it is assumed that the reader has not been exposed to the operation of diodes, the behavior of the LED will be described using a highly simplified model. A diode has two terminals, the anode and cathode. Current that flows from the anode to the cathode is called the forward current. A voltage that is developed across a diode from its anode to cathode is called the forward voltage. A diode has a unique characteristic that when a forward voltage is supplied across its terminal, it will only increase up to a certain point. The amount is specified as the LED’s forward voltage (vf) and is typically between 1.5v and 2v in modern LEDs. When a power supply circuit is connected to the LED, no current will flow until this forward voltage has been reached. Once it has been reached, current will begin to flow and the LED will prevent any further voltage from developing across it. Once current flows, the LED will begin emitting light. The more current that flows, the more light that will be emitted up until the point that the maximum allowable current through the LED is reached and then the device will be damaged. When using an LED, there are two specifications of interest: the forward voltage and the recommended forward current. The symbols for a diode and an LED are given in Fig. 3.35.
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Fig. 3.35Symbols for a diode and a light emitting diode





When designing an LED driver circuit, a voltage must be supplied in order to develop the forward voltage across the LED so that current will flow. A resistor is included in series with the LED for two reasons. The first reason is to provide a place for any additional voltage provided by the driver to develop in the situation that Vo > Vf, which is most often the case. The second reason for the resistor is to set the output current. Since the voltage across the resistor will be a fixed amount (i.e., Vo-Vf), then the value of the resistor can be chosen to set the current. This current is typically set to an optimum value that turns on the LED to a desired luminosity while also ensuring that the maximum output current of the driver is not violated. Consider the LED driver configuration shown in Example 3.7 where the LED will be turned on when the driver outputs a HIGH.
                
                
              
[image: A420020_1_En_3_Fig42_HTML.gif]
Example 3.7Determining the output current when driving an LED where HIGH = ON





Example 3.8 shows another example of driving an LED, but this time using a different configuration where the LED will be on when the driver outputs a logic LOW.[image: A420020_1_En_3_Fig43_HTML.gif]
Example 3.8Determining the Output Current When Driving an LED where HIGH = OFF





Concept Check

CC3.4 A fan-out specification is typically around 6–12. If a logic family has a maximum output current specification of IO-max = 25 mA and a maximum input current specification of only II-max = 1 uA, a driver could conceivably source up to 25,000 gates (IO-max/II-max = 25 mA/1 uA = 25,000) without violating its maximum output current specification. Why isn’t the fan-out specification then closer to 25,000?	(A)The fan-out specification has significant margin built into it in order to protect the driver.


 

	(B)Connecting 25,000 loads to the driver would cause significant wiring congestion and would be impractical.


 

	(C)The fan-out specification is in place to reduce power, so keeping it small is desirable.


 

	(D)The fan-out specification is in place for AC behavior. It ensures that the AC loading on the driver doesn’t slow down its output rise and fall times. If too many loads are connected, the output transition will be too slow and it will reside in the uncertainty region for too long leading to unwanted switching on the receivers.


 






Summary

                	The operation of a logic circuit can be described using either a logic symbol, a truth table, a logic expression, or a logic waveform.

	Logic gates represent the most basic operations that can be performed on binary numbers. They are BUF, INV, AND, NAND, OR, NOR, XOR, and XNOR.

	XOR gates that have a number of inputs greater than two are created using a cascade of 2-input XOR gates. This implementation has more practical applications such as arithmetic and error detection codes.

	The logic level describes whether the electrical signal representing one of two states is above or below a switching threshold region. The two possible values that a logic level can be are HIGH or LOW.

	The logic value describes how the logic levels are mapped into the two binary codes 0 and 1. In positive logic a HIGH = 1 and a LOW = 0. In negative logic a HIGH = 0 and a LOW = 1.

	Logic circuits have DC specifications that describe how input voltage levels are interpreted as either HIGHs or LOWs (VIH-max, VIH-min, VIL-max, and VIL-min). Specifications are also given on what output voltages will be produced when driving a HIGH or LOW (VOH-max, VOH-min, VOL-max, and VOL-min).

	In order to successfully transmit digital information, the output voltages of the driver that represent a HIGH and LOW must arrive at the receiver within the voltage ranges that are interpreted as a HIGH and LOW. If the voltage arrives at the receiver outside of these specified input ranges, the receiver will not know whether a HIGH or LOW is being transmitted.

	Logic circuits also specify maximum current levels on the power supplies (IVCC, Ignd), inputs (II-max), and outputs (IO-max) that may not be exceeded. If these levels are exceeded, the circuit may not operate properly or be damaged.

	The current exiting a logic circuit is equal to the current entering.

	When a logic circuit sources current to a load, an equivalent current is drawn into the circuit through its power supply pin.

	When a logic circuit sinks current from a load, an equivalent current flows out of the circuit through its ground pin.

	The type of load that is connected to the output of a logic circuit dictates how much current will be drawn from the driver.

	The quiescent current (Iq or Icc) is the current that the circuit always draws independent of the input/output currents.

	Logic circuits have AC specifications that describe the delay from the input to the output (tPLH, tPHL) and also how fast the outputs transition between the HIGH and LOW levels (tr, tf).

	A logic family is a set of logic circuits that are designed to operate with each other.

	The fan-in of a logic family describes the maximum number of inputs that a gate may have.

	The fan-out of a logic family describes the maximum number of other gates from within the same family that can be driven simultaneously by one gate.

	Complementary Metal Oxide Semiconductor (CMOS) logic is the most popular family series in use today. CMOS logic use two transistors (NMOS and PMOS) that act as complementary switches. CMOS transistors draw very low quiescent current and can be fabricated with extremely small feature sizes.

	In CMOS, only inverters, NAND gates, and NOR gates can be created directly. If it is desired to create a buffer, AND gate, or OR gate, an inverter is placed on the output of the original inverter, NAND, or NOR gate.




              

Exercise Problems

                Section 3.1: Basic Gates
                	3.1.1Give the truth table for a 3-input AND gate with the input variables A, B, C and output F.


 

	3.1.2Give the truth table for a 3-input OR gate with the input variables A, B, C and output F.


 

	3.1.3Give the truth table for a 3-input XNOR gate with the input variables A, B, C and output F.


 

	3.1.4Give the logic expression for a 3-input AND gate with the input variables A, B, C and output F.


 

	3.1.5Give the logic expression for a 3-input OR gate with the input variables A, B, C and output F.


 

	3.1.6Give the logic expression for a 3-input XNOR gate with the input variables A, B, C and output F.


 

	3.1.7Give the logic waveform for a 3-input AND gate with the input variables A, B, C and output F.


 

	3.1.8Give the logic waveform for a 3-input OR gate with the input variables A, B, C and output F.


 

	3.1.9Give the logic waveform for a 3-input XNOR gate with the input variables A, B, C and output F.


 




              

                Section 3.2: Digital Circuit Operation
                	3.2.1Using the DC operating conditions from Table 3.2, give the noise margin HIGH (NMH) for the 74LS logic family.


 

	3.2.2Using the DC operating conditions from Table 3.2, give the noise margin LOW (NML) for the 74LS logic family.


 

	3.2.3Using the DC operating conditions from Table 3.2, give the noise margin HIGH (NMH) for the 74HC logic family with VCC = +5v.


 

	3.2.4Using the DC operating conditions from Table 3.2, give the noise margin LOW (NML) for the 74HC logic family with VCC = +5v.


 

	3.2.5Using the DC operating conditions from Table 3.2, give the noise margin HIGH (NMH) for the 74HC logic family with VCC = +3.4v.


 

	3.2.6Using the DC operating conditions from Table 3.2, give the noise margin LOW (NML) for the 74HC logic family with VCC = +3.4v.


 

	3.2.7For the driver configuration in Fig. 3.36, give the current flowing through the V

                          CC
                         pin.[image: A420020_1_En_3_Fig44_HTML.gif]
Fig. 3.36Driver configuration 1







 

	3.2.8For the driver configuration in Fig. 3.36, give the current flowing through the GND pin.


 

	3.2.9For the driver configuration in Fig. 3.37, give the current flowing through the V

                          CC
                         pin.[image: A420020_1_En_3_Fig45_HTML.gif]
Fig. 3.37Driver configuration 2







 

	3.2.10For the driver configuration in Fig. 3.37, give the current flowing through the GND pin.


 

	3.2.11Using the data sheet excerpt from Fig. 3.20, give the maximum propagation delay (tpd) for the 74HC04 inverter when powered with VCC = +2v.


 

	3.2.12Using the data sheet excerpt from Fig. 3.20, give the maximum propagation delay from low to high (tPLH) for the 74HC04 inverter when powered with VCC = +2v.


 

	3.2.13Using the data sheet excerpt from Fig. 3.20, give the maximum propagation delay from high to low (tPHL) for the 74HC04 inverter when powered with VCC = +2v.


 

	3.2.14
Using the data sheet excerpt from Fig. 3.20, give the maximum transition time (tt) for the 74HC04 inverter when powered with VCC = +2v.


 

	3.2.15Using the data sheet excerpt from Fig. 3.20, give the maximum rise time (tr) for the 74HC04 inverter when powered with VCC = +2v.


 

	3.2.16Using the data sheet excerpt from Fig. 3.20, give the maximum fall time (tf) for the 74HC04 inverter when powered with VCC = +2v.


 




              

                Section 3.3: Logic Families
                	3.3.1Provide the transistor-level schematic for a 4-Input NAND gate.


 

	3.3.2Provide the transistor-level schematic for a 4-Input NOR gate.


 

	3.3.3Provide the transistor-level schematic for a 2-Input AND gate.


 

	3.3.4Provide the transistor-level schematic for a 2-Input OR gate.


 

	3.3.5Provide the transistor-level schematic for a buffer.


 




              

                Section 3.4: Driving Loads
                	3.4.1In the driver configuration shown in Fig. 3.38, the buffer is driving its maximum fan-out specification of 6. The maximum input current for this logic family is II = 1 nA. What is the maximum output current (IO) that the driver will need to source?[image: A420020_1_En_3_Fig46_HTML.gif]
Fig. 3.38Driver configuration 3







 

	3.4.2For the pull-down driver configuration shown in Fig. 3.39, calculate the value of the pull-down resistor (R) in order to ensure that the output current does not exceed 20 mA.[image: A420020_1_En_3_Fig47_HTML.gif]
Fig. 3.39Driver configuration 4







 

	3.4.3For the pull-up driver configuration shown in Fig. 3.40, calculate the value of the pull-up resistor (R) in order to ensure that the output current does not exceed 20 mA.[image: A420020_1_En_3_Fig48_HTML.gif]
Fig. 3.40Driver configuration 5







 

	3.4.4For the LED driver configuration shown in Fig. 3.41 where an output of HIGH on the driver will turn on the LED, calculate the value of the resistor (R) in order to set the LED forward current to 5 mA. The LED has a forward voltage of 1.9v.[image: A420020_1_En_3_Fig49_HTML.gif]
Fig. 3.41Driver configuration 6







 

	3.4.5For the LED driver configuration shown in Fig. 3.42 where an output of LOW on the driver will turn on the LED, calculate the value of the resistor (R) in order to set the LED forward current to 5 mA. The LED has a forward voltage of 1.9v.[image: A420020_1_En_3_Fig50_HTML.gif]
Fig. 3.42Driver configuration 7
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In this chapter we cover the techniques to synthesize, analyze, and manipulate logic functions. The purpose of these techniques is to ultimately create a logic circuit using the basic gates described in Chap. 3 from a truth table or word description. This process is called combinational logic design. Combinational logic refers to circuits where the output depends on the present value of the inputs. This simple definition implies that there is no storage capability in the circuitry and a change on the input immediately impacts the output. To begin, we first define the rules of Boolean algebra, which provide the framework for the legal operations and manipulations that can be taken on a two-valued number system (i.e., a binary system). We then explore a variety of logic design and manipulation techniques. These techniques allow us to directly create a logic circuit from a truth table and then to manipulate it to either reduce the number of gates necessary in the circuit or to convert the logic circuit into equivalent forms using alternate gates. The goal of this chapter is to provide an understanding of the basic principles of combinational logic design.
Learning Outcomes—After completing this chapter, you will be able to:

            	4.1Describe the fundamental principles and theorems of Boolean algebra and how to use them to manipulate logic expressions.


 

	4.2Analyze a combinational logic circuit to determine its logic expression, truth table, and timing information.


 

	4.3Synthesis a logic circuit in canonical form (Sum of Products or Product of Sums) from a functional description including a truth table, minterm list, or maxterm list.


 

	4.4Synthesize a logic circuit in minimized form (Sum of Products or Product of Sums) through algebraic manipulation or with a Karnaugh map.


 

	4.5Describe the causes of timing hazards in digital logic circuits and the approaches to mitigate them.


 




          

4.1 Boolean Algebra
The term Algebra refers to the rules of a number system. In Chap. 2 we discussed the number of symbols and relative values of some of the common number systems. Algebra defines the operations that are legal to perform on that system. Once we have defined the rules for a system, we can then use the system for more powerful mathematics such as solving for unknowns and manipulating into equivalent forms. The ability to manipulate into equivalent forms allows us to minimize the number of logic operations necessary and also put into a form that can be directly synthesized using modern logic circuits.
              
            

In 1854, English mathematician George Boole presented an abstract algebraic framework for a system that contained only two states, true and false. This framework essentially launched the field of computer science even before the existence of the modern integrated circuits that are used to implement digital logic today. In 1930, American mathematician Claude Shannon applied Boole’s algebraic framework to his work on switching circuits at Bell Labs, thus launching the field of digital circuit design and information theory. Boole’s original framework is still used extensively in modern digital circuit design and thus bears the name Boolean algebra. Today, the term Boolean algebra is often used to describe not only George Boole’s original work, but all of those that contributed to the field after him.
4.1.1 Operations
In Boolean algebra there are two valid states (true and false) and three core operations. The operations are conjunction (∧, equivalent to the AND operation), disjunction (∨, equivalent to the OR operation), and negation (¬, equivalent to the NOT operation). From these three operations, more sophisticated operations can be created including other logic functions (i.e., BUF, NAND, NOR, XOR, XNOR, etc.) and arithmetic. Engineers primarily use the terms AND, OR and NOT instead of conjunction, disjunction and negation. Similarly, engineers primarily use the symbols for these operators described in Chap. 3 (e.g., ∙, + and ‘) instead of ∧, ∨, and ¬.
                
              

                
              

                
              


4.1.2 Axioms
An axiom is a statement of truth about a system that is accepted by the user. Axioms are very simple statements about a system, but need to be established before more complicated theorems can be proposed. Axioms are so basic that they do not need to be proved in order to be accepted. Axioms can be thought of as the basic laws of the algebraic framework. The terms axiom and postulate are synonymous and used interchangeably. In Boolean algebra there are five main axioms. These axioms will appear redundant with the description of basic gates from Chap. 3, but must be defined in this algebraic context so that more powerful theorems can be proposed.
                
              

                
              

4.1.2.1 Axiom #1 – Logical Values
This axiom states that in Boolean algebra, a variable A can only take on one of two values, 0 or 1. If the variable A is not 0, then it must be a 1, and conversely, if it is not a 1, then it must be a 0.
                  
                  
                
	
Axiom #1 – Boolean Values: A = 0 if A ≠ 1, conversely A = 1 if A ≠ 0.






4.1.2.2 Axiom #2 – Definition of Logical Negation
This axiom defines logical negation. Negation is also called the NOT operation or taking the complement. The negation operation is denoted using either a prime (‘), an inversion bar or the negation symbol (¬). If the complement is taken on a 0, it becomes a 1. If the complement is taken on a 1, it becomes a 0.
                  
                  
                
	
Axiom #2 – Definition of Logical Negation: if A = 0 then A′ = 1, conversely, if A = 1 then A′ = 0.






4.1.2.3 Axiom #3 – Definition of a Logical Product
This axiom defines a logical product or multiplication. Logical multiplication is denoted using either a dot (∙), an ampersand (&) or the conjunction symbol (∧). The result of logical multiplication is true when both inputs are true and false otherwise.
                  
                  
                
	
                      Axiom #3 – Definition of a Logical Product:
                      A∙B = 1 if A = B = 1 and A∙B = 0 otherwise.
                    






4.1.2.4 Axiom #4 – Definition of a Logical Sum
This axiom defines a logical sum or addition. Logical addition is denoted using either a plus sign (+) or the disjunction symbol (∨). The result of logical addition is true when any of the inputs are true and false otherwise.
                  
                  
                
	
                      Axiom #4 – Definition of a Logical Sum:
                      A + B = 1 if A = 1 or B = 1 and A + B = 0 otherwise.
                    






4.1.2.5 Axiom #5 – Logical Precedence
This axiom defines the order of precedence for the three operators. Unless the precedence is explicitly stated using parentheses, negation takes precedence over a logical product and a logical product takes precedence over a logical sum.
                  
                  
                
	
                      Axiom #5 – Definition of Logical Precedence:
                      NOT precedes AND, AND precedes OR.
                    





To illustrate Axiom #5, consider the logic function F = A′∙B + C. In this function, the first operation that would take place is the NOT operation on A. This would be followed by the AND operation of A′ with B. Finally, the result would be OR’d with C. The precedence of any function can also be explicitly stated using parentheses such as F = (((A′) ∙ B) + C).


4.1.3 Theorems
A theorem is a more sophisticated truth about a system that is not intuitively obvious. Theorems are proposed and then must be proved. Once proved, they can be accepted as a truth about the system going forward. Proving a theorem in Boolean algebra is much simpler than in our traditional decimal system due to the fact that variables can only take on one of two values, true or false. Since the number of input possibilities is bounded, Boolean algebra theorems can be proved by simply testing the theorem using every possible input code. This is called proof by exhaustion. The following theorems are used widely in the manipulation of logic expressions and reduction of terms within an expression.
                
              

                
              

4.1.3.1 DeMorgan’s Theorem of Duality
Augustus DeMorgan was a British mathematician and logician who lived during the time of George Boole. DeMorgan is best known for his contribution to the field of logic through the creation of what have been later called the DeMorgan’s Theorems (often called DeMorgan’s Laws). There are two major theorems that DeMorgan proposed that expanded Boolean algebra. The first theorem is named duality. Duality states that an algebraic equality will remain true if all 0’s and 1’s are interchanged and all AND and OR operations are interchanged. The new expression is called the dual of the original expression. Example 4.1 shows the process of proving duality using proof by exhaustion.
                  
                    
                  
                  
                
[image: A420020_1_En_4_Fig1_HTML.gif]
Example 4.1Proving DeMorgan’s theorem of duality using proof by exhaustion





Duality is important for two reasons. First, it doubles the impact of a theorem. If a theorem is proved to be true, then the dual of that theorem is also proved to be true. This, in essence, gives twice the theorem with the same amount of proving. Boolean algebra theorems are almost always given in pairs, the original and the dual. That is why duality is covered as the first theorem.
The second reason that duality is important is because it can be used to convert between positive and negative logic. Until now, we have used positive logic for all of our examples (i.e., a logic HIGH = true =1 and a logic LOW = false =0). As mentioned earlier, this convention is arbitrary and we could have easily chosen a HIGH to be false and a LOW to be true (i.e., negative logic). Duality allows us to take a logic expression that has been created using positive logic (F) and then convert it into an equivalent expression that is valid for negative logic (FD). Example 4.2 shows the process for how this works.
                  
                
[image: A420020_1_En_4_Fig2_HTML.gif]
Example 4.2Converting between positive and negative logic using duality





One consideration when using duality is that the order of precedence follows the original function. This means that in the original function, the axiom for precedence states the order as NOT-AND-OR; however, this is not necessarily the correct precedence order in the dual. For example, if the original function was F = A·B + C, the AND operation of A and B would take place first, and then the result would be OR’d with C. The dual of this expression is FD = A + B·C. If the expression for FD was evaluated using traditional Boolean precedence, it would show that FD does NOT give the correct result per the definition of a dual function (i.e., converting a function from positive to negative logic). The order of precedence for FD must correlate to the precedence in the original function. Since in the original function A and B were operated on first, they must also be operated on first in the dual. In order to easily manage this issue, parentheses can be used to track the order of operations from the original function to the dual. If we put parentheses in the original function to explicitly state the precedence of the operations, it would take the form F = (A·B) + C. These parentheses can be mapped directly to the dual yielding FD = (A + B)·C. This order of precedence in the dual is now correct.
Now that we have covered the duality operation, its usefulness and its pitfalls, we can formally define this theorem as:

DeMorgan’s Duality: An algebraic equality will remain true if all 0’s and 1’s are interchanged and all AND and OR operations are interchanged. Furthermore, taking the dual of a positive logic function will produce the equivalent function using negative logic if the original order of precedence is maintained.

4.1.3.2 Identity
An identity operation is one that when performed on a variable will yield itself regardless of the variable’s value. The following is the formal definition of identity theorem. Figure 4.1 shows the gate level depiction of this theorem.
                  
                
[image: A420020_1_En_4_Fig3_HTML.gif]
Fig. 4.1Gate level depiction of the identity theorem






Identity: OR’ing any variable with a logic 0 will yield the original variable. The dual: AND’ing any variable with a logic 1 will yield the original variable.
The identity theorem is useful for reducing circuitry when it is discovered that a particular input will never change values. When this is the case, the static input variable can simply be removed from the logic expression making the entire circuit a simple wire from the remaining input variable to the output.

4.1.3.3 Null Element
A null element operation is one that, when performed on a constant value, will yield that same constant value regardless of the values of any variables within the same operation. The following is the formal definition of null element. Figure 4.2 shows the gate level depiction of this theorem.
                  
                
[image: A420020_1_En_4_Fig4_HTML.gif]
Fig. 4.2Gate level depiction of the null element theorem






Null Element: OR’ing any variable with a logic 1 will yield a logic 1 regardless of the value of the input variable. The dual: AND’ing any variable with a logic 0 will yield a logic 0 regardless of the value of the input variable.
The null element theorem is also useful for reducing circuitry when it is discovered that a particular input will never change values. It is also widely used in computer systems in order to set (i.e., force to a logic 1) or clear (i.e., force to a logic 0) the value of a storage element.

4.1.3.4 Idempotent
An idempotent operation is one that has no effect on the input, regardless of the number of times the operation is applied. The following is the formal definition of idempotence. Figure 4.3 shows the gate level depiction of this theorem.
                  
                
[image: A420020_1_En_4_Fig5_HTML.gif]
Fig. 4.3Gate level depiction of the idempotent theorem






            Idempotent: OR’ing a variable with itself results in itself. The dual: AND’ing a variable with itself results in itself.
This theorem also holds true for any number of operations such as A + A + A + ….. + A = A and A·A·A·…..·A = A.

4.1.3.5 Complements
This theorem describes an operation of a variable with the variable’s own complement. The following is the formal definition of complements. Figure 4.4 shows the gate level depiction of this theorem.[image: A420020_1_En_4_Fig6_HTML.gif]
Fig. 4.4Gate level depiction of the complements theorem






Complements: OR’ing a variable with its complement will produce a logic 1. The dual: AND’ing a variable with its complement will produce a logic 0. 
                  
                

The complement theorem is again useful for reducing circuitry when these types of logic expressions are discovered.

4.1.3.6 Involution
An involution operation describes the result of double negation. The following is the formal definition of involution. Figure 4.5 shows the gate level depiction of this theorem. 
                  
                
[image: A420020_1_En_4_Fig7_HTML.gif]
Fig. 4.5Gate level depiction of the involution theorem






Involution: Taking the double complement of a variable will result in the original variable.
This theorem is not only used to eliminate inverters but also provides us a powerful tool for inserting inverters in a circuit. We will see that this is used widely with the second of DeMorgan’s Laws that will be introduced at the end of this section.

4.1.3.7 Commutative Property
The term commutative is used to describe an operation in which the order of the quantities or variables in the operation have no impact on the result. The following is the formal definition of the commutative property. Figure 4.6 shows the gate level depiction of this theorem.
                  
                
[image: A420020_1_En_4_Fig8_HTML.gif]
Fig. 4.6Gate level depiction of commutative property






Commutative Property: Changing the order of variables in an OR operation does not change the end result. The dual: Changing the order of variables in an AND operation does not change the end result.
One practical use of the commutative property is when wiring or routing logic circuitry together. Example 4.3 shows how the commutative property can be used to untangle crossed wires when implementing a digital system.[image: A420020_1_En_4_Fig9_HTML.gif]
Example 4.3Using the commutative property to untangle crossed wires






4.1.3.8 Associative Property
The term associative is used to describe an operation in which the grouping of the quantities or variables in the operation have no impact on the result. The following is the formal definition of the associative property. Figure 4.7 shows the gate level depiction of this theorem. 
                  
                
[image: A420020_1_En_4_Fig10_HTML.gif]
Fig. 4.7Gate level depiction of the associative property






Associative Property: The grouping of variables doesn’t impact the result of an OR operation. The dual: The grouping of variables doesn’t impact the result of an AND operation.
One practical use of the associative property is addressing fan-in limitations of a logic family. Since the grouping of the input variables does not impact the result, we can accomplish operations with large numbers of inputs using multiple gates with fewer inputs. Example 4.4 shows the process of using the associative property to address a fan-in limitation.[image: A420020_1_En_4_Fig11_HTML.gif]
Example 4.4Using the associative property to address fan-in limitations






4.1.3.9 Distributive Property
The term distributive describes how an operation on a parenthesized group of operations (or higher precedence operations) can be distributed through each term. The following is the formal definition of the distributive property. Figure 4.8 shows the gate level depiction of this theorem. 
                  
                
[image: A420020_1_En_4_Fig12_HTML.gif]
Fig. 4.8Gate level depiction of the distributive property






Distributive Property: An operation on a parenthesized operation(s), or higher precedence operator, will distribute through each term.
The distributive property is used as a logic manipulation technique. It can be used to put a logic expression into a form more suitable for direct circuit synthesis, or to reduce the number of logic gates necessary. Example 4.5 shows how to use the distributive property to reduce the number of gates in a logic circuit.[image: A420020_1_En_4_Fig13_HTML.gif]
Example 4.5Using the distributive property to reduce the number of logic gates in a circuit






4.1.3.10 Absorption
The term absorption refers to when multiple logic terms within an expression produce the same results. This allows one of the terms to be eliminated from the expression, thus reducing the number of logic operations. The remaining terms essentially absorb the functionality of the eliminated term. This theorem is also called covering because the remaining term essentially covers the functionality of both itself and the eliminated term. The following is the formal definition of the absorption theorem. Figure 4.9 shows the gate level depiction of this theorem. 
                  
                

                  
                
[image: A420020_1_En_4_Fig14_HTML.gif]
Fig. 4.9Gate level depiction of absorption






Absorption: When a term within a logic expression produces the same output(s) as another term, the second term can be removed without affecting the result.
This theorem is better understood by looking at the evaluation of each term with respect to the original expression. Example 4.6 shows how the absorption theorem can be proven through proof by exhaustion by evaluating each term in a logic expression.[image: A420020_1_En_4_Fig15_HTML.gif]
Example 4.6Proving the absorption theorem using proof by exhaustion






4.1.3.11 Uniting
The uniting theorem, also called combining or minimization, provides a way to remove variables from an expression when they have no impact on the outcome. This theorem is one of the most widely used techniques for the reduction of the number of gates needed in a combinational logic circuit. The following is the formal definition of the uniting theorem. Figure 4.10 shows the gate level depiction of this theorem. 
                  
                

                  
                
[image: A420020_1_En_4_Fig16_HTML.gif]
Fig. 4.10Gate level depiction of uniting






Uniting: When a variable (B) and its complement (B′) appear in multiple product terms with a common variable (A) within a logical OR operation, the variable B does not have any effect on the result and can be removed.
This theorem can be proved using prior theorems. Example 4.7 shows how the uniting theorem can be proved using a combination of the distributive property, the complements theorem, and the identity theorem.[image: A420020_1_En_4_Fig17_HTML.gif]
Example 4.7Proving of the uniting theorem






4.1.3.12 DeMorgan’s Theorem
Now we look at the second of DeMorgan’s Laws. This second theorem is simply known as DeMorgan’s Theorem. This theorem provides a technique to manipulate a logic expression that uses AND gates into one that uses OR gates and vice-versa. It can also be used to manipulate traditional Boolean logic expressions that use AND-OR-NOT operators, into equivalent forms that uses NAND and NOR gates. The following is the formal definition of DeMorgan’s theorem. Figure 4.11 shows the gate level depiction of this theorem. 
                  
                
[image: A420020_1_En_4_Fig18_HTML.gif]
Fig. 4.11Gate level depiction of DeMorgan’s theorem






DeMorgan’s Theorem: An OR operation with both inputs inverted is equivalent to an AND operation with the output inverted. The dual: An AND operation with both inputs inverted is equivalent to an OR operation with the output inverted.
This theorem is used widely in modern logic design because it bridges the gap between the design of logic circuitry using Boolean algebra and the physical implementation of the circuitry using CMOS. Recall that Boolean algebra is defined for only three operations, the AND, the OR and inversion. CMOS, on the other hand, can only directly implement negative-type gates such as NAND, NOR and NOT. DeMorgan’s Theorem allows us to design logic circuitry using Boolean algebra and synthesize logic diagrams with AND, OR, and NOT gates, and then directly convert the logic diagrams into an equivalent form using NAND, NOR and NOT gates. As we’ll see in the next section, Boolean algebra produces logic expressions in two common forms. These are the sum of products (SOP) and the product of sums (POS) forms. Using a combination of involution and DeMorgan’s Theorem, SOP and POS forms can be converted into equivalent logic circuits that use only NAND and NOR gates. Example 4.8 shows a process to convert a sum of products form into one that uses only NAND gates. 
                  
                

                  
                
[image: A420020_1_En_4_Fig19_HTML.gif]
Example 4.8Converting a sum of products form into one that uses only NAND gates





Example 4.9 shows a process to convert a product of sums form into one that uses only NOR gates.[image: A420020_1_En_4_Fig20_HTML.gif]
Example 4.9Converting a product of sums form into one that uses only NOR gates





DeMorgan’s Theorem can also be accomplished algebraically using a process known as breaking the bar and flipping the operator. This process again takes advantage of the Involution Theorem, which allows double negation without impacting the result. When using this technique in algebraic form, involution takes the form of a double inversion bar. If an inversion bar is broken, the expression will remain true as long as the operator directly below the break is flipped (AND to OR, OR to AND). Example 4.10 shows how to use this technique when converting an OR gate with its inputs inverted into an AND gate with its output inverted.[image: A420020_1_En_4_Fig21_HTML.gif]
Example 4.10Using DeMorgan’s theorem in algebraic form (1)





Example 4.11 shows how to use this technique when converting an AND gate with its inputs inverted into an OR gate with its output inverted.[image: A420020_1_En_4_Fig22_HTML.gif]
Example 4.11Using DeMorgan’s theorem in algebraic form (2)





Table 4.1 gives a summary of all the Boolean algebra theorems just covered. The theorems are grouped in this table with respect to the number of variables that they contain. This grouping is the most common way these theorems are presented.Table 4.1Summary of Boolean algebra theorems


[image: A420020_1_En_4_Tab1_HTML.gif]





4.1.4 Functionally Complete Operation Sets
A set of Boolean operators is said to be functionally complete when the set can implement all possible logic functions. The set of operators {AND, OR, NOT} is functionally complete because every other operation can be implemented using these three operators (i.e., NAND, NOR, BUF, XOR, XNOR). The DeMorgan’s Theorem showed us that all AND and OR operations can be replaced with NAND and NOR operators. This means that NAND and NOR operations could be by themselves functionally complete if they could perform a NOT operation. Figure 4.12 shows how a NAND gate can be configured to perform a NOT operation. This configuration allows a NAND gate to be considered functionally complete because all other operations can be implemented. 
                
              
[image: A420020_1_En_4_Fig23_HTML.gif]
Fig. 4.12Configuration to use a NAND gate as an inverter





This approach can also be used on a NOR gate to implement an inverter. Figure 4.13 shows how a NOR gate can be configured to perform a NOT operation, thus also making it functionally complete.[image: A420020_1_En_4_Fig24_HTML.gif]
Fig. 4.13Configuration to use a NOR gate as an inverter





Concept Check

CC4.1 If the logic expression F = A·B·C·D·E·F·G·H is implemented with only 2-input AND gates, how many levels of logic will the final implementation have? Hint: Consider using the associative property to manipulate the logic expression to use only 2-input AND operations.	(A) 2 (B) 3 (C) 4 (D) 5








4.2 Combinational Logic Analysis

Combinational logic analysis
 refers to the act of deciphering the operation of a circuit from its final logic diagram. This is a useful skill that can aid designers when debugging their circuits. This can also be used to understand the timing performance of a circuit and to reverse-engineer an unknown design.
4.2.1 Finding the Logic Expression from a Logic Diagram
Combinational logic diagrams are typically written with their inputs on the left and their output on the right. As the inputs change, the intermediate nodes, or connections, within the diagram hold the interim computations that contribute to the ultimate circuit output. These computations propagate from left to right until ultimately the final output of the system reaches its final steady state value. When analyzing the behavior of a combinational logic circuit a similar left-to-right approach is used. The first step is to label each intermediate node in the system. The second step is to write in the logic expression for each node based on the preceding logic operation(s). The logic expressions are written working left-to-right until the output of the system is reached and the final logic expression of the circuit has been found. Consider the example of this analysis in Example 4.12.[image: A420020_1_En_4_Fig25_HTML.gif]
Example 4.12Determining the logic expression from a logic diagram






4.2.2 Finding the Truth Table from a Logic Diagram
The final truth table of a circuit can also be found in a similar manner as the logic expression. Each internal node within the logic diagram can be evaluated working from the left to the right for each possible input code. Each subsequent node can then be evaluated using the values of the preceding nodes. Consider the example of this analysis is Example 4.13.[image: A420020_1_En_4_Fig26_HTML.gif]
Example 4.13Determining the truth table from a logic diagram






4.2.3 Timing Analysis of a Combinational Logic Circuit
Real logic gates have a propagation delay (tpd, tPHL, or tPLH) as presented in Chap. 3. Performing a timing analysis on a combinational logic circuit refers to observing how long it takes for a change in the inputs to propagate to the output. Different paths through the combinational logic circuit will take different times to compute since they may use gates with different delays. When determining the delay of the entire combinational logic circuit we always consider the longest delay path. This is because this delay represents the worst case scenario. As long as we wait for the longest path to propagate through the circuit, then we are ensured that the output will always be valid after this time. To determine which signal path has the longest delay, we map out each and every path the inputs can take to the output of the circuit. We then sum up the gate delay along each path. The path with the longest delay dictates the delay of the entire combinational logic circuit. Consider this analysis shown in Example 4.14.[image: A420020_1_En_4_Fig27_HTML.gif]
Example 4.14Determining the delay of a combinational logic circuit





Concept Check

CC4.2 Does the delay specification of a combinational logic circuit change based on the input values that the circuit is evaluating?	(A)Yes. There are times when the inputs switch between inputs codes that use paths through the circuit with different delays.


 

	(B)No. The delay is always specified as the longest delay path.


 

	(C)Yes. The delay can vary between the longest delay path and zero. A delay of zero occurs when the inputs switch between two inputs codes that produce the same output.


 

	(D)No. The output is always produced at a time equal to the longest delay path.


 








4.3 Combinational Logic Synthesis
4.3.1 Canonical Sum of Products
One technique to directly synthesize a logic circuit from a truth table is to use a canonical sum of products topology based on minterms
. The term canonical refers to this topology yielding potentially unminimized logic. A minterm is a product term (i.e., an AND operation) that will be true for one and only one input code. The minterm must contain every input variable in its expression. Complements are applied to the input variables as necessary in order to produce a true output for the individual input code. We define the word literal to describe an input variable which may or may not be complemented. This is a more useful word because if we say that a minterm “must include all variables”, it implies that all variables are included in the term uncomplemented. A more useful statement is that a minterm “must include all literals”. This now implies that each variable must be included, but it can be in the form of itself or its complement (e.g., A or A′). Figure 4.14 shows the definition and gate level depiction of a minterm expression. Each minterm can be denoted using the lower case “m” with the row number as a subscript.
                
              

                
              

                
              
[image: A420020_1_En_4_Fig28_HTML.gif]
Fig. 4.14Definition and gate level depiction of a minterm





For an arbitrary truth table, a minterm can be used for each row corresponding to a true output. If each of these minterms’ outputs are fed into a single OR gate, then a sum of products logic circuit is formed that will produce the logic listed in the truth table. In this topology, any input code that corresponds to an output of 1 will cause its corresponding minterm to output a 1. Since a 1 on any input of an OR gate will cause the output to go to a 1, the output of the minterm is passed to the final result. Example 4.15 shows this process. One important consideration of this approach is that no effort has been taken to minimize the logic expression. This unminimized logic expression is also called the canonical sum. The canonical sum is logically correct but uses the most amount of circuitry possible for a given truth table. This canonical sum can be the starting point for minimization using Boolean algebra.[image: A420020_1_En_4_Fig29_HTML.gif]
Example 4.15Creating a canonical sum of products logic circuit using minterms






4.3.2 The Minterm List (Σ)
A minterm list is a compact way to describe the functionality of a logic circuit by simply listing the row numbers that correspond to an output of 1 in the truth table. The ∑ symbol is used to denote a minterm list. All input variables must be listed in the order they appear in the truth table. This is necessary because since a minterm list uses only the row numbers to indicate which input codes result in an output of 1, the minterm list must indicate how many variables comprise the row number, which variable is in the most significant position and which is in the least significant position. After the ∑ symbol, the row numbers corresponding to a true output are listed in a comma-delimited format within parentheses. Example 4.16 shows the process for creating a minterm list from a truth table. 
                
              
[image: A420020_1_En_4_Fig30_HTML.gif]
Example 4.16Creating a minterm list from a truth table





A minterm list contains the same information as the truth table, the canonical sum and the canonical sum of products logic diagram. Since the minterms themselves are formally defined for an input code, it is trivial to go back and forth between the minterm list and these other forms. Example 4.17 shows how a minterm list can be used to generate an equivalent truth table, canonical sum and canonical sum of products logic diagram.[image: A420020_1_En_4_Fig31_HTML.gif]
Example 4.17Creating equivalent functional representations from a minterm list






4.3.3 Canonical Product of Sums (POS)
Another technique to directly synthesize a logic circuit from a truth table is to use a canonical product of sums topology based on maxterms
. A maxterm is a sum term (i.e., an OR operation) that will be false for one and only one input code. The maxterm must contain every literal in its expression. Complements are applied to the input variables as necessary in order to produce a false output for the individual input code. Figure 4.15 shows the definition and gate level depiction of a maxterm expression. Each maxterm can be denoted using the upper case “M” with the row number as a subscript.
                
              

                
              
[image: A420020_1_En_4_Fig32_HTML.gif]
Fig. 4.15Definition and gate level depiction of a maxterm





For an arbitrary truth table, a maxterm can be used for each row corresponding to a false output. If each of these maxterms outputs are fed into a single AND gate, then a product of sums logic circuit is formed that will produce the logic listed in the truth table. In this topology, any input code that corresponds to an output of 0 will cause its corresponding maxterm to output a 0. Since a 0 on any input of an AND gate will cause the output to go to a 0, the output of the maxterm is passed to the final result. Example 4.18 shows this process. This approach is complementary to the sum of products approach. In the sum of products approach based on minterms, the circuit operates by producing 1’s that are passed to the output for the rows that require a true output. For all other rows, the output is false. A product of sums approach based on maxterms operates by producing 0’s that are passed to the output for the rows that require a false output. For all other rows, the output is true. These two approaches produce the equivalent logic functionality. Again, at this point no effort has been taken to minimize the logic expression. This unminimized form is called a canonical product. The canonical product is logically correct, but uses the most amount of circuitry possible for a given truth table. This canonical product can be the starting point for minimization using the Boolean algebra theorems.[image: A420020_1_En_4_Fig33_HTML.gif]
Example 4.18Creating a product of sums logic circuit using maxterms






4.3.4 The Maxterm List (Π)
A maxterm list is a compact way to describe the functionality of a logic circuit by simply listing the row numbers that correspond to an output of 0 in the truth table. The Π symbol is used to denote a maxterm list. All literals used in the logic expression must be listed in the order they appear in the truth table. After the Π symbol, the row numbers corresponding to a false output are listed in a comma-delimited format within parentheses. Example 4.19 shows the process for creating a maxterm list from a truth table. 
                
              
[image: A420020_1_En_4_Fig34_HTML.gif]
Example 4.19Creating a maxterm list from a truth table





A maxterm list contains the same information as the truth table, the canonical product and the canonical product of sums logic diagram. Example 4.20 shows how a maxterm list can be used to generate these equivalent forms.[image: A420020_1_En_4_Fig35_HTML.gif]
Example 4.20Creating equivalent functional representations from a maxterm list






4.3.5 Minterm and Maxterm List Equivalence
The examples in Examples 4.17 and 4.20 illustrate how minterm and maxterm lists produce the exact same logic functionality but in a complementary fashion. It is trivial to switch back and forth between minterm lists and maxterm lists. This is accomplished by simply changing the list type (i.e., min to max, max to min) and then switching the row numbers between those listed and those not listed. Example 4.21 shows multiple techniques for representing equivalent logic functionality as a truth table.[image: A420020_1_En_4_Fig36_HTML.gif]
Example 4.21Creating equivalent forms to represent logic functionality





Concept Check

CC4.3 All logic functions can be implemented equivalently using either a canonical sum of products (SOP) or canonical product of sums (POS) topology. Which of these statements is true with respect to selecting a topology that requires the least amount of gates.	(A)Since a minterm list and a maxterm list can both be written to describe the same logic functionality, the number of gates in an SOP and POS will always be the same.


 

	(B)If a minterm list has over half of its row numbers listed, an SOP topology will require fewer gates than a POS.


 

	(C)A POS topology always requires more gates because it needs additional logic to convert the inputs from positive to negative logic.


 

	(D)If a minterm list has over half of its row numbers listed, a POS topology will require fewer gates than SOP.


 








4.4 Logic Minimization
We now look at how to reduce the canonical expressions into equivalent forms that use less logic. This minimization is key to reducing the complexity of the logic prior to implementing in real circuitry. This reduces the amount of gates needed, placement area, wiring and power consumption of the logic circuit.
              
                
              
              
            

4.4.1 Algebraic Minimization
Canonical expressions can be reduced algebraically by applying the theorems covered in prior sections. This process typically consists of a series of factoring based on the distributive property followed by replacing variables with constants (i.e., 0’s and 1’s) using the Complements Theorem. Finally, constants are removed using the Identity Theorem. Example 4.22 shows this process. 
                
              
[image: A420020_1_En_4_Fig37_HTML.gif]
Example 4.22Minimizing a logic expression algebraically





The primary drawback of this approach is that it requires recognition of where the theorems can be applied. This can often lead to missed minimizations. Computer automation is often the best mechanism to perform this minimization for large logic expressions.

4.4.2 Minimization Using Karnaugh Maps
A Karnaugh map is a graphical way to minimize logic expressions. This technique is named after Maurice Karnaugh, American physicist, who introduced the map in its latest form in 1953 while working at Bell Labs. The Karnaugh map (or K-map) is a way to put a truth table into a form that allows logic minimization through a graphical process. This technique provides a graphical process that accomplishes the same result as factoring variables via the distributive property and removing variables via the Complements and Identity Theorems. K-maps present a truth table in a form that allows variables to be removed from the final logic expression in a graphical manner.
                
                  
                
                
              

4.4.2.1 Formation of a K-Map
A K-map is constructed as a two-dimensional grid. Each cell within the map corresponds to the output for a specific input code. The cells are positioned such that neighboring cells only differ by one bit in their input codes. Neighboring cells are defined as cells immediately adjacent horizontally and immediately adjacent vertically. Two cells positioned diagonally next to each other are not considered neighbors. The input codes for each variable are listed along the top and side of the K-map. Consider the construction of a 2-input K-map shown in Fig. 4.16.[image: A420020_1_En_4_Fig38_HTML.gif]
Fig. 4.16Formation of a 2-input K-map





When constructing a 3-input K-map, it is important to remember that each input code can only differ from its neighbor by one bit. For example, the two codes 01 and 10 differ by two bits (i.e., the MSB is different and the LSB is different), thus they could not be neighbors; however, the codes 01-11 and 11-10 can be neighbors. As such, the input codes along the top of the 3-input K-map must be ordered accordingly (i.e., 00-01-11-10). Consider the construction of a 3-input K-map shown in Fig. 4.17. The rows and columns that correspond to the input literals can now span multiple rows and columns. Notice how in this 3-input K-map, the literals A, A′, B and B′ all correspond to two columns. Also, notice that B′ spans two columns, but the columns are on different edges of the K-map. The side edges of the 3-input K-map are still considered neighbors because the input codes for these columns only differ by one bit. This is an important attribute once we get to the minimization of variables because it allows us to examine an input literal’s impact not only within the obvious adjacent cells but also when the variables wrap around the edges of the K-map.[image: A420020_1_En_4_Fig39_HTML.gif]
Fig. 4.17Formation of a 3-input K-map





When constructing a 4-input K-map, the same rules apply that the input codes can only differ from their neighbors by one bit. Consider the construction of a 4-input K-map in Fig. 4.18. In a 4-input K-map, neighboring cells can wrap around both the top-to-bottom edges in addition to the side-to-side edges. Notice that all 16 cells are positioned within the map so that their neighbors on the top, bottom and sides only differ by one bit in their input codes.[image: A420020_1_En_4_Fig40_HTML.gif]
Fig. 4.18Formation of a 4-input K-map






4.4.2.2 Logic Minimization Using K-Maps (Sum of Products)
Now we look at using a K-map to create a minimized logic expression in a SOP form. Remember that each cell with an output of 1 has a minterm associated with it, just as in the truth table. When two neighboring cells have outputs of 1, it graphically indicates that the two minterms can be reduced into a minimized product term that will cover both outputs. Consider the example given in Fig. 4.19. 
                  
                
[image: A420020_1_En_4_Fig41_HTML.gif]
Fig. 4.19Observing how K-Maps visually highlight logic minimizations





These observations can be put into a formal process to produce a minimized SOP logic expression using a K-map. The steps are as follows:	1.Circle groups of 1’s in the K-map following the rules:	Each circle should contain the largest number of 1’s possible.

	The circles encompass only neighboring cells (i.e., side-to-side sides and/or top and bottom).

	The circles must contain a number of 1’s that is a power of 2 (i.e., 1, 2, 4, 8 or 16).

	Enter as many circles as possible without having any circles fully cover another circle.

	Each circle is called a Prime Implicant.
                                
                              








 

	2.Create a product term for each prime implicant following the rules:	Each variable in the K-map is evaluated one-by-one.

	If the circle covers a region where the input variable is a 1, then include it in the product term uncomplemented.

	If the circle covers a region where the input variable is a 0, then include it in the product term complemented.

	If the circle covers a region where the input variable is both a 0 and 1, then the variable is excluded from the product term.







 

	3.Sum all of the product terms for each prime implicant.


 





Let’s apply this approach to our 2-input K-map example. Example 4.23 shows the process of finding a minimized sum of products logic expression for a 2-input logic circuit using a K-map. This process yielded the same SOP expression as the algebraic minimization and observations shown in Fig. 4.19, but with a formalized process.[image: A420020_1_En_4_Fig42_HTML.gif]
Example 4.23Using a K-map to find a minimized sum of products expression (2-input)





Let’s now apply this process to our 3-input K-map example. Example 4.24 shows the process of finding a minimized sum of products logic expression for a 3-input logic circuit using a K-map. This example shows circles that overlap. This is legal as long as one circle does not fully encompass another. Overlapping circles are common since the K-map process dictates that circles should be drawn that group the largest number of ones possible as long as they are in powers of 2. Forming groups of ones using ones that have already been circled is perfectly legal to accomplish larger groupings. The larger the grouping of ones, the more chance there is for a variable to be excluded from the product term. This results in better minimization of the logic.[image: A420020_1_En_4_Fig43_HTML.gif]
Example 4.24Using a K-map to find a minimized sum of products expression (3-input)





Let’s now apply this process to our 4-input K-map example. Example 4.25 shows the process of finding a minimized sum of products logic expression for a 4-input logic circuit using a K-map.[image: A420020_1_En_4_Fig44_HTML.gif]
Example 4.25Using a K-map to find a minimized sum of products expression (4-input)






4.4.2.3 Logic Minimization Using K-Maps (Product of Sums)
K-maps can also be used to create minimized product of sums logic expressions. This is the same concept as how a minterm list and maxterm list each produce the same logic function, but in complementary fashions. When creating a product of sums expression from a K-map, groups of 0’s are circled. For each circle, a sum term is derived with a negation of variables similar to when forming a maxterm (i.e., in the input variable is a 0, then it is included uncomplemented in the sum term and vice versa). The final step in forming the minimized POS expression is to AND all of the sum terms together. The formal process is as follows:	1.Circle groups of 0’s in the K-map following the rules:	Each circle should contain the largest number of 0’s possible.

	The circles encompass only neighboring cells (i.e., side-to-side sides and/or top and bottom).

	The circles must contain a number of 0’s that is a power of 2 (i.e., 1, 2, 4, 8 or 16).

	Enter as many circles as possible without having any circles fully cover another circle.

	Each circle is called a Prime Implicant.







 

	2.Create a sum term for each prime implicant following the rules:	Each variable in the K-map is evaluated one-by-one.

	If the circle covers a region where the input variable is a 1, then include it in the sum term complemented.

	If the circle covers a region where the input variable is a 0, then include it in the sum term uncomplemented.

	If the circles cover a region where the input variable is both a 0 and 1, then the variable is excluded from the sum term.







 

	3.Multiply all of the sum terms for each prime implicant.


 





Let’s apply this approach to our 2-input K-map example. Example 4.26 shows the process of finding a minimized product of sums logic expression for a 2-input logic circuit using a K-map. Notice that this process yielded the same logic expression as the SOP approach shown in Example 4.23. This illustrates that both the POS and SOP expressions produce the correct logic for the circuit.[image: A420020_1_En_4_Fig45_HTML.gif]
Example 4.26Using a K-map to find a minimized product of sums expression (2-input)





Let’s now apply this process to our 3-input K-map example. Example 4.27 shows the process of finding a minimized product of sums logic expression for a 3-input logic circuit using a K-map. Notice that the logic expression in POS form is not identical to the SOP expression found in Example 4.24; however, using a few steps of algebraic manipulation shows that the POS expression can be put into a form that is identical to the prior SOP expression. This illustrates that both the POS and SOP produce equivalent functionality for the circuit.[image: A420020_1_En_4_Fig46_HTML.gif]
Example 4.27Using a K-map to find a minimized product of sums expression (3-input)





Let’s now apply this process to our 4-input K-map example. Example 4.28 shows the process of finding a minimized product of sums logic expression for a 4-input logic circuit using a K-map.[image: A420020_1_En_4_Fig47_HTML.gif]
Example 4.28Using a K-map to find a minimized product of sums expression (4-input)






4.4.2.4 Minimal Sum
One situation that arises when minimizing logic using a K-map is that some of the prime implicants may be redundant. Consider the example in Fig. 4.20. 
                  
                
[image: A420020_1_En_4_Fig48_HTML.gif]
Fig. 4.20Observing redundant prime implicants in a K-map





We need to define a formal process for identifying redundant prime implicants that can be removed without impacting the result of the logic expression. Let’s start with examining the sum of products form. First, we define the term essential prime implicant as a prime implicant that cannot be removed from the logic expression without impacting its result. We then define the term minimal sum as a logic expression that represents the most minimal set of logic operations to accomplish a sum of products form. There may be multiple minimal sums for a given truth table, but each would have the same number of logic operations. In order to determine if a prime implicant is essential, we first put in each and every possible prime implicant into the K-map. This gives a logic expression known as the complete sum. From this point we identify any cells that have only one prime implicant covering them. These cells are called distinguished one cells. Any prime implicant that covers a distinguished one cell is defined as an essential prime implicant. All prime implicants that are not essential are removed from the K-map. A minimal sum is then simply the sum of all remaining product terms associated with the essential prime implicants. Example 4.29 shows how to use this process. 
                  
                

                  
                

                  
                

                  
                
[image: A420020_1_En_4_Fig49_HTML.gif]
Example 4.29Deriving the minimal sum from a K-map





This process is identical for the product of sums form to produce the minimal product.


4.4.3 Don’t Cares
There are often times when framing a design problem that there are specific input codes that require exact output values, but there are other codes where the output value doesn’t matter. This can occur for a variety of reasons, such as knowing that certain input codes will never occur due to the nature of the problem or that the output of the circuit will only be used under certain input codes. We can take advantage of this situation to produce a more minimal logic circuit. We define an output as a don’t care when it doesn’t matter whether it is a 1 or 0 for the particular input code. The symbol for a don’t care is “X”. We take advantage of don’t cares when performing logic minimization by treating them as whatever output value will produce a minimal logic expression. Example 4.30 shows how to use this process. 
                
              

                
              
[image: A420020_1_En_4_Fig50_HTML.gif]
Example 4.30Using don’t cares to produce a minimal SOP logic expression






4.4.4 Using XOR Gates
While Boolean algebra does not include the exclusive-OR and exclusive-NOR operations, XOR and XNOR gates do indeed exist in modern electronics. They can be a useful tool to provide logic circuitry with less operations, sometimes even compared to a minimal sum or product synthesized using the techniques just described. An XOR/XNOR operation can be identified by putting the values from a truth table into a K-map. The XOR/XNOR operations will result in a characteristic checkerboard pattern in the K-map. Consider the following patterns for XOR and XNOR gates in Figs. 4.21, 4.22, 4.23, and 4.24. Anytime these patterns are observed, it indicates an XOR/XNOR gate. 
                
              
[image: A420020_1_En_4_Fig51_HTML.gif]
Fig. 4.21XOR and XNOR checkerboard patterns observed in K-maps (2-input)




[image: A420020_1_En_4_Fig52_HTML.gif]
Fig. 4.22XOR and XNOR checkerboard patterns observed in K-maps (3-input)




[image: A420020_1_En_4_Fig53_HTML.gif]
Fig. 4.23XOR checkerboard pattern observed in K-maps (4-input)




[image: A420020_1_En_4_Fig54_HTML.gif]
Fig. 4.24XNOR checkerboard pattern observed in K-maps (4-input)





Concept Check

CC4.4(a) Logic minimization is accomplished by removing variables from the original canonical logic expression that don’t impact the result. How does a Karnaugh map graphically show what variables can be removed?	(A)K-maps contain the same information as a truth table but the data is formatted as a grid. This allows variables to be removed by inspection.


 

	(B)K-maps rearrange a truth table so that adjacent cells have one and only one input variable changing at a time. If adjacent cells have the same output value when an input variable is both a 0 and a 1, that variable has no impact on the interim result and can be eliminated.


 

	(C)K-maps list both the rows with outputs of 1’s and 0’s simultaneously. This allows minimization to occur for a SOP and POS topology that each have the same, but minimal, number of gates.


 

	(D)K-maps display the truth table information in a grid format, which is a more compact way of presenting the behavior of a circuit.


 






CC4.4(b) A “Don’t Care” can be used to minimize a logic expression by assigning the output of a row to either a 1 or a 0 in order to form larger groupings within a K-map. How does the output of the circuit behave when it processes the input code for a row containing a don’t care?	(A)The output will be whatever value was needed to form the largest grouping in the K-map.


 

	(B)The output will go to either a 0 or a 1, but the final value is random.


 

	(C)The output can toggle between a 0 and a 1 when this input code is present.


 

	(D)The output will be driven to exactly halfway between a 0 and a 1.


 








4.5 Timing Hazards & Glitches
Timing hazards, or glitches, refer to unwanted transitions on the output of a combinational logic circuit. These are most commonly due to different delay paths through the gates in the circuit. In real circuitry there is always a finite propagation delay through each gate. Consider the circuit shown in Fig. 4.25 where gate delays are included and how they can produce unwanted transitions. 
              
                
              
              
            

              
            
[image: A420020_1_En_4_Fig55_HTML.gif]
Fig. 4.25Examining the source of a timing hazard (or glitch) in a combinational logic circuit





These timing hazards are given unique names based on the type of transition that occurs. A static 0 timing hazard is when the input switches between two input codes that both yield an output of 0 but the output momentarily switches to a 1. A static 1 timing hazard is when the input switches between two input codes that both yield an output of 1 but the output momentarily switches to a 0. A dynamic hazard is when the input switches between two input codes that result in a real transition on the output (i.e., 0 to 1 or 1 to 0), but the output has a momentary glitch before reaching its final value. These definitions are shown in Fig. 4.26. 
              
            

              
            

              
            
[image: A420020_1_En_4_Fig56_HTML.gif]
Fig. 4.26Timing hazard definitions





Timing hazards can be addressed in a variety of ways. One way is to try to match the propagation delays through each path of the logic circuit. This can be difficult, particularly in modern logic families such as CMOS. In the example in Fig. 4.25, the root cause of the different propagation delays was due to an inverter on one of the variables. It seems obvious that this could be addressed by putting buffers on the other inputs with equal delays as the inverter. This would create a situation where all input codes would arrive at the first stage of AND gates at the same time regardless of whether they were inverted or not and eliminate the hazards; however, CMOS implements a buffer as two inverters in series, so it is difficult to insert a buffer in a circuit with an equal delay to an inverter. Addressing timing hazards in this way is possible, but it involves a time-consuming and tedious process of adjusting the transistors used to create the buffer and inverter to have equal delays.
Another technique to address timing hazards is to place additional circuitry in the system that will ensure the correct output while the input codes switch. Consider how including a non-essential prime implicant can eliminate a timing hazard in Example 4.31. In this approach, the minimal sum from Fig. 4.25 is instead replaced with the complete sum. The use of the complete sum instead of the minimal sum can be shown to eliminate both static and dynamic timing hazards. The drawback of this approach is the addition of extra circuitry in the combinational logic circuit (i.e., non-essential prime implicants).[image: A420020_1_En_4_Fig57_HTML.gif]
Example 4.31Eliminating a timing hazard by including non-essential product terms





Concept Check

CC4.5 How long do you need to wait for all hazards to settle out?	(A)The time equal to the delay through the non-essential prime implicants.


 

	(B)The time equal to the delay through the essential prime implicants.


 

	(C)The time equal to the shortest delay path in the circuit.


 

	(D)The time equal to the longest delay path in the circuit.


 






Summary

              	Boolean algebra defines the axioms and theorems that guide the operations that can be performed on a two-valued number system.

	Boolean algebra theorems allow logic expressions to be manipulated to make circuit synthesis simpler. They also allow logic expressions to be minimized.

	The delay of a combinational logic circuit is always dictated by the longest delay path from the inputs to the output.

	The canonical form of a logic expression is one that has not been minimized.

	A canonical sum of products form is a logic synthesis technique based on minterms. A minterm is a product term that will output a one for only one unique input code. A minterm is used for each row of a truth table corresponding to an output of a one. Each of the minterms are then summed together to create the final system output.

	A minterm list is a shorthand way of describing the information in a truth table. The symbol “Σ” is used to denote a minterm list. Each of the input variables are added to this symbol as comma delimited subscripts. The row number is then listed for each row corresponding to an output of a one.

	A canonical product of sums form is a logic synthesis technique based on maxterms. A maxterm is a sum term that will output a zero for only one unique input code. A maxterm is used for each row of a truth table corresponding to an output of a zero. Each of the maxterms are then multiplied together to create the final system output.

	A maxterm list is a shorthand way of describing the information in a truth table. The symbol “Π” is used to denote a maxterm list. Each of the input variables are added to this symbol as comma delimited subscripts. The row number is then listed for each row corresponding to an output of a zero.

	Canonical logic expressions can be minimized through a repetitive process of factoring common variables using the distributive property and then eliminating remaining variables using a combination of the complements and identity theorems.

	A Karnaugh map (K-map) is a graphical approach to minimizing logic expressions. A K-map arranges a truth table into a grid in which the neighboring cells have input codes that differ by only one bit. This allows the impact of an input variable on a group of outputs to be quickly identified.

	A minimized sum of products expression can be found from a K-map by circling neighboring ones to form groups that can be produced by a single product term. Each product term (aka prime implicant) is then summed together to form the circuit output.

	A minimized product of sums expression can be found from a K-map by circling neighboring zeros to form groups that can be produced by a single sum term. Each sum term (aka prime implicant) is then multiplied together to form the circuit output.

	A minimal sum or minimal product is a logic expression that contains only essential prime implicants and represents the smallest number of logic operations possible to produce the desired output.

	A don’t care (X) can be used when the output of a truth table row can be either a zero or a one without affecting the system behavior. This typically occurs when some of the input codes of a truth table will never occur. The value for the row of a truth table containing a don’t care output can be chosen to give the most minimal logic expression. In a K-map, don’t cares can be included to form the largest groupings in order to give the least amount of logic.

	While exclusive-OR gates are not used in Boolean algebra, they can be visually identified in K-maps by looking for checkerboard patterns.

	Timing hazards are temporary glitches that occur on the output of a combinational logic circuit due to timing mismatches through different paths in the circuit. Hazards can be minimized by including additional circuitry in the system or by matching the delay of all signal paths.




            

Exercise Problems

              Section 4.1: Boolean Algebra
              	4.1.1Which Boolean algebra theorem describes the situation where any variable OR’d with itself will yield itself?


 

	4.1.2Which Boolean algebra theorem describes the situation where any variable that is double complemented will yield itself?


 

	4.1.3Which Boolean algebra theorem describes the situation where any variable OR’d with a 1 will yield a 1?


 

	4.1.4Which Boolean algebra theorem describes the situation where a variable that exists in multiple product terms can be factored out?


 

	4.1.5Which Boolean algebra theorem describes the situation where when output(s) corresponding to a term within an expression are handled by another term the original term can be removed?


 

	4.1.6Which Boolean algebra theorem describes the situation where any variable AND’d with its complement will yield a 0?


 

	4.1.7Which Boolean algebra theorem describes the situation where any variable AND’d with a 0 will yield a 0?


 

	4.1.8Which Boolean algebra theorem describes the situation where an AND gate with its inputs inverted is equivalent to an OR gate with its outputs inverted?


 

	4.1.9Which Boolean algebra theorem describes the situation where a variable that exists in multiple sum terms can be factored out?


 

	4.1.10Which Boolean algebra theorem describes the situation where an OR gate with its inputs inverted is equivalent to an AND gate with its outputs inverted?


 

	4.1.11Which Boolean algebra theorem describes the situation where the grouping of variables in an OR operation does not affect the result?


 

	4.1.12Which Boolean algebra theorem describes the situation where any variable AND’d with itself will yield itself?


 

	4.1.13Which Boolean algebra theorem describes the situation where the order of variables in an OR operation does not affect the result?


 

	4.1.14Which Boolean algebra theorem describes the situation where any variable AND’d with a 1 will yield itself?


 

	4.1.15Which Boolean algebra theorem describes the situation where the grouping of variables in an AND operation does not affect the result?


 

	4.1.16Which Boolean algebra theorem describes the situation where any variable OR’d with its complement will yield a 1?


 

	4.1.17Which Boolean algebra theorem describes the situation where the order of variables in an AND operation does not affect the result?


 

	4.1.18Which Boolean algebra theorem describes the situation where a variable OR’d with a 0 will yield itself?


 

	4.1.19Use proof by exhaustion to prove that an OR gate with its inputs inverted is equivalent to an AND gate with its outputs inverted.


 

	4.1.20Use proof by exhaustion to prove that an AND gate with its inputs inverted is equivalent to an OR gate with its outputs inverted.


 




            

              Section 4.2: Combinational Logic Analysis
              	4.2.1For the logic diagram given in Fig. 4.27, give the logic expression for the output F.[image: A420020_1_En_4_Fig58_HTML.gif]
Fig. 4.27Combinational logic analysis 1







 

	4.2.2For the logic diagram given in Fig. 4.27, give the truth table for the output F.


 

	4.2.3For the logic diagram given in Fig. 4.27, give the delay.


 

	4.2.4For the logic diagram given in Fig. 4.28, give the logic expression for the output F.[image: A420020_1_En_4_Fig59_HTML.gif]
Fig. 4.28Combinational logic analysis 2







 

	4.2.5For the logic diagram given in Fig. 4.28, give the truth table for the output F.


 

	4.2.6For the logic diagram given in Fig. 4.28, give the delay.


 

	4.2.7For the logic diagram given in Fig. 4.29, give the logic expression for the output F.[image: A420020_1_En_4_Fig60_HTML.gif]
Fig. 4.29Combinational logic analysis 3







 

	4.2.8For the logic diagram given in Fig. 4.29, give the truth table for the output F.


 

	4.2.9For the logic diagram given in Fig. 4.29, give the delay.


 




            

              Section 4.3: Combinational Logic Synthesis
              	4.3.1For the 2-input truth table in Fig. 4.30, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig61_HTML.gif]
Fig. 4.30Combinational logic synthesis 1







 

	4.3.2For the 2-input truth table in Fig. 4.30, give the canonical sum of products (SOP) logic diagram.


 

	4.3.3For the 2-input truth table in Fig. 4.30, give the minterm list.


 

	4.3.4For the 2-input truth table in Fig. 4.30, give the canonical product of sums (POS) logic expression.


 

	4.3.5For the 2-input truth table in Fig. 4.30, give the canonical product of sums (POS) logic diagram.


 

	4.3.6For the 2-input truth table in Fig. 4.30, give the maxterm list.


 

	4.3.7For the 2-input minterm list in Fig. 4.31, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig62_HTML.gif]
Fig. 4.31Combinational logic synthesis 2







 

	4.3.8For the 2-input minterm list in Fig. 4.31, give the canonical sum of products (SOP) logic diagram.


 

	4.3.9For the 2-input minterm list in Fig. 4.31, give the truth Table.


 

	4.3.10For the 2-input minterm list in Fig. 4.31, give the canonical product of sums (POS) logic expression.


 

	4.3.11For the 2-input minterm list in Fig. 4.31, give the canonical product of sums (POS) logic diagram.


 

	4.3.12For the 2-input minterm list in Fig. 4.31, give the maxterm list.


 

	4.3.13For the 2-input maxterm list in Fig. 4.32, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig63_HTML.gif]
Fig. 4.32Combinational logic synthesis 3







 

	4.3.14For the 2-input maxterm list in Fig. 4.32, give the canonical sum of products (SOP) logic diagram.


 

	4.3.15For the 2-input maxterm list in Fig. 4.32, give the minterm list.


 

	4.3.16For the 2-input maxterm list in Fig. 4.32, give the canonical product of sums (POS) logic expression.


 

	4.3.17For the 2-input maxterm list in Fig. 4.32, give the canonical product of sums (POS) logic diagram.


 

	4.3.18For the 2-input maxterm list in Fig. 4.32, give the truth table.


 

	4.3.19For the 3-input truth table in Fig. 4.33, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig64_HTML.gif]
Fig. 4.33Combinational logic synthesis 4







 

	4.3.20For the 3-input truth table in Fig. 4.33, give the canonical sum of products (SOP) logic diagram.


 

	4.3.21For the 3-input truth table in Fig. 4.33, give the minterm list.


 

	4.3.22For the 3-input truth table in Fig. 4.33, give the canonical product of sums (POS) logic expression.


 

	4.3.23For the 3-input truth table in Fig. 4.33, give the canonical product of sums (POS) logic diagram.


 

	4.3.24For the 3-input truth table in Fig. 4.33, give the maxterm list.


 

	4.3.25For the 3-input minterm list in Fig. 4.34, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig65_HTML.gif]
Fig. 4.34Combinational logic synthesis 5







 

	4.3.26For the 3-input minterm list in Fig. 4.34, give the canonical sum of products (SOP) logic diagram.


 

	4.3.27For the 3-input minterm list in Fig. 4.34, give the truth table.


 

	4.3.28For the 3-input minterm list in Fig. 4.34, give the canonical product of sums (POS) logic expression.


 

	4.3.29For the 3-input minterm list in Fig. 4.34, give the canonical product of sums (POS) logic diagram.


 

	4.3.30For the 3-input minterm list in Fig. 4.34, give the maxterm list.


 

	4.3.31For the 3-input maxterm list in Fig. 4.35, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig66_HTML.gif]
Fig. 4.35Combinational logic synthesis 6







 

	4.3.32For the 3-input maxterm list in Fig. 4.35, give the canonical sum of products (SOP) logic diagram.


 

	4.3.33For the 3-input maxterm list in Fig. 4.35, give the minterm list.


 

	4.3.34For the 3-input maxterm list in Fig. 4.35, give the canonical product of sums (POS) logic expression.


 

	4.3.35For the 3-input maxterm list in Fig. 4.35, give the canonical product of sums (POS) logic diagram.


 

	4.3.36For the 3-input maxterm list in Fig. 4.35, give the truth table.


 

	4.3.37For the 4-input truth table in Fig. 4.36, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig67_HTML.gif]
Fig. 4.36Combinational logic synthesis 7







 

	4.3.38For the 4-input truth table in Fig. 4.36, give the canonical sum of products (SOP) logic diagram.


 

	4.3.39For the 4-input truth table in Fig. 4.36, give the minterm list.


 

	4.3.40For the 4-input truth table in Fig. 4.36, give the canonical product of sums (POS) logic expression.


 

	4.3.41For the 4-input truth table in Fig. 4.36, give the canonical product of sums (POS) logic diagram.


 

	4.3.42For the 4-input truth table in Fig. 4.36, give the maxterm list.


 

	4.3.43For the 4-input minterm list in Fig. 4.37, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig68_HTML.gif]
Fig. 4.37Combinational logic synthesis 8







 

	4.3.44For the 4-input minterm list in Fig. 4.37, give the canonical sum of products (SOP) logic diagram.


 

	4.3.45For the 4-input minterm list in Fig. 4.37, give the truth Table.


 

	4.3.46For the 4-input minterm list in Fig. 4.37, give the canonical product of sums (POS) logic expression.


 

	4.3.47For the 4-input minterm list in Fig. 4.37, give the canonical product of sums (POS) logic diagram.


 

	4.3.48For the 4-input minterm list in Fig. 4.37, give the maxterm list.


 

	4.3.49For the 4-input maxterm list in Fig. 4.38, give the canonical sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig69_HTML.gif]
Fig. 4.38Combinational logic synthesis 9







 

	4.3.50For the 4-input maxterm list in Fig. 4.38, give the canonical sum of products (SOP) logic diagram.


 

	4.3.51For the 4-input maxterm list in Fig. 4.38, give the minterm list.


 

	4.3.52For the 4-input maxterm list in Fig. 4.38, give the canonical product of sums (POS) logic expression.


 

	4.3.53For the 4-input maxterm list in Fig. 4.38, give the canonical product of sums (POS) logic diagram.


 

	4.3.54For the 4-input maxterm list in Fig. 4.38, give the truth table.


 




            

              Section 4.4: Logic Minimization
              	4.4.1For the 2-input truth table in Fig. 4.39, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig70_HTML.gif]
Fig. 4.39Logic minimization 1







 

	4.4.2For the 2-input truth table in Fig. 4.39, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.3For the 2-input truth table in Fig. 4.40, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig71_HTML.gif]
Fig. 4.40Logic minimization 2







 

	4.4.4For the 2-input truth table in Fig. 4.40, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.5For the 2-input truth table in Fig. 4.41, use a K-map to derive a minimized sum of products (SOP) logic expression.
[image: A420020_1_En_4_Fig72_HTML.gif]
Fig. 4.41Logic minimization 3







 

	4.4.6For the 2-input truth table in Fig. 4.41, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.7For the 2-input truth table in Fig. 4.42, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig73_HTML.gif]
Fig. 4.42Logic minimization 4







 

	4.4.8For the 2-input truth table in Fig. 4.42, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.9For the 3-input truth table in Fig. 4.43, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig74_HTML.gif]
Fig. 4.43Logic minimization 5







 

	4.4.10For the 3-input truth table in Fig. 4.43, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.11For the 3-input truth table in Fig. 4.44, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig75_HTML.gif]
Fig. 4.44Logic minimization 6







 

	4.4.12For the 3-input truth table in Fig. 4.44, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.13For the 3-input truth table in Fig. 4.45, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig76_HTML.gif]
Fig. 4.45Logic minimization 7







 

	4.4.14For the 3-input truth table in Fig. 4.45, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.15For the 3-input truth table in Fig. 4.46, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig77_HTML.gif]
Fig. 4.46Logic minimization 8







 

	4.4.16For the 3-input truth table in Fig. 4.46, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.17For the 4-input truth table in Fig. 4.47, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig78_HTML.gif]
Fig. 4.47Logic minimization 9







 

	4.4.18For the 4-input truth table in Fig. 4.47, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.19For the 4-input truth table in Fig. 4.48, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig79_HTML.gif]
Fig. 4.48Logic minimization 10







 

	4.4.20For the 4-input truth table in Fig. 4.48, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.21For the 4-input truth table in Fig. 4.49, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig80_HTML.gif]
Fig. 4.49Logic minimization 11







 

	4.4.22For the 4-input truth table in Fig. 4.49, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.23For the 4-input truth table in Fig. 4.50, use a K-map to derive a minimized sum of products (SOP) logic expression.[image: A420020_1_En_4_Fig81_HTML.gif]
Fig. 4.50Logic minimization 12







 

	4.4.24For the 4-input truth table in Fig. 4.50, use a K-map to derive a minimized product of sums (POS) logic expression.


 

	4.4.25For the 3-input truth table and K-map in Fig. 4.51, provide the row number(s) of any distinguished one-cells.[image: A420020_1_En_4_Fig82_HTML.gif]
Fig. 4.51Logic minimization 13







 

	4.4.26For the 3-input truth table and K-map in Fig. 4.51, give the product terms for the essential prime implicants.


 

	4.4.27For the 3-input truth table and K-map in Fig. 4.51, give the minimal sum of products logic expression.


 

	4.4.28For the 3-input truth table and K-map in Fig. 4.51, give the complete sum of products logic expression.


 

	4.4.29For the 4-input truth table and K-map in Fig. 4.52, provide the row number(s) of any distinguished one-cells.[image: A420020_1_En_4_Fig83_HTML.gif]
Fig. 4.52Logic minimization 14







 

	4.4.30For the 4-input truth table and K-map in Fig. 4.52, give the product terms for the essential prime implicants.


 

	4.4.31For the 4-input truth table and K-map in Fig. 4.52, give the minimal sum of products (SOP) logic expression.


 

	4.4.32For the 4-input truth table and K-map in Fig. 4.52, give the complete sum of products (SOP) logic expression.


 

	4.4.33For the 4-input truth table and K-map in Fig. 4.53, give the minimal sum of products (SOP) logic expression by exploiting “don’t cares”.[image: A420020_1_En_4_Fig84_HTML.gif]
Fig. 4.53Logic minimization 15







 

	4.4.34For the 4-input truth table and K-map in Fig. 4.53, give the minimal product of sums (POS) logic expression by exploiting “don’t cares”.


 

	4.4.35For the 4-input truth table and K-map in Fig. 4.54, give the minimal sum of products (SOP) logic expression by exploiting “don’t cares”.[image: A420020_1_En_4_Fig85_HTML.gif]
Fig. 4.54Logic minimization 16







 

	4.4.36For the 4-input truth table and K-map in Fig. 4.54, give the minimal product of sums (POS) logic expression by exploiting “don’t cares”.


 




            

              Section 4.5: Timing Hazards & Glitches
              	4.5.1Describe the situation in which a static-1 timing hazard may occur.


 

	4.5.2Describe the situation in which a static-0 timing hazard may occur.


 

	4.5.3In which topology will a static-1 timing hazard occur (SOP, POS, or both)?


 

	4.5.4In which topology will a static-0 timing hazard occur (SOP, POS, or both)?


 

	4.5.5For the 3-input truth table and K-map in Fig. 4.51, give the product term that helps eliminate static-1 timing hazards in this circuit.


 

	4.5.6For the 3-input truth table and K-map in Fig. 4.51, give the sum term that helps eliminate static-0 timing hazards in this circuit.


 

	4.5.7For the 4-input truth table and K-map in Fig. 4.52, give the product term that helps eliminate static-1 timing hazards in this circuit.


 

	4.5.8For the 4-input truth table and K-map in Fig. 4.52, give the sum term that helps eliminate static-0 timing hazards in this circuit.
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Based on the material presented in Chap. 4, there are a few observations about logic design that are apparent. First, the size of logic circuitry can scale quickly to the point where it is difficult to design by hand. Second, the process of moving from a high-level description of how a circuit works (e.g., a truth table) to a form that is ready to be implemented with real circuitry (e.g., a minimized logic diagram) is straightforward and well-defined. Both of these observations motivate the use of computer aided design (CAD) tools to accomplish logic design. This chapter introduces hardware description languages (HDLs) as a means to describe digital circuitry using a text-based language. HDLs provide a means to describe large digital systems without the need for schematics, which can become impractical in very large designs. HDLs have evolved to support logic simulation at different levels of abstraction. This provides designers the ability to begin designing and verifying functionality of large systems at a high level of abstraction and postpone the details of the circuit implementation until later in the design cycle. This enables a top-down design approach that is scalable across different logic families. HDLs have also evolved to support automated synthesis, which allows the CAD tools to take a functional description of a system (e.g., a truth table) and automatically create the gate level circuitry to be implemented in real hardware. This allows designers to focus their attention on designing the behavior of a system and not spend as much time performing the formal logic synthesis steps that were presented in Chap. 4. The intent of this chapter is to introduce HDLs and their use in the modern digital design flow. This chapter will cover the basics of designing combinational logic in an HDL and also hierarchical design. The more advanced concepts of HDLs such as sequential logic design, high level abstraction, and test benches are covered later so that the reader can get started quickly using HDLs to gain experience with the languages and design flow.
            
          

There are two dominant hardware description languages in use today. They are VHDL and Verilog. VHDL stands for v
ery high speed integrated circuit h
ardware d
escription l
anguage. Verilog is not an acronym but rather a trade name. The use of these two HDLs is split nearly equally within the digital design industry. Once one language is learned it is simple to learn the other language, so the choice of the HDL to learn first is somewhat arbitrary. In this text, we will use Verilog to learn the concepts of an HDL. Verilog is more similar to the programming language C and less strict in its type casting than VHDL. Verilog is also widely used in custom integrated circuit design so there is a great deal of documentation and examples readily available online. The goal of this chapter is to provide an understanding of the basic principles of hardware description languages.
Learning Outcomes—After completing this chapter, you will be able to:

            	5.1Describe the role of hardware description languages in modern digital design.


 

	5.2Describe the fundamentals of design abstraction in modern digital design.


 

	5.3Describe the modern digital design flow based on hardware description languages.


 

	5.4Describe the fundamental constructs of Verilog.


 

	5.5Design a Verilog model for a combinational logic circuit using concurrent modeling techniques (continuous signal assignment with logical operators and continuous signal assignment with conditional operators).


 

	5.6Design a Verilog model for a combinational logic circuit using a structural design approach (gate level primitives and user defined primitives).


 

	5.7Describe the role of a Verilog test bench.


 




          

5.1 History of Hardware Description Languages
The invention of the integrated circuit is most commonly credited to two individuals who filed patents on different variations of the same basic concept within six months of each other in 1959. Jack Kilby filed the first patent on the integrated circuit in February of 1959 titled “Miniaturized Electronic Circuits” while working for Texas Instruments. Robert Noyce was the second to file a patent on the integrated circuit in July of 1959 titled “Semiconductor Device and Lead Structure” while at a company he cofounded called Fairchild Semiconductor. Kilby went on to win the Nobel Prize in Physics in 2000 for his invention, while Noyce went on to cofound Intel Corporation in 1968 with Gordon Moore. In 1971, Intel introduced the first single-chip microprocessor using integrated circuit technology, the Intel 4004. This microprocessor IC contained 2300 transistors. This series of inventions launched the semiconductor industry, which was the driving force behind the growth of Silicon Valley, and led to 40 years of unprecedented advancement in technology that has impacted every aspect of the modern world.
              
            

Gordon Moore, cofounder of Intel, predicted in 1965 that the number of transistors on an integrated circuit would double every two years. This prediction, now known as Moore’s Law, has held true since the invention of the integrated circuit. As the number of transistors on an integrated circuit grew, so did the size of the design and the functionality that could be implemented. Once the first microprocessor was invented in 1971, the capability of CAD tools increased rapidly enabling larger designs to be accomplished. These larger designs, including newer microprocessors, enabled the CAD tools to become even more sophisticated and, in turn, yield even larger designs. The rapid expansion of electronic systems based on digital integrated circuits required that different manufacturers needed to produce designs that were compatible with each other. The adoption of logic family standards helped manufacturers ensure their parts would be compatible with other manufacturers at the physical layer (e.g., voltage and current); however, one challenge that was encountered by the industry was a way to document the complex behavior of larger systems. The use of schematics to document large digital designs became too cumbersome and difficult to understand by anyone besides the designer. Word descriptions of the behavior were easier to understand, but even this form of documentation became too voluminous to be effective for the size of designs that were emerging. Simultaneously there was a need to begin simulating the functionality of these large systems prior to fabrication to verify accuracy. Due to the complexity of these systems and the vast potential for design error, it became impractical to verify design accuracy through prototyping.
In 1983, the US Department of Defense (DoD) sponsored a program to create a means to document the behavior of digital systems that could be used across all of its suppliers. This program was motivated by a lack of adequate documentation for the functionality of application specific integrated circuits (ASICs) that were being supplied to the DoD. This lack of documentation was becoming a critical issue as ASICs would come to the end of their life cycle and need to be replaced. With the lack of a standardized documentation approach, suppliers had difficulty reproducing equivalent parts to those that had become obsolete. The DoD contracted three companies (Texas Instruments, IBM, and Intermetrics) to develop a standardized documentation tool that provided detailed information about both the interface (i.e., inputs and outputs) and the behavior of digital systems. The new tool was to be implemented in a format similar to a programming language. Due to the nature of this type of language-based tool, it was a natural extension of the original project scope to include the ability to simulate the behavior of a digital system. The simulation capability was desired to span multiple levels of abstraction to provide maximum flexibility. In 1985, the first version of this tool, called VHDL, was released. In order to gain widespread adoption and ensure consistency of use across the industry, VHDL was turned over to the Institute of Electrical and Electronic Engineers (IEEE) for standardization. IEEE is a professional association that defines a broad range of open technology standards. In 1987, IEEE released the first industry standard version of VHDL. The release was titled IEEE 1076–1987. Feedback from the initial version resulted in a major revision of the standard in 1993 titled IEEE 1076–1993. While many minor revisions have been made to the 1993 release, the 1076–1993 standard contains the vast majority of VHDL functionality in use today. The most recent VHDL standard is IEEE 1076–2008.
Also in 1983, the Verilog HDL was developed by Automated Integrated Design Systems as a logic simulation language. The development of Verilog took place completely independent from the VHDL project. Automated Integrated Design Systems (renamed Gateway Design Automation in 1985) was acquired by CAD tool vendor Cadence Design Systems in 1990. In response to the popularity of Verilog’s intuitive programming and superior simulation support, and also to stay competitive with the emerging VHDL standard, Cadence made the Verilog HDL open to the public. IEEE once again developed the open standard for this HDL, and in 1995 released the Verilog standard titled IEEE 1364–1995. This release has undergone numerous revisions with the most significant occurring in 2001. It is common to refer to the major releases as “Verilog 1995” and “Verilog 2001” instead of their official standard numbers.



The development of CAD tools to accomplish automated logic synthesis can be dated back to the 1970’s when IBM began developing a series of practical synthesis engines that were used in the design of their mainframe computers; however, the main advancement in logic synthesis came with the founding of a company called Synopsis in 1986. Synopsis was the first company to focus on logic synthesis directly from HDLs. This was a major contribution because designers were already using HDLs to describe and simulate their digital systems, and now logic synthesis became integrated in the same design flow. Due to the complexity of synthesizing highly abstract functional descriptions, only lower-levels of abstraction that were thoroughly elaborated were initially able to be synthesized. As CAD tool capability evolved, synthesis of higher levels of abstraction became possible, but even today not all functionality that can be described in an HDL can be synthesized.
The history of HDLs, their standardization, and the creation of the associated logic synthesis tools is key to understanding the use and limitations of HDLs. HDLs were originally designed for documentation and behavioral simulation. Logic synthesis tools were developed independently and modified later to work with HDLs. This history provides some background into the most common pitfalls that beginning digital designers encounter, that being that most any type of behavior can be described and simulated in an HDL, but only a subset of well-described functionality can be synthesized. Beginning digital designers are often plagued by issues related to designs that simulate perfectly but that will not synthesize correctly. In this book, an effort is made to introduce Verilog at a level that provides a reasonable amount of abstraction while preserving the ability to be synthesized. Figure 5.1 shows a timeline of some of the major technology milestones that have occurred in the past 150 years in the field of digital logic and HDLs.[image: A420020_1_En_5_Fig1_HTML.gif]
Fig. 5.1Major milestones in the advancement of Digital Logic and HDLs





Concept Check

CC5.1 Why does Verilog support modeling techniques that aren’t synthesizable?	(A)There wasn’t enough funding available to develop synthesis capability as it all went to the VHDL project.


 

	(B)At the time Verilog was created, synthesis was deemed too difficult to implement.


 

	(C)To allow Verilog to be used as a generic programming language.


 

	(D)Verilog needs to support all steps in the modern digital design flow, some of which are unsynthesizable such as test pattern generation and timing verification.


 







5.2 HDL Abstraction
HDLs were originally defined to be able to model behavior at multiple levels of abstraction. Abstraction is an important concept in engineering design because it allows us to specify how systems will operate without getting consumed prematurely with implementation details. Also, by removing the details of the lower level implementation, simulations can be conducted in reasonable amounts of time to model the higher-level functionality. If a full computer system was simulated using detailed models for every MOSFET, it would take an impracticable amount of time to complete. Figure 5.2 shows a graphical depiction of the different layers of abstraction in digital system design.


              
            
[image: A420020_1_En_5_Fig2_HTML.gif]
Fig. 5.2Levels of design abstraction





The highest level of abstraction is the system level. At this level, behavior of a system is described by stating a set of broad specifications. An example of a design at this level is a specification such as “the computer system will perform 10 Tera Floating Point Operations per Second (10 TFLOPS) on double precision data and consume no more than 100 Watts of power”. Notice that these specifications do not dictate the lower level details such as the type of logic family or the type of computer architecture to use. One level down from the system level is the algorithmic level. At this level, the specifications begin to be broken down into sub-systems, each with an associated behavior that will accomplish a part of the primary task. At this level, the example computer specifications might be broken down into sub-systems such as a central processing unit (CPU) to perform the computation and random access memory (RAM) to hold the inputs and outputs of the computation. One level down from the algorithmic level is the register transfer level (RTL). At this level, the details of how data is moved between and within sub-systems are described in addition to how the data is manipulated based on system inputs. One level down from the RTL level is the gate level. At this level, the design is described using basic gates and registers (or storage elements). The gate level is essentially a schematic (either graphically or text-based) that contains the components and connections that will implement the functionality from the above levels of abstraction. One level down from the gate level is the circuit level. The circuit level describes the operation of the basic gates and registers using transistors, wires and other electrical components such as resistors and capacitors. Finally, the lowest level of design abstraction is the material level. This level describes how different materials are combined and shaped in order to implement the transistors, devices and wires from the circuit level.
              
                
              
              
              
            

              
              
            

              
              
            

              
              
            

              
              
            

HDLs are designed to model behavior at all of these levels with the exception of the material level. While there is some capability to model circuit level behavior such as MOSFETs as ideal switches and pull-up/pull-down resistors, HDLs are not typically used at the circuit level. Another graphical depiction of design abstraction is known as the Gajski and Kuhn’s Y-chart. A Y-chart depicts abstraction across three different design domains: behavioral, structural and physical. Each of these design domains contains levels of abstraction (i.e., system, algorithm, RTL, gate, and circuit). An example Y-chart is shown in Fig. 5.3. 
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Fig. 5.3Y-Chart of design abstraction





A Y-chart also depicts how the abstraction levels of different design domains are related to each other. A top-down design flow can be visualized in a Y-chart by spiraling inward in a clockwise direction. Moving from the behavioral domain to the structural domain is the process of synthesis. Whenever synthesis is performed, the resulting system should be compared with the prior behavioral description. This checking is called verification. The process of creating the physical circuitry corresponding to the structural description is called implementation. The spiral continues down through the levels of abstraction until the design is implemented at a level that the geometries representing circuit elements (transistors, wires, etc.) are ready to be fabricated in silicon. Figure 5.4 shows the top-down design process depicted as an inward spiral on the Y-chart.
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Fig. 5.4Y-Chart illustrating top-down design approach





The Y-chart represents a formal approach for large digital systems. For large systems that are designed by teams of engineers, it is critical that a formal, top-down design process is followed to eliminate potentially costly design errors as the implementation is carried out at lower levels of abstraction.
Concept Check

CC5.2 Why is abstraction an essential part of engineering design?	(A)Without abstraction all schematics would be drawn at the transistor-level.


 

	(B)Abstraction allows computer programs to aid in the design process.


 

	(C)Abstraction allows the details of the implementation to be hidden while the higher-level systems are designed. Without abstraction, the details of the implementation would overwhelm the designer.


 

	(D)Abstraction allows analog circuit designers to include digital blocks in their systems.


 







5.3 The Modern Digital Design Flow
When performing a smaller design or the design of fully-contained sub-systems, the process can be broken down into individual steps. These steps are shown in Fig. 5.5. This process is given generically and applies to both classical and modern digital design. The distinction between classical and modern is that modern digital design uses HDLs and automated CAD tools for simulation, synthesis, place and route, and verification. 
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Fig. 5.5Generic digital design flow





This generic design process flow can be used across classical and modern digital design, although modern digital design allows additional verification at each step using automated CAD tools. Figure 5.6 shows how this flow is used in the classical design approach of a combinational logic circuit. 
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Fig. 5.6Classical digital design flow





The modern design flow based on HDLs includes the ability to simulate functionality at each step of the process. Functional simulations can be performed on the initial behavioral description of the system. At each step of the design process the functionality is described in more detail, ultimately moving toward the fabrication step. At each level, the detailed information can be included in the simulation to verify that the functionality is still correct and that the design is still meeting the original specifications. Figure 5.7 shows the modern digital design flow with the inclusion of simulation capability at each step.[image: A420020_1_En_5_Fig7_HTML.gif]
Fig. 5.7Modern digital design flow





Concept Check

CC5.3 Why did digital designs move from schematic-entry to text-based HDLs?	(A)HDL models could be much larger by describing functionality in text similar to traditional programming language.


 

	(B)Schematics required sophisticated graphics hardware to display correctly.


 

	(C)Schematics symbols became too small as designs became larger.


 

	(D)Text was easier to understand by a broader range of engineers.


 







5.4 Verilog Constructs
Now we begin looking at the details of Verilog. The original Verilog standard (IEEE 1364) has been updated numerous times since its creation in 1995. The most significant update occurred in 2001, which was titled IEEE 1394–2001. In 2005 minor corrections and improvements were added to the standard, which resulted in IEEE 1394–2005. The constructs described in this book reflect the functionality in the IEEE 1394–2005 standard. The functionality of Verilog (e.g., operators, signal types, functions, etc.) is defined within the Verilog standard, thus it is not necessary to explicitly state that a design is using the IEEE 1394 package because it is inherent in the use of Verilog. This chapter gives an overview of the basic constructs of Verilog in order to model simple combinational logic circuits and begin gaining experience with logic simulations. The more advanced constructs of Verilog are covered in Chap. 8 with examples given throughout Chaps. 9, 10, 11, 12, and 13.
A Verilog design describes a single system in a single file. The file has the suffix *.v. Within the file, the system description is contained within a module. The module includes the interface to the system (i.e., the inputs and outputs) and the description of the behavior. Figure 5.8 shows a graphical depiction of a Verilog file.[image: A420020_1_En_5_Fig8_HTML.gif]
Fig. 5.8The anatomy of a Verilog file





Verilog is case sensitive. Also, each Verilog assignment, definition or declaration is terminated with a semicolon (;). As such, line wraps are allowed and do not signify the end of an assignment, definition or declaration. Line wraps can be used to make Verilog more readable. Comments in Verilog are supported in two ways. The first way is called a line comment and is preceded with two slashes (i.e., //). Everything after the slashes is considered a comment until the end of the line. The second comment approach is called a block comment and begins with /* and ends with a */. Everything between /* and */ is considered a comment. A block comment can span multiple lines. All user-defined names in Verilog must start with an alphabetic letter, not a number. User-defined names are not allowed to be the same as any Verilog keyword. This chapter contains many definitions of syntax in Verilog. The following notations will be used throughout the chapter when introducing new constructs.	
                        bold
                      
	 = Verilog keyword, use as is, case sensitive.

	
                        italics
                      
	 = User-defined name, case sensitive.

	<>
	 = A required characteristic such as a data type, input/output, etc.





5.4.1 Data Types
In Verilog, every signal, constant, variable and function must be assigned a data type. The IEEE 1394–2005 standard provides a variety of pre-defined data types. Some data types are synthesizable, while others are only for modeling abstract behavior. The following are the most commonly used data types in the Verilog language.



5.4.1.1 Value Set
Verilog supports four basic values that a signal can take on: 0, 1, X, and Z. Most of the pre-defined data types in Verilog store these values. A description of each value supported is given below.	Value
	Description

	0
	A logic zero, or false condition.
                              
                              
                            


	1
	A logic one, or true condition.

	x or X
	Unknown or uninitialized.

	z or Z
	High impedance, tri-stated, or floating.





In Verilog, these values also have an associated strength. The strengths are used to resolve the value of a signal when it is driven by multiple sources. The names, syntax and relative strengths are given below.	Strength
	Description
	Strength level

	supply1
	Supply drive for VCC

	7
                              
                              
                            


	supply0
	Supply drive for VSS, or GND
	7

	strong1
	Strong drive to logic one
	6

	strong0
	Strong drive to logic zero
	6

	pull1
	Medium drive to logic one
	5

	pull0
	Medium drive to logic zero
	5

	large
	Large capacitive
	4

	weak1
	Weak drive to logic one
	3

	weak0
	Weak drive to logic zero
	3

	medium
	Medium capacitive
	2

	small
	Small capacitive
	1

	highz1
	High impedance with weak pull-up to logic one
	0

	highz0
	High impedance with weak pull-down to logic zero
	0





When a signal is driven by multiple drivers, it will take on the value of the driver with the highest strength. If the two drivers have the same strength, the value will be unknown. If the strength is not specified, it will default to strong drive, or level 6.
                  
                  
                


5.4.1.2 Net Data Types
Every signal within Verilog must be associated with a data type. A net data type is one that models an interconnection (aka., a net) between components and can take on the values 0, 1, X, and Z. A signal with a net data type must be driven at all times and updates its value when the driver value changes. The most common synthesizable net data type in Verilog is the wire. The type wire will be used throughout this text. There are also a variety of other more advanced net data types that model complex digital systems with multiple drivers for the same net. The syntax and description for all Verilog net data types are given below.	Type
	Description

	wire
	A simple connection between components.
                              
                              
                            


	wor
	Wired-OR. If multiple drivers, their values are OR’d together.

	wand
	Wired-AND’d. If multiple drivers, their values are AND’d together.

	supply0
	Used to model the VSS, (GND), power supply (supply strength inherent).

	supply1
	Used to model the VCC power supply (supply strength inherent).

	tri
	Identical to wire. Used for readability for a net driven by multiple sources.

	trior
	Identical to wor. Used for readability for nets driven by multiple sources.

	triand
	Identical to wand. Used for readability for nets driven by multiple sources.

	tri1
	Pulls up to logic one when tri-stated.

	tri0
	Pulls down to logic zero when tri-stated.

	trireg
	Holds last value when tri-stated (capacitance strength inherent).





Each of these net types can also have an associated drive strength. The strength is used in determining the final value of the net when it is connected to multiple drivers.

5.4.1.3 Variable Data Types
Verilog also contains data types that model storage. These are called variable data types. A variable data type can take on the values 0, 1, X, and Z, but does not have an associated strength. Variable data types will hold the value assigned to them until their next assignment. The syntax and description for the Verilog variable data types are given below.	Type
	Description

	reg
	A variable that models logic storage. Can take on values 0, 1, X, and Z.
                              
                              
                            


	integer
	A 32-bit, 2’s complement variable representing whole numbers between −2,147,483,64810 to +2,147,483,647.

	real
	A 64-bit, floating point variable representing real numbers between –(2.2x10−308)10 to +(2.2x10308)10.

	time
	An unsigned, 64-bit variable taking on values from 010 to +(9.2x1018).

	realtime
	Same as time. Just used for readability.






5.4.1.4 Vectors
In Verilog, a vector is a one-dimensional array of elements. All of the net data types, in addition to the variable type reg, can be used to form vectors. The syntax for defining a vector is as follows:


<type> [<MSB_index>:<LSB_index>] vector_name





While any range of indices can be used, it is common practice to have the LSB index start at zero.
Example:

wire [7:0] Sum; // This defines an 8-bit vector called “Sum” of type wire. The
 // MSB is given the index 7 while the LSB is given the index 0.


reg [15:0] Q; // This defines a 16-bit vector called “Q” of type reg.




Individual bits within the vector can be addressed using their index. Groups of bits can be accessed using an index range.Sum[0]; // This is the least significant bit of the vector “Sum” defined above.

Q[15:8]; // This is the upper 8-bits of the 16-bit vector “Q” defined above.





5.4.1.5 Arrays
An array is a multi-dimensional array of elements. This can also be thought of as a “vector of vectors”. Vectors within the array all have the same dimensions. To declare an array, the element type and dimensions are defined first followed by the array name and its dimensions. It is common practice to place the start index of the array on the left side of the “:” when defining its dimensions. The syntax for the creation of an array is shown below.
                  
                  
                
<element_type> [<MSB_index>:<LSB_index>] array_name [<array_start_index>:<array_end_index>];





Example:
reg[7:0] Mem[0:4095]; // Defines an array of 4096, 8-bit vectors of type reg.
integer A[1:100]; // Defines an array of 100 integers.




When accessing an array, the name of the array is given first, followed by the index of the element. It is also possible to access an individual bit within an array by adding appending the index of element.
Example:Mem[2]; // This is the 3rd element within the array named “Mem”.
   // This syntax represents an 8-bit vector of type reg.

Mem[2][7]; // This is the MSB of the 3rd element within the array named “Mem”.
 // This syntax represents a single bit of type reg.

A[2]; // This is the 2nd element within the array named “A”. Recall
 // that A was declared with a starting index of 1.
 // This syntax represents a 32-bit, signed integer.





5.4.1.6 Expressing Numbers Using Different Bases
If a number is simply entered into Verilog without identifying syntax, it is treated as an integer. However, Verilog supports defining numbers in other bases. Verilog also supports an optional bit size and sign of a number. When defining the value of arrays, the “_” can be inserted between numerals to improve readability. The “_” is ignored by the Verilog compiler. Values of numbers can be entered in either upper or lower case (i.e., z or Z, f or F, etc.). The syntax for specifying the base of a number is as follows:
 <size_in_bits>’<base><value>




Note that specifying the size is optional. If it is omitted, the number will default to a 32-bit vector with leading zeros added as necessary. The supported bases are as follows:	Syntax
	
Description

	‘b
	Unsigned binary 





	‘o
	Unsigned octal 





	‘d
	Unsigned decimal 





	‘h
	Unsigned hexadecimal 





	‘sb
	Signed binary

	‘so
	Signed octal

	‘sd
	Signed decimal

	‘sh
	Signed hexadecimal





Example: 10 // This is treated as decimal 10, which is a 32-bit signed vector.
 4’b1111 // A 4-bit number with the value 11112.
 8’b1011_0000 // An 8-bit number with the value 101100002.
 8’hFF // An 8-bit number with the value 111111112.
 8’hff // An 8-bit number with the value 111111112.
 6’hA // A 6-bit number with the value 0010102. Note that leading zeros
 // were added to make the value 6-bits.
 8’d7 // An 8-bit number with the value 000001112.
 32’d0 // A 32-bit number with the value 0000_000016.
 ’b1111 // A 32-bit number with the value 0000_000F16.
 8’bZ // An 8-bit number with the value ZZZZ_ZZZZ.





5.4.1.7 Assigning Between Different Types
Verilog is said to be a weakly-typed (or loosely typed) language, meaning that it permits assignments between different data types. This is as opposed to a strongly-typed language (such as VHDL) where signal assignments are only permitted between like types. The reason Verilog permits assignment between different types is because it treats all of its types as just groups of bits. When assigning between different types, Verilog will automatically truncate or add leading bits as necessary to make the assignment work. The following examples illustrate how Verilog handles a few assignments between different types. Assume that a variable called ABC_TB has been declared as type reg[2:0].
Example:
ABC_TB = 2’b00; // ABC_TB will be assigned 3’b000. A leading bit is automatically added.

ABC_TB = 5; // ABC_TB will be assigned 3’b101. The integer is truncated to 3-bits.

ABC_TB = 8; // ABC_TB will be assigned 3’b000. The integer is truncated to 3-bits.






5.4.2 The Module
All systems in Verilog are encapsulated inside of a module. Modules can include instantiations of lower-level modules in order to support hierarchical designs. The keywords module and endmodule signify the beginning and end of the system description. When working on large designs, it is common practice to place each module in its own file with the same name. module module_name (port_list); // Pre Verilog-2001
 // port_definitions

 // module_items


                    endmodule
                  




or module module_name (port_list and port_definitions); // Verilog-2001 and after
 // module_items


                    endmodule
                  




5.4.2.1 Port Definitions
The first item within a module is its definition of the inputs and outputs, or ports. Each port needs to have a user-defined name, a direction, and a type. The user-defined port names are case sensitive and must begin an alphabetic character. The port directions are declared to be one of the three types: input, output, and inout. A port can take on any of the previously described data types, but only wires, registers, and integers are synthesizable. Port names with the same type and direction can be listed on the same line separated by commas.
There are two different port definition styles supported in Verilog. Prior to the Verilog-2001 release, the port names were listed within parentheses after the module name. Then within the module, the directionality and type of the ports were listed. Starting with the Verilog-2001 release, the port directions and types could be included alongside the port names within the parenthesis after the module name. This approach mimicked more of an ANSCI-C approach to passing inputs/outputs to a system. In this text, the newer approach to port definition will be used. Example 5.1 shows multiple approaches for defining a module and its ports.[image: A420020_1_En_5_Fig9_HTML.gif]
Example 5.1Declaring Verilog module ports






5.4.2.2 Signal Declarations
A signal that is used for internal connections within a system is declared within the module before its first use. Each signal must be declared by listing its type followed by a user-defined name. Signal names of like type can be declared on the same line separated with a comma. All of the legal data types described above can be used for signals; however, only types net, reg, and integer will synthesize directly. The syntax for a signal declaration is as follows:


<type> name
;





Example:
wire node1; // declare a signal named “node1” of type wire

reg Q2, Q1, Q0; // declare three signals named “Q2”, “Q1”, and “Q0”, all of type reg

wire [63:0] bus1; // declare a 64-bit vector named “bus1” with all bits of type wire

integer i,j; // declare two integers called “i” and “j”




Verilog supports a hierarchical design approach, thus signal names can be the same within a sub-system as those at a higher level without conflict. Figure 5.9 shows an example of legal signal naming in a hierarchical design.[image: A420020_1_En_5_Fig10_HTML.gif]
Fig. 5.9Verilog signals and systems






5.4.2.3 Parameter Declarations
A parameter, or constant, is useful for representing a quantity that will be used multiple times in the architecture. The syntax for declaring a parameter is as follows:
                  
                  
                

parameter <type> constant_name = <value>;




Note that the type is optional and can only be integer, time, real, or realtime. If a type is provided, the parameter will have the same properties as a variable of the same time. If the type is excluded, the parameter will take on the type of the value assigned to it.
Example:
parameter BUS_WIDTH = 64;
parameter NICKEL = 8’b0000_0101;




Once declared, the constant name can be used throughout the module. The following example illustrates how we can use a constant to define the size of a vector. Notice that since we defined the constant to be the actual width of the vector (i.e., 32-bits), we need to subtract one from its value when defining the indices (i.e., [31:0]).
Example: wire [BUS_WIDTH-1:0] BUS_A; // It is acceptable to add a “space” for readability





5.4.2.4 Compiler Directives
A compiler directive provides additional information to the simulation tool on how to interpret the Verilog model. A compiler directive is placed before the module definition and is preceded with a backtick (i.e., `). Note that this is not an apostrophe. A few of the most commonly used compiler directives are as follows:	Syntax
	Description

	
`timescale < unit>,<precision>
	Defines the timescale of the delay unit and its smallest precision 
                              
                              
                            

                              
                              
                              
                            


	
`include < filename>
	
                            Includes additional files in the compilation 



                          

	`define < macroname > <value>
	Declares a global constant 
                              
                              
                              
                            






Example: `timescale 1ns/1ps // Declares the unit of time is 1 ns with a precision of 1ps.
 // The precision is the smallest amount that the time can
 // take on. For example, with this directive the number
 // 0.001 would be interpreted as 0.001 ns, or 1 ps.
 // However, the number 0.0001 would be interpreted as 0 since
 // it is smaller than the minimum precision value.






5.4.3 Verilog Operators
There are a variety of pre-defined operators in the Verilog standard. It is important to note that operators are defined to work on specific data types and that not all operators are synthesizable.



5.4.3.1 Assignment Operator
Verilog uses the equal sign (=) to denote an assignment. The left-hand side (LHS) of the assignment is the target signal. The right-hand side (RHS) contains the input arguments and can contain both signals, constants, and operators.




Example: F1 = A; // F1 is assigned the signal A
 F2 = 4’hAA; // F2 is an 8-bit vector and is assigned the value 101010102






5.4.3.2 Bitwise Logical Operators
Bitwise operators perform logic functions on individual bits. The inputs to the operation are single bits and the output is a single bit. In the case where the inputs are vectors, each bit in the first vector is operated on by the bit in the same position from the second vector. If the vectors are not the same length, the shorter vector is padded with leading zeros to make both lengths equal. Verilog contains the following bitwise operators:



	Syntax
	Operation

	~
	Negation

	&
	AND

	|
	OR

	^
	XOR

	~^ or ^~
	XNOR

	<<
	Logical shift left (fill empty LSB location with zero)

	>>
	Logical shift right (fill empty MSB location with zero)





Example: ~X // invert each bit in X
 X & Y // AND each bit of X with each bit of Y
 X | Y // OR each bit of X with each bit of Y
 X ^ Y // XOR each bit of X with each bit of Y
 X ~^ Y // XNOR each bit of X with each bit of Y
 X << 3 // Shift X left 3 times and fill with zeros
 Y >> 2 // Shift Y right 2 times and fill with zeros





5.4.3.3 Reduction Logic Operators
A reduction operator is one that uses each bit of a vector as individual inputs into a logic operation and produces a single bit output. Verilog contains the following reduction logic operators.



	Syntax
	Operation

	&
	AND all bits in the vector together (1-bit result)

	~&
	NAND all bits in the vector together (1-bit result)

	|
	OR all bits in the vector together (1-bit result)

	~|
	NOR all bits in the vector together (1-bit result)

	^
	XOR all bits in the vector together (1-bit result)

	~^ or ^~
	XNOR all bits in the vector together (1-bit result)





Example: &X // AND all bits in vector X together
 ~&X // NAND all bits in vector X together
 |X // OR all bits in vector X together
 ~|X // NOR all bits in vector X together
 ^X // XOR all bits in vector X together
 ~^X // XNOR all bits in vector X together





5.4.3.4 Boolean Logic Operators
A Boolean logic operator is one that returns a value of TRUE (1) or FALSE (0) based on a logic operation of the input operations. These operations are used in decision statements.



	Syntax
	Operation

	!
	Negation

	&&
	AND

	||
	OR





Example: !X // TRUE if all values in X are 0, FALSE otherwise
 X && Y // TRUE if the bitwise AND of X and Y results in all ones, FALSE otherwise
 X || Y // TRUE if the bitwise OR of X and Y results in all ones, FALSE otherwise





5.4.3.5 Relational Operators
A relational operator is one that returns a value of TRUE (1) or FALSE (0) based on a comparison of two inputs.



	Syntax
	
Description

	==
	Equality

	!=
	Inequality

	<
	Less than

	>
	Greater than

	<=
	Less than or equal

	>=
	Greater than or equal





Example: X == Y // TRUE if X is equal to Y, FALSE otherwise
 X != Y // TRUE if X is not equal to Y, FALSE otherwise
 X < Y // TRUE if X is less than Y, FALSE otherwise
 X > Y // TRUE if X is greater than Y, FALSE otherwise
 X <= Y // TRUE if X is less than or equal to Y, FALSE otherwise
 X >= Y // TRUE if X is greater than or equal to Y, FALSE otherwise





5.4.3.6 Conditional Operators
Verilog contains a conditional operator that can be used to provide a more intuitive approach to modeling logic statements. The keyword for the conditional operator is ? with the following syntax:
                  
                  
                  
                

<target_net> = <Boolean_condition> ? <true_assignment> : <false_assignment>;





This operator specifies a Boolean condition in which if evaluated TRUE, the true_assignment will be assigned to the target. If the Boolean condition is evaluated FALSE, the false_assignment portion of the operator will be assigned to the target. The values in this assignment can be signals or logic values. The Boolean condition can be any combination of the Boolean operators described above. Nested conditional operators can also be implemented by inserting subsequent conditional operators in place of the false_value.
Example:F = (A == 1’b0) ? 1’b1 : 1’b0; // If A is a zero, F=1, otherwise F=0.
 This models an inverter.

F = (sel == 1’b0) ? A : B; // If sel is a zero, F=A, otherwise F=B.
 This models a selectable switch.

F = ((A == 1’b0) && (B == 1’b0)) ? 1’b’0 : // Nested conditional statements.
 ((A == 1’b0) && (B == 1’b1)) ? 1’b’1 : // This models an XOR gate.
 ((A == 1’b1) && (B == 1’b0)) ? 1’b’1 :
 ((A == 1’b1) && (B == 1’b1)) ? 1’b’0;

F = ( !C && (!A || B) ) ? 1'b1 : 1'b0; // This models the logic expression
 // F = C’·(A’+B).





5.4.3.7 Concatenation Operator
In Verilog, the curly brackets (i.e., {}) are used to concatenate multiple signals. The target of this operation must be the same size of the sum of the sizes of the input arguments.
                  
                  
                  
                

Example:Bus1[7:0] = {Bus2[7:4], Bus3[3:0]}; // Assuming Bus1, Bus2, and Bus3 are all 8-bit
 // vectors, this operation takes the upper 4-bits of

 // Bus2, concatenates them with the lower 4-bits of

 // Bus3, and assigns the 8-bit combination to Bus1.


BusC = {BusA, BusB}; // If BusA and BusB are 4-bits, then BusC
 // must be 8-bits.

BusC[7:0] = {4’b0000, BusA}; // This pads the 4-bit vector BusA with 4x leading

 // zeros and assigns to the 8-bit vector BusC.





5.4.3.8 Replication Operator
Verilog provides the ability to concatenate a vector with itself through the replication operator. This operator uses double curly brackets (i.e., {{}}) and an integer indicating the number of replications to be performed. The replication syntax is as follows:
                  
                  
                  
                

{<number_of_replications>{<vector_name_to_be_replicated>}}





Example:BusX = {4{Bus1}}; // This is equivalent to: BusX = {Bus1, Bus1, Bus1, Bus1};
BusY = {2{A,B}}; // This is equivalent to: BusY = {A, B, A, B};
BusZ = {Bus1, {2{Bus2}}}; // This is equivalent to: BusZ = {Bus1, Bus2, Bus2};





5.4.3.9 Numerical Operators
Verilog also provides a set of numerical operators as follows:



	Syntax
	Operation

	+
	Addition

	−
	Subtraction (when placed between arguments)

	−
	2’s complement negation (when placed in front of an argument)

	*
	Multiplication

	/
	Division

	%
	Modulus

	**
	Raise to the power

	<<<
	Shift to the left, fill with zeros

	<<<
	Shift to the right, fill with sign bit





Example: X + Y // Add X to Y
 X - Y // Subtract Y from X
 -X // Take the two’s complement negation of X
 X * Y // Multiply X by Y
 X / Y // Divide X by Y
 X % Y // Modulus X/Y
 X ** Y // Raise X to the power of Y
 X <<< 3 // Shift X left 3 times, fill with zeros
 X >>> 2 // Shift X right 2 times, fill with sign bit




Verilog will allow the use of these operators on arguments of different sizes, types and signs. The rules of the operations are as follows:	If two vectors are of different sizes, the smaller vector is expanded to the size of the larger vector.	If the smaller vector is unsigned, it is padded with zeros.

	If the smaller vector is signed, it is padded with the sign bit.







	If one of the arguments is real, then the arithmetic will take place using real numbers.

	If one of the arguments is unsigned, then all arguments will be treated as unsigned.







5.4.3.10 Operator Precedence
The following is the order of precedence of the Verilog operators:



	Operators
	Precedence
	Notes

	! ~ + −
	Highest
	Bitwise/Unary

	{} {{}}
	 	Concatenation/Replication

	()
	↓
	No operation, just parenthesis

	**
	 	Power

	* / %
	 	Binary Multiply/Divide/Modulo

	+ −
	↓
	Binary Addition/Subtraction

	<< >> <<< >>>
	 	Shift Operators

	< <= > > =
	 	Greater/Less than Comparisons

	==! =
	↓
	Equality/Inequality Comparisons

	& ~ &
	 	AND/NAND Operators

	^ ~^
	 	XOR/XNOR Operators

	| ~|
	↓
	OR/NOR Operators

	&&
	 	Boolean AND

	||
	 	Boolean OR

	?:
	Lowest
	Conditional Operator





Concept Check

CC5.4(a) What revision of Verilog added the ability to list the port names, types, and directions just once after the module name?	(A)Verilog-1995.


 

	(B)Verilog-2001.


 

	(C)Verilog-2005.


 

	(D)SystemVerilog.


 






CC5.4(b) What is the difference between types wire and reg?	(A)They are the same.


 

	(B)The type wire is a simple interconnection while reg will hold the value of its last assignment.


 

	(C)The type wire is for scalars while the type reg is for vectors.


 

	(D)Only wire is synthesizable.


 









5.5 Modeling Concurrent Functionality in Verilog
It is important to remember that Verilog is a hardware description language, not a programming language. In a programming language, the lines of code are executed sequentially as they appear in the source file. In Verilog, the lines of code represent the behavior of real hardware. Thus, the assignments are executed concurrently unless specifically noted otherwise.
5.5.1 Continuous Assignment
Verilog uses the keyword assign to denote a continuous signal assignment. After this keyword, an assignment is made using the = symbol. The left-hand side (LHS) of the assignment is the target signal and must be a net type. The right hand side (RHS) contains the input arguments and can contain nets, regs, constants, and operators. A continuous assignment models combinational logic. Any change to the RHS of the expression will result in an update to the LHS target net.



Example:
 assign F1 = A; // F1 is updated anytime A changes, where A is a signal
 assign F2 = 1’b0; // F2 is assigned the value 0
 assign F3 = 4’hAA; // F3 is an 8-bit vector and is assigned the value 101010102





Each individual assignment will be executed concurrently and synthesized as separate logic circuits. Consider the following example.
Example:
 assign X = A;
 assign Y = B;
 assign Z = C;




When simulated, these three lines of Verilog will make three separate signal assignments at the exact same time. This is different from a programming language that will first assign A to X, then B to Y and finally C to Z. In Verilog this functionality is identical to three separate wires. This description will be directly synthesized into three separate wires.
Below is another example of how continuous signal assignments in Verilog differ from a sequentially executed programming language.
Example:
 assign A = B;
 assign B = C;




In a Verilog simulation, the signal assignments of C to B and B to A will take place at the same time. This means during synthesis, the signal B will be eliminated from the design since this functionality describes two wires in series. Automated synthesis tools will eliminate this unnecessary signal name. This is not the same functionality that would result if this example was implemented as a sequentially executed computer program. A computer program would execute the assignment of B to A first, then assign the value of C to B second. In this way, B represents a storage element that is passed to A before it is updated with C.

5.5.2 Continuous Assignment with Logical Operators
Each of the logical operators described in Sect. 5.4.3.2 can be used in conjunction with concurrent signal assignments to create individual combinational logic circuits. Example 5.2 shows how to design a Verilog model of a combinational logic circuit using this approach. 


[image: A420020_1_En_5_Fig11_HTML.gif]
Example 5.2Modeling combinational logic using continuous assignment with logical operators






5.5.3 Continuous Assignment with Conditional Operators
Logical operators are good for describing the behavior of small circuits; however, in the prior example we still needed to create the canonical sum of products logic expression by hand before describing the functionality in Verilog. The true power of an HDL is when the behavior of the system can be described fully without requiring any hand design. The conditional operator allows us to describe a continuous assignment using Boolean conditions that effect the values of the result. In this approach, we use the conditional operator (?) in conjunction with the continuous assignment keyword assign. Example 5.3 shows how to design a Verilog model of a combinational logic circuit using continuous assignment with conditional operators. Note that this example uses the same truth table as in Example 5.2 to illustrate a comparison between approaches. 
                
                
              
[image: A420020_1_En_5_Fig12_HTML.gif]
Example 5.3Modeling combinational logic using continuous assignment with conditional operators (1)





In the prior example, the conditional operator was based on a truth table. Conditional operators can also be used to model logic expressions. Example 5.4 shows how to design a Verilog model of a combinational logic circuit when the logic expression is already known. Note that this example again uses the same truth table as in Example 5.2 and Example 5.3 to illustrate a comparison between approaches.[image: A420020_1_En_5_Fig13_HTML.gif]
Example 5.4Modeling combinational logic using continuous assignment with conditional operators (2)






5.5.4 Continuous Assignment with Delay
Verilog provides the ability to model gate delays when using a continuous assignment. The # is used to indicate a delayed assignment. For combinational logic circuits, the delay can be specified for all transitions, for rising and falling transitions separately, and for rising, falling, and transitions to the value off separately. A transition to off refers to a transition to Z. If only one delay parameter is specified, it is used to model all delays. If two delay parameters are specified, the first parameter is used for the rise time delay while the second is used to model the fall time delay. If three parameters are specified, the third parameter is used to model the transition to off. Parenthesis are optional but recommended when using multiple delay parameters.
assign #(<del_all>) <target_net> = <RHS_nets, operators, etc…>;

assign #(<del_rise, del_fall>) <target_net> = <RHS_nets, operators, etc…>;

assign #(<del_rise, del_fall, del_off>) <target_net> = <RHS_nets, operators, etc…>;




Example:
assign #1 F = A; // Delay of 1 on all transitions.
assign #(2,3) F = A; // Delay of 2 for rising transitions and 3 for falling.
assign #(2,3,4) F = A; // Delay of 2 for rising, 3 for falling, and 4 for off transitions.




When using delay, it is typical to include the `timescale directive to provide the units of the delay being specified. Example 5.5 shows a graphical depiction of using delay with continuous assignments when modeling combinational logic circuits. 
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Example 5.5Modeling delay in continuous assignments






Verilog also provides a mechanism to model a range of delays that are selected by a switch set in the CAD compiler. There are three delays categories that can be specified: minimum, typical, and maximum. The delays are separated by a “:”. The following is the syntax of how to use the delay range capability.

assign #(<min>:<typ>:<max>) <target_net> = <RHS_nets, operators, etc.…>;




Example:
assign #(1:2:3) F = A; // Specifying a range of delays for all transitions.

assign #(1:1:2, 2:2:3) F = A; // Specifying a range of delays for rising/falling.

assign #(1:1:2, 2:2:3, 4:4:5) F = A; //
Specifying a range of delays for each transition.





The delay modeling capability in continuous assignment is designed to model the behavior of real combinational logic with respect to short duration pulses. When a pulse is shorter than the delay of the combinational logic gate, the pulse is ignored. Ignoring brief input pulses on the input accurately models the behavior of on-chip gates. When the input pulse is faster than the delay of the gate, the output of the gate does not have time to respond. As a result, there will not be a logic change on the output. This is called inertial delay modeling and is the default behavior when using continuous assignments. Example 5.6 shows a graphical depiction of inertial delay behavior in Verilog.[image: A420020_1_En_5_Fig15_HTML.gif]
Example 5.6Inertial delay modeling when using continuous assignment





Concept Check

CC5.5(a) Why is concurrency such an important concept in HDLs?	(A)Concurrency is a feature of HDLs that can’t be modeled using schematics.


 

	(B)Concurrency allows automated synthesis to be performed.


 

	(C)Concurrency allows logic simulators to display useful system information.


 

	(D)Concurrency is necessary to model real systems that operate in parallel.


 






CC5.5(b) Why does modeling combinational logic in its canonical form with continuous assignment with logical operators defeat the purpose of the modern digital design flow?	(A)It requires the designer to first create the circuit using the classical digital design approach and then enter it into the HDL in a form that is essentially a text-based netlist. This doesn’t take advantage of the abstraction capabilities and automated synthesis in the modern flow.


 

	(B)It cannot be synthesized because the order of precedence of the logical operators in Verilog doesn’t match the precedence defined in Boolean algebra.


 

	(C)The circuit is in its simplest form so there is no work for the synthesizer to do.


 

	(D)It doesn’t allow an else clause to cover the outputs for any remaining input codes not explicitly listed.


 








5.6 Structural Design and Hierarchy
Structural design in Verilog refers to including lower-level sub-systems within a higher-level module in order to produce the desired functionality. This is called hierarchy, and is a good design practice because it enables design partitioning. A purely structural design will not contain any behavioral constructs in the module such as signal assignments, but instead just contain the instantiation and interconnections of other sub-systems. A sub-system in Verilog is simply another module that is called by a higher-level module. Each lower-level module that is called is executed concurrently by the calling module.



5.6.1 Lower-Level Module Instantiation
The term instantiation refers to the use or inclusion of a lower-level module within a system. In Verilog, the syntax for instantiating a lower-level module is as follows.

                    module_name <instance_identifier>
                    (
                    port mapping…
                    );
                  




The first portion of the instantiation is the module name that is being called. This must match the lower level module name exactly, including case. The second portion of the instantiation is an optional instance identifier. Instance identifier are useful when instantiating multiple instances of the same lower-level module. The final portion of the instantiation is the port mapping. There are two techniques to connect signals to the ports of the lower-level module, explicit and positional.
                
                
                
              

5.6.1.1 Explicit Port Mapping
In explicit port mapping the names of the ports of the lower-level sub-system are provided along with the signals they are being connected to. The lower-level port name is preceded with a period (.) while the signal it is being connected is enclosed within parenthesis. The port connections can be listed in any order since the details of the connection (i.e., port name to signal name) are explicit. Each connection is separated by a comma. The syntax for explicit port mapping is as follows:
                  
                  
                  
                

module_name <instance identifier> (.port_name1
(
signal1
), .
port_name2
(
signal2
), etc.);





Example 5.7 shows how to design a Verilog model of a hierarchical system that consists of two lower-level modules.[image: A420020_1_En_5_Fig16_HTML.gif]
Example 5.7Verilog structural design using explicit port mapping






5.6.1.2 Positional Port Mapping
In positional port mapping the names of the ports of the lower-level modules are not explicitly listed. Instead, the signals to be connected to the lower-level system are listed in the same order in which the ports were defined in the sub-system. Each signal name is separated by a comma. This approach requires less text to describe the connection, but can also lead to misconnections due to inadvertent mistakes in the signal order. The syntax for positional port mapping is as follows:




                  module_name : <instance_identifier> (
signal1, signal2
, etc.);





Example 5.8 shows how to create the same structural Verilog model as in Example 5.7, but using positional port mapping instead.[image: A420020_1_En_5_Fig17_HTML.gif]
Example 5.8Verilog structural design using positional port mapping







5.6.2 Gate Level Primitives
Verilog provides the ability to model basic logic functionality through the use of primitives. A primitive is a logic operation that is simple enough that it doesn’t require explicit modeling. An example of this behavior can be a basic logic gate or even a truth table. Verilog provides a set of gate level primitives to model simple logic operations. These gate level primitives are not(), and(), nand(), or(), nor(), xor(), and xnor(). Each of these primitives are instantiated as lower-level sub-systems with positional port mapping. The port order for each primitive has the output listed first followed by the input(s). The output and each of the inputs are scalars. Gate level primitives do not need to explicitly created as they are provided as part of the Verilog standard. One of the benefits of using gate level primitives is that the number of inputs is easily scaled as each primitive can accommodate an increasing number of inputs automatically. Furthermore, modeling using this approach essentially provides a gate-level netlist, so it represents a very low-level, detailed gate level implementation that is ready for technology mapping. Example 5.9 shows how to use gate level primitives to model the behavior of a combinational logic circuit. 
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Example 5.9Modeling combinational logic circuits using gate level primitives






5.6.3 User-Defined Primitives
A user-defined primitive (UDP) is a system that describes the behavior of a low-level component using a logic table. This is very useful for creating combinational logic functionality that will be used numerous times. UDPs are also useful for large truth tables where it is more convenient to list the functionality in table form. UDPs are lower-level sub-systems that are intended to be instantiated in higher-level modules just like gate-level primitives, with the exception that the UPD needs to be created in its own file. The syntax for a UDP is as follows:
                
                
                
              

                
                
              
 primitive primitive_name (output output_name,

                    input
                    input_name1, input_name2, ...
                    );
                  

                    table
                  
 in1_val in2_val ...
: out_val;

 in1_val in2_val ...
: out_val;

 :

                    endtable
                  

                    endprimitive
                  




A UDP must list its output(s) first in the port definition. It also does not require types to be defined for the ports. For combinational logic UDPs, all ports are assumed to be of type wire. Example 5.10 shows how to design a user-defined primitive to implement a combinational logic circuit.[image: A420020_1_En_5_Fig19_HTML.gif]
Example 5.10Modeling combinational logic circuits with a user-defined primitive






5.6.4 Adding Delay to Primitives
Delay can be added to primitives using the same approach as described in Sect. 5.5.4. The delay is inserted after the primitive name but before the instance name.
Example:
not #2 U0 (An, A); // Gate level primitive for an inverter with delay of 2.

and #3 U3 (m0, An, Bn, Cn); // Gate level primitive for an AND gate with delay of 3.

SystemX_UDP #1 U0 (F, A, B, C); // UDP with a delay of 1.




Concept Check

CC5.6 Does the use of lower-level sub-modules model concurrent functionality? Why?	(A)No. Since the lower-level behavior of the module being instantiated may contain non-concurrent behavior, it is not known what functionality will be modeled.


 

	(B)Yes. The modules are treated like independent sub-systems whose behavior runs in parallel just as if separate parts were placed in a design.


 








5.7 Overview of Simulation Test Benches

One of the essential components of the modern digital design flow is verifying functionality through simulation. This simulation takes place at many levels of abstraction. For a system to be tested, there needs to be a mechanism to generate input patterns to drive the system and then observe the outputs to verify correct operation. The mechanism to do this in Verilog is called a test bench. A test bench is a file in Verilog that has no inputs or outputs. The test bench instantiates the system to be tested as a lower-level module. The test bench generates the input conditions and drives them into the input ports of the system being tested. Verilog contains numerous methods to generate stimulus patterns. Since a test bench will not be synthesized, very abstract behavioral modeling can be used to generate the inputs. The output of the system can be viewed as a waveform in a simulation tool. Verilog also has the ability to check the outputs against expected results and notify the user if differences occur. Figure 5.10 gives an overview of how test benches are used in Verilog. The techniques to generate the stimulus patterns are covered in Chap. 8.[image: A420020_1_En_5_Fig20_HTML.gif]
Fig. 5.10Overview of Verilog test benches





Concept Check

CC5.7 How can the output of a DUT be verified when it is connected to a signal that does not go anywhere?	(A)It can’t. The output must be routed to an output port on the test bench.


 

	(B)The values of any dangling signal are automatically written to a text file.


 

	(C)It is viewed in the logic simulator as either a waveform or text listing.


 

	(D)It can’t. A signal that does not go anywhere will cause an error when the Verilog file is compiled.


 






Summary

              	The modern digital design flow relies on computer aided engineering (CAE) and computer aided design (CAD) tools to manage the size and complexity of today’s digital designs.

	Hardware description languages (HDLs) allow the functionality of digital systems to be entered using text. VHDL and Verilog are the two most common HDLs in use today.

	In the 1980’s, two major HDLs emerged, VHDL and Verilog. VHDL was sponsored by the Department of Defense while Verilog was driven by the commercial industry. Both were later standardized by IEEE.

	The ability to automatically synthesize a logic circuit from a Verilog behavioral description became possible approximately 10 years after the original definition of Verilog. As such, only a sub-set of the behavioral modeling techniques in Verilog can be automatically synthesized.

	HDLs can model digital systems at different levels of design abstraction. These include the system, algorithmic, RTL, gate, and circuit levels. Designing at a higher level of abstraction allows more complex systems to be modeled without worrying about the details of the implementation.

	In a Verilog source file, all functionality is contained within a module. The first portion of the module is the port definition. The second portion contains declarations of internal signals/constants/parameters. The third portion contains the description of the behavior.

	A port is an input or output to a system that is defined as part of the initial module statement. A signal, or net, is an internal connection within the system that is declared inside of the module. A signal is not visible outside of the system.

	Instantiating other modules from within a higher-level module is how Verilog implements hierarchy. A lower-level module can be instantiated as many times as desired. An instance identifier is useful is keeping track of each instantiation. The ports of the component can be connected using either explicit or positional port mapping.

	
Concurrency is the term that describes operations being performed in parallel. This allows real-world system behavior to be modeled.

	Verilog provides the continuous assignment operator to support modeling concurrent systems. Complex logic circuits can be implemented by using continuous assignment with logical operators or conditional operators.

	Verilog sub-systems are also treated as concurrent sub-systems.

	Delay can be modeled in Verilog for all transitions, or for individual transitions (rise, fall, off). A range of delays can also be provided (min:typ:max). Delay can be added to continuous assignments and sub-system instantiations.

	Gate level primitives are provided in Verilog to implement basic logic functions (not, and, nand, or, nor, xor, xnor). These primitives are instantiated just like any other lower-level sub-system.

	User Defined Primitives are supported in Verilog that allow the functionality of a circuit to be described in table form.

	A simulation test bench is a Verilog file that drives stimulus into a device under test (DUT). Test benches do not have inputs or outputs and are not synthesizable.




            

Exercise Problems

              Section 5.1: History of HDLs
              	5.1.1What was the original purpose of Verilog?


 

	5.1.2Can all of the functionality that can be described in Verilog be simulated?


 

	5.1.3Can all of the functionality that can be described in Verilog be synthesized?


 




            

              Section 5.2: HDL Abstraction
              	5.2.1Give the level of design abstraction that the following statement relates to: if there is ever an error in the system, it should return to the reset state.



 

	5.2.2Give the level of design abstraction that the following statement relates to: once the design is implemented in a sum of products form, DeMorgan’s Theorem will be used to convert it to a NAND-gate only implementation.


 

	5.2.3Give the level of design abstraction that the following statement relates to: the design will be broken down into two sub-systems, one that will handle data collection and the other that will control data flow.


 

	5.2.4Give the level of design abstraction that the following statement relates to: the interconnect on the IC should be changed from aluminum to copper to achieve the performance needed in this design.


 

	5.2.5Give the level of design abstraction that the following statement relates to: the MOSFETs need to be able to drive at least 8 other loads in this design.



 

	5.2.6Give the level of design abstraction that the following statement relates to: this system will contain 1 host computer and support up to 1000 client computers.



 

	5.2.7Give the design domain that the following activity relates to: drawing the physical layout of the CPU will require six months of engineering time.


 

	5.2.8Give the design domain that the following activity relates to: the CPU will be connected to 4 banks of memory.



 

	5.2.9Give the design domain that the following activity relates to: the fan-in specifications for this logic family require excessive logic circuitry to be used.


 

	5.2.10Give the design domain that the following activity relates to: the performance specifications for this system require 1 TFLOP at < 5W.


 




            

              Section 5.3: The Modern Digital Design Flow
              	5.3.1Which step in the modern digital design flow does the following statement relate to: a CAD tool will convert the behavioral model into a gate-level description of functionality.


 

	5.3.2Which step in the modern digital design flow does the following statement relate to: after realistic gate and wiring delays are determined, one last simulation should be performed to make sure the design meets the original timing requirements.


 

	5.3.3Which step in the modern digital design flow does the following statement relate to: if the memory is distributed around the perimeter of the CPU, the wiring density will be minimized.


 

	5.3.4Which step in the modern digital design flow does the following statement relate to: the design meets all requirements so now I’m building the hardware that will be shipped.


 

	5.3.5Which step in the modern digital design flow does the following statement relate to: the system will be broken down into three sub-systems with the following behaviors.


 

	5.3.6Which step in the modern digital design flow does the following statement relate to: this system needs to have 10 Gbytes of memory.


 

	5.3.7Which step in the modern digital design flow does the following statement relate to: to meet the power requirements, the gates will be implemented in the 74HC logic family.


 




            

              Section 5.4: Verilog Constructs
              	5.4.1What is the name of the main design unit in Verilog?


 

	5.4.2What portion of the Verilog module describes the inputs and outputs.


 

	5.4.3What step is necessary if a system requires internal connections?


 

	5.4.4What are all the possible values that a Verilog net type can take on?


 

	5.4.5What is the highest strength that a value can take on in Verilog.


 

	5.4.6What is the range of decimal numbers that can be represented using the type integer in Verilog?


 

	5.4.7What is the width of the vector defined using the type [63:0] wire?


 

	5.4.8What is the syntax for indexing the most significant bit in the type [31:0] wire? Assume the vector is named example.


 

	5.4.9What is the syntax for indexing the least significant bit in the type [31:0] wire? Assume the vector is named example.


 

	5.4.10What is the difference between a wire and reg type?


 

	5.4.11How many bits is the type integer by default?


 

	5.4.12How many bits is the type real by default?



 




            

              Section 5.5: Modeling Concurrent Functionality in Verilog
              	5.5.1Design a Verilog model to implement the behavior described by the 3-input minterm list shown in Fig. 5.11. Use continuous assignment with logical operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.
[image: A420020_1_En_5_Fig21_HTML.gif]
Fig. 5.11System E functionality







 

	5.5.2Design a Verilog model to implement the behavior described by the 3-input minterm list shown in Fig. 5.11. Use continuous assignment with conditional operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.5.3Design a Verilog model to implement the behavior described by the 3-input maxterm list shown in Fig. 5.12. Use continuous assignment with logical operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.[image: A420020_1_En_5_Fig22_HTML.gif]
Fig. 5.12System F functionality







 

	5.5.4Design a Verilog model to implement the behavior described by the 3-input maxterm list shown in Fig. 5.12. Use continuous assignment with conditional operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.5.5Design a Verilog model to implement the behavior described by the 3-input truth table shown in Fig. 5.13. Use continuous assignment with logical operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.
[image: A420020_1_En_5_Fig23_HTML.gif]
Fig. 5.13System G functionality







 

	5.5.6Design a Verilog model to implement the behavior described by the 3-input truth table shown in Fig. 5.13. Use continuous assignment with conditional operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.5.7Design a Verilog model to implement the behavior described by the 4-input minterm list shown in Fig. 5.14. Use continuous assignment and logical operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.[image: A420020_1_En_5_Fig24_HTML.gif]
Fig. 5.14System I functionality







 

	5.5.8Design a Verilog model to implement the behavior described by the 4-input minterm list shown in Fig. 5.14. Use continuous assignment and conditional operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.5.9Design a Verilog model to implement the behavior described by the 4-input maxterm list shown in Fig. 5.15. Use continuous assignment and logical operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.[image: A420020_1_En_5_Fig25_HTML.gif]
Fig. 5.15System J functionality







 

	5.5.10Design a Verilog model to implement the behavior described by the 4-input maxterm list shown in Fig. 5.15. Use continuous assignment and conditional operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.5.11Design a Verilog model to implement the behavior described by the 4-input truth table shown in Fig. 5.16. Use continuous assignment and logical operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.[image: A420020_1_En_5_Fig26_HTML.gif]
Fig. 5.16System K functionality







 

	5.5.12Design a Verilog model to implement the behavior described by the 4-input truth table shown in Fig. 5.16. Use continuous assignment and conditional operators. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 




            

              Section 5.6: Structural Design in Verilog
              	5.6.1Design a Verilog model to implement the behavior described by the 3-input minterm list shown in Fig. 5.11. Use a structural design approach based on gate level primitives. This is considered structural because you will need to instantiate the gate level primitives just like a traditional sub-system; however, you don’t need to create the gate level modules as they are already built into the Verilog standard. You will need to determine a logic expression for the system prior to connecting the gate level primitives. You can use whatever approach you prefer to create the logic expression (i.e., canonical SOP/POS, minimized SOP/POS, etc.). Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.2Design a Verilog model to implement the behavior described by the 3-input minterm list shown in Fig. 5.11. Use a structural design approach based on a user defined primitive. This is considered structural because you will need to instantiate the user defined primitive just like a traditional sub-system. You will need to create both the upper level module and the lower-level UDP. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.3Design a Verilog model to implement the behavior described by the 3-input maxterm list shown in Fig. 5.12. Use a structural design approach based on gate level primitives. This is considered structural because you will need to instantiate the gate level primitives just like a traditional sub-system; however, you don’t need to create the gate level modules as they are already built into the Verilog standard. You will need to determine a logic expression for the system prior to connecting the gate level primitives. You can use whatever approach you prefer to create the logic expression (i.e., canonical SOP/POS, minimized SOP/POS, etc.). Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.4Design a Verilog model to implement the behavior described by the 3-input maxterm list shown in Fig. 5.12. Use a structural design approach based on a user defined primitive. This is considered structural because you will need to instantiate the user defined primitive just like a traditional sub-system. You will need to create both the upper level module and the lower-level UDP. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.5Design a Verilog model to implement the behavior described by the 3-input truth table shown in Fig. 5.13. Use a structural design approach based on gate level primitives. This is considered structural because you will need to instantiate the gate level primitives just like a traditional sub-system; however, you don’t need to create the gate level modules as they are already built into the Verilog standard. You will need to determine a logic expression for the system prior to connecting the gate level primitives. You can use whatever approach you prefer to create the logic expression (i.e., canonical SOP/POS, minimized SOP/POS, etc.). Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.6Design a Verilog model to implement the behavior described by the 3-input truth table shown in Fig. 5.13. Use a structural design approach based on a user defined primitive. This is considered structural because you will need to instantiate the user defined primitive just like a traditional sub-system. You will need to create both the upper level module and the lower-level UDP. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.7Design a Verilog model to implement the behavior described by the 4-input minterm list shown in Fig. 5.14. Use a structural design approach based on gate level primitives. This is considered structural because you will need to instantiate the gate level primitives just like a traditional sub-system; however, you don’t need to create the gate level modules as they are already built into the Verilog standard. You will need to determine a logic expression for the system prior to connecting the gate level primitives. You can use whatever approach you prefer to create the logic expression (i.e., canonical SOP/POS, minimized SOP/POS, etc.). Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.8Design a Verilog model to implement the behavior described by the 4-input minterm list shown in Fig. 5.14. Use a structural design approach based on a user defined primitive. This is considered structural because you will need to instantiate the user defined primitive just like a traditional sub-system. You will need to create both the upper level module and the lower-level UDP. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.9Design a Verilog model to implement the behavior described by the 4-input maxterm list shown in Fig. 5.15. Use a structural design approach based on gate level primitives. This is considered structural because you will need to instantiate the gate level primitives just like a traditional sub-system; however, you don’t need to create the gate level modules as they are already built into the Verilog standard. You will need to determine a logic expression for the system prior to connecting the gate level primitives. You can use whatever approach you prefer to create the logic expression (i.e., canonical SOP/POS, minimized SOP/POS, etc.). Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.10Design a Verilog model to implement the behavior described by the 4-input maxterm list shown in Fig. 5.15. Use a structural design approach based on a user defined primitive. This is considered structural because you will need to instantiate the user defined primitive just like a traditional sub-system. You will need to create both the upper level module and the lower-level UDP. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.11Design a Verilog model to implement the behavior described by the 4-input truth table shown in Fig. 5.16. Use a structural design approach based on gate level primitives. This is considered structural because you will need to instantiate the gate level primitives just like a traditional sub-system; however, you don’t need to create the gate level modules as they are already built into the Verilog standard. You will need to determine a logic expression for the system prior to connecting the gate level primitives. You can use whatever approach you prefer to create the logic expression (i.e., canonical SOP/POS, minimized SOP/POS, etc.). Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 

	5.6.12Design a Verilog model to implement the behavior described by the 4-input truth table shown in Fig. 5.16. Use a structural design approach based on a user defined primitive. This is considered structural because you will need to instantiate the user defined primitive just like a traditional sub-system. You will need to create both the upper level module and the lower-level UDP. Declare your module and ports to match the block diagram provided. Use the type wire for your ports.


 




            

              Section 5.7: Overview of Simulation Test Benches
              	5.7.1What is the purpose of a test bench?


 

	5.7.2Does a test bench have input and output ports?


 

	5.7.3Can a test bench be simulated?


 

	5.7.4Can a test bench be synthesized?
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6. MSI Logic
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This chapter introduces a group of combinational logic building blocks that are commonly used in digital design. As we move into systems that are larger than individual gates, there are naming conventions that are used to describe the size of the logic. Table 6.1 gives these naming conventions. In this chapter we will look at medium scale integrated circuit (MSI) logic. Each of these building blocks can be implemented using the combinational logic design steps covered in Chaps. 4 and 5. The goal of this chapter is to provide an understanding of the basic principles of MSI logic.
            
          

            
          

            
          

            
          
Table 6.1Naming convention for the size of digital systems


[image: A420020_1_En_6_Tab1_HTML.gif]



Learning Outcomes—After completing this chapter, you will be able to:

            	6.1Design a decoder circuit using both the classical digital design approach and the modern HDL-based approach.


 

	6.2Design an encoder circuit using both the classical digital design approach and the modern HDL-based approach.


 

	6.3Design a multiplexer circuit using both the classical digital design approach and the modern HDL-based approach.


 

	6.4Design a demultiplexer circuit using both the classical digital design approach and the modern HDL-based approach.


 




          

6.1 Decoders
A decoder is a circuit that takes in a binary code and has outputs that are asserted for specific values of that code. The code can be of any type or size (e.g., unsigned, two’s complement, etc.). Each output will assert for only specific input codes. Since combinational logic circuits only produce a single output, this means that within a decoder, there will be a separate combinational logic circuit for each output.
              
            

6.1.1 Example: One-Hot Decoder
A one-hot decoder is a circuit that has n inputs and 2n outputs. Each output will assert for one and only one input code. Since there are 2n outputs, there will always be one and only one output asserted at any given time. Example 6.1 shows the process of designing a 2-to-4 one-hot decoder by hand (i.e., using the classical digital design approach). 
                
              
[image: A420020_1_En_6_Fig1_HTML.gif]
Example 6.12-to-4 One-hot decoder – logic synthesis by hand





As decoders get larger, it is necessary to use hardware description languages to model their behavior. Example 6.2 shows how to model a 3-to-8 one-hot decoder in Verilog with continuous assignment and logic operators. 
                
              
[image: A420020_1_En_6_Fig2_HTML.gif]
Example 6.23-to-8 One-hot decoder – Verilog modeling using logical Operators





This description can be further simplified by using vector notation for the ports and describing the functionality using conditional operators. Example 6.3 shows how to model the 3-to-8 one-hot decoder in Verilog using continuous assignment with conditional operators.[image: A420020_1_En_6_Fig3_HTML.gif]
Example 6.33-to-8 One-hot decoder – Verilog modeling using conditional operators






6.1.2 Example: 7-Segment Display Decoder
A 7-segment display decoder is a circuit used to drive character displays that are commonly found in applications such as digital clocks and household appliances. A character display is made up of 7 individual LEDs, typically labeled a-g. The input to the decoder is the binary equivalent of the decimal or Hex character that is to be displayed. The output of the decoder is the arrangement of LEDs that will form the character. Decoders with 2-inputs can drive characters “0” to “3”. Decoders with 3-inputs can drive characters “0” to “7”. Decoders with 4-inputs can drive characters “0” to “F” with the case of the Hex characters being “A, b, c or C, d, E and F”. 
                
              

Let’s look at an example of how to design a 3-input, 7-segment decoder by hand. The first step in the process is to create the truth table for the outputs that will drive the LEDs in the display. We’ll call these outputs Fa, Fb, …, Fg. Example 6.4 shows how to construct the truth table for the 7-segment display decoder. In this table, a logic 1 corresponds to the LED being ON.[image: A420020_1_En_6_Fig4_HTML.gif]
Example 6.47-Segment display decoder – truth table





If we wish to design this decoder by hand we need to create seven separate combinational logic circuits. Each of the outputs (Fa – Fg) can be put into a 3-input K-map to find the minimized logic expression. Example 6.5 shows the design of the decoder from the truth table in Example 6.4 by hand.[image: A420020_1_En_6_Fig5_HTML.gif]
Example 6.57-Segment display decoder – logic synthesis by hand





This same functionality can be implemented in Verilog using concurrent modeling techniques. Example 6.6 shows how to model the 7-segment decoder in Verilog using continuous assignment with logic operators. 
                
              
[image: A420020_1_En_6_Fig6_HTML.gif]
Example 6.6
7-Segment display decoder – Verilog modeling using logical operators





Again, a more compact description of the decoder can be accomplished if the ports are described as vectors and a conditional operator is used. Example 6.7 shows how to model the 7-segment decoder in Verilog using continuous assignment with conditional operators.[image: A420020_1_En_6_Fig7_HTML.gif]
Example 6.77-Segment display decoder – Verilog modeling using conditional operators





Concept Check

CC6.1 In a decoder, a logic expression is created for each output. Once all of the output logic expressions are found, how can the decoder logic be further minimized?	(A)By using K-maps to find the output logic expressions.


 

	(B)By buffering the inputs so that they can drive a large number of other gates.


 

	(C)By identifying any logic terms that are used in multiple locations (inversions, product terms, and sum terms) and sharing the interim results among multiple circuits in the decoder.


 

	(D)By ignoring fan-out.


 








6.2 Encoders
An encoder works in the opposite manner as a decoder. An assertion on a specific input port corresponds to a unique code on the output port.
              
            

6.2.1 Example: One-Hot Binary Encoder
A one-hot binary encoder has n outputs and 2n inputs. The output will be an n-bit, binary code which corresponds to an assertion on one and only one of the inputs. Example 6.8 shows the process of designing a 4-to-2 binary encoder by hand (i.e., using the classical digital design approach). 
                
              

                
              
[image: A420020_1_En_6_Fig8_HTML.gif]
Example 6.84-to-2 Binary encoder – logic synthesis by hand





In Verilog, an encoder can be implemented using continuous assignment with either logical or conditional operators. Example 6.9 shows how to model the encoder in Verilog using these techniques.[image: A420020_1_En_6_Fig9_HTML.gif]
Example 6.94-to-2 Binary encoder – Verilog modeling using logical and conditional operators





Concept Check

CC6.2 If it is desired to have the outputs of an encoder produce 0’s for all input codes not defined in the truth table, can “don’t cares” be used when deriving the minimized logic expressions? Why?	(A)No. Don’t cares aren’t used in encoders.


 

	(B)Yes. Don’t cares can always be used in K-maps.


 

	(C)Yes. All that needs to be done is to treat each X as a 0 when forming the most minimal prime implicant.


 

	(D)No. Each cell in the K-map corresponding to an undefined input code needs to contain a 0 so don’t cares are not applicable.


 








6.3 Multiplexers
A multiplexer is a circuit that passes one of its multiple inputs to a single output based on a select input. This can be thought of as a digital switch. The multiplexer has n select lines, 2n inputs, and one output. Example 6.10 shows the process of designing a 2-to-1 multiplexer by hand (i.e., using the classical digital design approach). 
              
            

              
            
[image: A420020_1_En_6_Fig10_HTML.gif]
Example 6.102-to-1 Multiplexer – logic synthesis by hand





In Verilog, a multiplexer can be implemented using continuous assignment with either logical or conditional operators. Example 6.11 shows how to model the multiplexer in Verilog using these techniques. 
              
            
[image: A420020_1_En_6_Fig11_HTML.gif]
Example 6.114-to-1 Multiplexer – Verilog modeling using logical and conditional operators





Concept Check

CC6.3 How are the product terms in a multiplexer based on the identity theorem?	(A)Only the select product term will pass its input to the final sum term. Since all of the unselected product terms output 0, the input will be passed through the sum term because anything OR’d with a 0 is itself.


 

	(B)The select lines are complemented such that they activate only one OR gate.


 

	(C)The select line inputs will produce 1’s on the inputs of the selected product term. This allows the input signal to pass through the selected AND gate because anything AND’d with a 1 is itself.


 

	(D)The select line inputs will produce 0’s on the inputs of the selected sum term. This allows the input signal to pass through the selected OR gate because anything OR’d with a 0 is itself.


 







6.4 Demultiplexers
A demultiplexer works in a complementary fashion to a multiplexer. A demultiplexer has one input that is routed to one of its multiple outputs. The output that is active is dictated by a select input. A demux has n select lines that chooses to route the input to one of its 2n outputs. When an output is not selected, it outputs a logic 0. Example 6.12 shows the process of designing a 1-to-2 demultiplexer by hand (i.e., using the classical digital design approach). 
              
            

              
            
[image: A420020_1_En_6_Fig12_HTML.gif]
Example 6.121-to-2 Demultiplexer – logic synthesis by hand





In Verilog, a demultiplexer can be implemented using continuous assignment with either logical or conditional operators. Example 6.13 shows how to model the demultiplexer in Verilog using these techniques[image: A420020_1_En_6_Fig13_HTML.gif]
Example 6.131-to-4 Demultiplexer – Verilog modeling using logical and conditional operators





Concept Check

CC6.4 How many select lines are needed in a 1-to-64 demultiplexer?

(A) 1 (B) 4 (C) 6 (D) 64

Summary

              	The term medium scale integrated circuit (MSI) logic refers to a set of basic combinational logic circuits that implement simple, commonly used functions such as decoders, encoders, multiplexers, and demultiplexers. MSI logic can also include operations such as comparators and simple arithmetic circuits.

	While an MSI logic circuit may have multiple outputs, each output requires its own unique logic expression that is based on the system inputs.

	A decoder is a system that has a greater number of outputs than inputs. The behavior of each output is based on each unique input code.

	An encoder a system that has a greater number of inputs than outputs. A compressed output code is produced based on which input(s) lines are asserted.

	A multiplexer is a system that has one output and multiple inputs. At any given time, one and only one input is routed to the output based on the value on a set of select lines. For n select lines, a multiplexer can support 2n inputs.

	A demultiplexer is a system that has one input and multiple outputs. The input is routed to one of the outputs depending on the value on a set of select lines. For n select lines, a demultiplexer can support 2n outputs.

	HDLs are particularly useful for describing MSI logic due to their abstract modeling capability. Through the use of Boolean conditions and vector assignments, the behavior of MSI logic can be modeled in a compact and intuitive manner.




            

Exercise Problems

              Section 6.1: Decoders
              	6.1.1Design a 4-to-16 one-hot decoder by hand. The block diagram and truth table for the decoder are given in Fig. 6.1. Give the minimized logic expressions for each output (i.e., F0, F1, …, F15) and the full logic diagram for the system.[image: A420020_1_En_6_Fig14_HTML.gif]
Fig. 6.14-to-16 one-hot decoder functionality







 

	6.1.2Design a Verilog model for a 4-to-16 one-hot decoder using continuous assignment and gate level primitives. Use the module port definition given in Fig. 6.2
.
[image: A420020_1_En_6_Fig15_HTML.gif]
Fig. 6.24-to-16 one-hot module definition







 

	6.1.3Design a Verilog model for a 4-to-16 one-hot decoder 
using continuous assignment and logical operators
. Use the module port definition given in Fig. 6.2
.



 

	6.1.4Design a Verilog model for a 4-to-16 one-hot decoder using continuous assignment and conditional operators. Use the module port definition given in Fig. 6.2
.



 

	6.1.5Design a 4-input, 7-segment HEX character decoder by hand. The system has four inputs called A, B, C and D. The system has 7 outputs called Fa, Fb, Fc, Fd, Fe, Ff, and Fg. These outputs drive the individual LEDs within the display. A logic 1 on an output corresponds to the LED being ON. The display will show the HEX characters 0–9, A, b, c, d, E, and F corresponding to the 4-bit input code on A. A template for creating the truth tables for this system is provided in Fig. 6.3. Provide the minimized logic expressions for each of the seven outputs and the overall logic diagram for the decoder.[image: A420020_1_En_6_Fig16_HTML.gif]
Fig. 6.37-segment display decoder truth table







 

	6.1.6Design a Verilog model for a 4-input, 7-segment HEX character decoder using continuous assignment and logical operators. 
Use the module port definition given in Fig. 6.4 for your design
. The system has a 4-bit input vector called ABCD and a 7-bit output vector called F. The individual scalars within the output vector (i.e., F[6:0]) correspond to the character display segments a, b, c, d, e, f, and g respectively. A logic 1 on an output corresponds to the LED being ON. The display will show the HEX characters 0–9, A, b, c, d, E, and F corresponding to the 4-bit input code on A. A template for creating the truth table is provided in Fig. 6.3. The signals in this table correspond to the ports in this problem as follows: Fa = F(6), Fb = F(5), Fc = F(4), Fd = F(3), Fe = F(2), Ff = F(1), and Fg = F(0).[image: A420020_1_En_6_Fig17_HTML.gif]
Fig. 6.47-segment display decoder module definition







 

	6.1.7Design a Verilog model for a 4-input, 7-segment HEX character decoder using continuous assignment and conditional operators. 
Use the module port definition given in Fig. 6.4 for your design. The system has a 4-bit input vector called ABCD and a 7-bit output vector called F. The individual scalars within the output vector (i.e., F[6:0]) correspond to the character display segments a, b, c, d, e, f, and g respectively. A logic 1 on an output corresponds to the LED being ON. The display will show the HEX characters 0–9, A, b, c, d, E, and F corresponding to the 4-bit input code on A. A template for creating the truth table is provided in Fig. 6.3. The signals in this table correspond to the ports in this problem as follows: Fa = F(6), Fb = F(5), Fc = F(4), Fd = F(3), Fe = F(2), Ff = F(1), and Fg = F(0).


 




            

              Section 6.2: Encoders
              	6.2.1Design an 8-to-3 binary encoder by hand. The block diagram and truth table for the encoder are given in Fig. 6.5. Give the logic expressions for each output and the full logic diagram for the system.[image: A420020_1_En_6_Fig18_HTML.gif]
Fig. 6.58-to-3 one-hot encoder functionality







 

	6.2.2Design a Verilog model for an 8-to-3 binary encoder using continuous assignment and gate level primitives. Use the module port definition given in Fig. 6.6.[image: A420020_1_En_6_Fig19_HTML.gif]
Fig. 6.68-to-3 one-hot encoder module definition







 

	6.2.3Design a Verilog model for an 8-to-3 binary encoder using continuous assignment and logical operators. Use the module port definition given in Fig. 6.6.


 

	6.2.4Design a Verilog model for an 8-to-3 binary encoder using continuous assignment and conditional operators. Use the module port definition given in Fig. 6.6.


 




            

              Section 6.3: Multiplexers
              	6.3.1Design an 8-to-1 multiplexer by hand. The block diagram and truth table for the multiplexer are given in Fig. 6.7. Give the minimized logic expressions for the output and the full logic diagram for the system.[image: A420020_1_En_6_Fig20_HTML.gif]
Fig. 6.78-to-1 multiplexer functionality







 

	6.3.2Design a Verilog model for an 8-to-1 multiplexer using continuous assignment and gate level primitives. Use the module port definition given in Fig. 6.8.[image: A420020_1_En_6_Fig21_HTML.gif]
Fig. 6.88-to-1 multiplexer module definition







 

	6.3.3Design a Verilog model for an 8-to-1 multiplexer using continuous assignment and logical operators. Use the module port definition given in Fig. 6.8.


 

	6.3.4Design a Verilog model for an 8-to-1 multiplexer using continuous assignment and conditional operators. Use the module port definition given in Fig. 6.8.


 




            

              Section 6.4: Demultiplexers
              	6.4.1Design a 1-to-8 demultiplexer by hand. The block diagram and truth table for the demultiplexer are given in Fig. 6.9. Give the minimized logic expressions for each output and the full logic diagram for the system.[image: A420020_1_En_6_Fig22_HTML.gif]
Fig. 6.91-to-8 demultiplexer functionality







 

	6.4.2Design a Verilog model for a 1-to-8 demultiplexer using continuous assignment and gate level primitives. Use the module port definition given in Fig. 6.10 for your design.[image: A420020_1_En_6_Fig23_HTML.gif]
Fig. 6.101-to-8 demultiplexer module definition







 

	6.4.3Design a Verilog model for a 1-to-8 demultiplexer using continuous assignment and logical operators. Use the module port definition given in Fig. 6.10 for your design.


 

	6.4.4Design a Verilog model for a 1-to-8 demultiplexer using continuous assignment and conditional operators. Use the module port definition given in Fig. 6.10 for your design.
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In this chapter we begin looking at sequential logic design. Sequential logic design differs from combinational logic design in that the outputs of the circuit depend not only on the current values of the inputs but also on the past values of the inputs. This is different from the combinational logic design where the output of the circuitry depends only on the current values of the inputs. The ability of a sequential logic circuit to base its outputs on both the current and past inputs allows more sophisticated and intelligent systems to be created. We begin by looking at sequential logic storage devices, which are used to hold the past values of a system. This is followed by an investigation of timing considerations of sequential logic circuits. We then look at some useful circuits that can be created using only sequential logic storage devices. Finally, we look at one of the most important logic circuits in digital systems, the finite state machine. The goal of this chapter is to provide an understanding of the basic operation of sequential logic circuits.

Learning Outcomes—After completing this chapter, you will be able to:

            	7.1Describe the operation of a sequential logic storage device.


 

	7.2Describe sequential logic timing considerations.


 

	7.3Design a variety of common circuits based on sequential storage devices (toggle flops, ripple counters, switch debouncers, and shift registers).


 

	7.4Design a finite state machine using the classical digital design approach.


 

	7.5Design a counter using the classical digital design approach and using an HDL-based, structural approach.


 

	7.6Describe the finite state machine reset condition.


 

	7.7Analyze a finite state machine to determine its functional operation and maximum clock frequency.


 




          

7.1 Sequential Logic Storage Devices
7.1.1 The Cross-Coupled Inverter Pair
The first thing that is needed in sequential logic is a storage device. The fundamental storage device in sequential logic is based on a positive feedback configuration. Consider the circuit in Fig. 7.1. This circuit configuration is called the cross-coupled inverter pair. In this circuit if the input of U1 starts with a value of 1, it will produce an output of Q = 0. This output is fed back to the input of U2, thus producing an output of Qn = 1. Qn is fed back to the original input of U1, thus reinforcing the initial condition. This circuit will hold, or store, a logic 0 without being driven by any other inputs. This circuit operates in a complementary manner when the initial value of U1 is a 0. With this input condition, the circuit will store a logic 1 without being driven by any other inputs. 
                
              
[image: A420020_1_En_7_Fig1_HTML.gif]
Fig. 7.1Storage using a cross-coupled inverter pair






7.1.2 Metastability
The cross-coupled inverter pair in Fig. 7.1 exhibits what is called metastable behavior due to its positive feedback configuration. Metastability refers to when a system can exist in a state of equilibrium when undisturbed but can be moved to a different, more stable state of equilibrium when sufficiently disturbed. Systems that exhibit high levels of metastability have an equilibrium state that is highly unstable, meaning that if disturbed even slightly the system will move rapidly to a more stable point of equilibrium. The cross-coupled inverter pair is a highly metastable system. This system actually contains three equilibrium states. The first is when the input of U1 is exactly between a logic 0 and logic 1 (i.e., VCC/2). In this state, the output of U1 is also exactly VCC/2. This voltage is fed back to the input of U2, thus producing an output of exactly VCC/2 on U2. This in turn is fed back to the original input on U1 reinforcing the initial state. Despite this system being at equilibrium in this condition, this state is highly unstable. With minimal disturbance to any of the nodes within the system, it will move rapidly to one of two more stable states. The two stable states for this system are when Q = 0 or when Q = 1 (see Fig. 7.1). Once the transition begins between the unstable equilibrium state toward one of the two more stable states, the positive feedback in the system continually reinforces the transition until the system reaches its final state. In electrical systems, this initial disturbance is caused by the presence of noise, or unwanted voltage in the system. Noise can come from many sources including random thermal motion of charge carriers in the semiconductor materials, electromagnetic energy, or naturally occurring ionizing particles. Noise is present in every electrical system so the cross-coupled inverter pair will never be able to stay in the unstable equilibrium state where all nodes are at VCC/2.
                
              

The cross-coupled inverter pair has two stable states, thus it is called a bistable element. In order to understand the bistable behavior of this circuit, let’s look at its behavior when the initial input value on U1 is set directly between a logic 0 and logic 1 (i.e., VCC/2) and how a small amount of noise will cause the system to move toward a stable state. Recall that an inverter is designed to have an output that quickly transitions between a logic LOW and HIGH in order to minimize the time spent in the uncertainty region. This is accomplished by designing the inverter to have what is called gain. Gain can be thought of as a multiplying factor that is applied to the input of the circuit when producing the output (i.e., Vout = gain∙Vin). The gain for an inverter will be negative since the output moves in the opposite direction of the input. The inverter is designed to have a very high gain such that even the smallest change on the input when in the transition region will result in a large change on the output. Consider the behavior of this circuit shown in Fig. 7.2. In this example, let’s represent the gain of the inverter as –g and see how the system responds when a small positive voltage noise (Vn) is added to the VCC/2 input on U1. 
                
              
[image: A420020_1_En_7_Fig2_HTML.gif]
Fig. 7.2Examining metastability moving toward the state Q = 0





Figure 7.3 shows how the system responds when a small negative voltage noise (−Vn) is added to the VCC/2 input on U1.[image: A420020_1_En_7_Fig3_HTML.gif]
Fig. 7.3Examining metastability moving toward the state Q = 1






7.1.3 The SR Latch
While the cross-coupled inverter pair is the fundamental storage concept for sequential logic, there is no mechanism to set the initial value of Q. All that is guaranteed is that the circuit will store a value in one of two stable states (Q = 0 or Q = 1). The SR Latch provides a means to control the initial values in this positive feedback configuration by replacing the inverters with NOR gates. In this circuit, S stands for set and indicates when the output is forced to a logic 1 (Q = 1), and R stands for reset and indicates when the output is forced to a logic 0 (Q = 0). When both S = 0 and R = 0, the SR Latch is put into a store mode and it will hold the last value of Q. In all of these input conditions, Qn is the complement of Q. Consider the behavior of the SR Latch during its store state shown in Fig. 7.4. 
                
              
[image: A420020_1_En_7_Fig4_HTML.gif]
Fig. 7.4SR Latch behavior – store state (S = 0, R = 0)





The SR Latch has two input conditions that will force the outputs to known values. The first condition is called the set state. In this state, the inputs are configured as S = 1 and R = 0. This input condition will force the outputs to Q = 1 (e.g. setting Q) and Qn = 0. The second input condition is called the reset state. In this state the inputs are configured as S = 0 and R = 1. This input condition will force the outputs to Q = 0 (i.e., resetting Q) and Qn = 1. Consider the behavior of the SR Latch during its set and reset states shown in Fig. 7.5.[image: A420020_1_En_7_Fig5_HTML.gif]
Fig. 7.5SR Latch behavior – set (S = 1, R = 0) and reset (S = 0, R = 1) states





The final input condition for the SR Latch leads to potential metastability and should be avoided. When S = 1 and R = 1, the outputs of the SR Latch will both go to logic 0’s. The problem with this state is that if the inputs subsequently change to the store state (S = 0, R = 0), the outputs will go metastable and then settle in one of the two stable states (Q = 0 or Q = 1). The reason this state is avoided is because the final resting state of the SR Latch is random and unknown. Consider this operation shown in Fig. 7.6.[image: A420020_1_En_7_Fig6_HTML.gif]
Fig. 7.6SR Latch behavior – don’t use state (S = 1 and R = 1)





Figure 7.7 shows the final truth table for the SR Latch.[image: A420020_1_En_7_Fig7_HTML.gif]
Fig. 7.7SR Latch truth table





The SR Latch has some drawbacks when it comes to implementation with real circuitry. First, it takes two independent inputs to control the outputs. Second, the state where S = 1 and R = 1 causes problems when real propagation delays are considered through the gates. Since it is impossible to match the delays exactly between U1 and U2, the SR Latch may occasionally enter this state and experience momentary metastable behavior. In order to address these issues, a number of improvements can be made to this circuit to create two of the most commonly used storage devices in sequential logic, the D-Latch and the D-Flip-Flop. In order to understand the operation of these storage devices, two incremental modifications are made to the SR Latch. The first is called the S’R’ Latch and the second is the SR Latch with enable. These two circuits are rarely implemented and are only explained to understand how the SR Latch is modified to create a D-Latch and ultimately a D-Flip-Flop.

7.1.4 The S’R’ Latch
The S’R’ Latch operates in a similar manner as the SR Latch with the exception that the input codes corresponding to the store, set, and reset states are complemented. To accomplish this complementary behavior, the S’R’ Latch is implemented with NAND gates configured in a positive feedback configuration. In this configuration, the S’R’ Latch will store the last output when S′ = 1, R’ = 1. It will set the output (Q = 1) when S′ = 0, R’ = 1. Finally, it will reset the output (Q = 0) when S′ = 1, R’ = 0. Consider the behavior of the S’R’ Latch during its store state shown in Fig. 7.8. 
                
              
[image: A420020_1_En_7_Fig8_HTML.gif]
Fig. 7.8S’R’ Latch behavior – store state (S′ = 1, R’ = 1)





Just as with the SR Latch, the S’R’ Latch has two input configurations to control the values of the outputs. Consider the behavior of the S’R’ Latch during its set and reset states shown in Fig. 7.9.[image: A420020_1_En_7_Fig9_HTML.gif]
Fig. 7.9S’R’ Latch behavior – set (S″ = 0, R” = 1) and Reset (S″ = 1, R” = 0) states





And finally, just as with the SR Latch, the S’R’ Latch has a state that leads to potential metastability and should be avoided. Consider the operation of the S’R’ Latch when the inputs are configured as S′ = 0 and R’ = 0 shown in Fig. 7.10.[image: A420020_1_En_7_Fig10_HTML.gif]
Fig. 7.10S’R’ Latch behavior – don’t use state (S″ = 0 and R” = 0)





The final truth table for the S’R’ Latch is given in Fig. 7.11.[image: A420020_1_En_7_Fig11_HTML.gif]
Fig. 7.11S″R” Latch truth table






7.1.5 SR Latch with Enable
The next modification that is made in order to move toward a D-Latch and ultimately a D-Flip-Flop is to add an enable line to the S’R’ Latch. The enable is implemented by adding two NAND gates on the input stage of the S’R’ Latch. The SR Latch with enable is shown in Fig. 7.12. In this topology, the use of NAND gates changes the polarity of the inputs so this circuit once again has a set state where S = 1, R = 0 and a reset state of S = 0, R = 1. The enable line is labeled C, which stands for clock. The rationale for this will be demonstrated upon moving through the explanation of the D-Latch. 
                
              
[image: A420020_1_En_7_Fig12_HTML.gif]
Fig. 7.12SR Latch with enable schematic





Recall that any time a 0 is present on one of the inputs to a NAND gate, the output will always be a 1 regardless of the value of the other inputs. In the SR Latch with enable configuration, any time C = 0, the outputs of U3 and U4 will be 1’s and will be fed into the inputs of the cross-coupled NAND gate configuration (U1 and U2). Recall that the cross-coupled configuration of U1 and U2 is an S’R’ Latch and will be put into a store state when S′ = 1 and R’ = 1. This is the store state (C = 0). When C = 1, it has the effect of inverting the values of the S and R inputs before they reach U1 and U2. This condition allows the set state to be entered when S = 1, R = 0, C = 1 and the reset state to be entered when S = 0, R = 1, C = 1. Consider this operation in Fig. 7.13.[image: A420020_1_En_7_Fig13_HTML.gif]
Fig. 7.13SR Latch with enable behavior – store, set, and reset





Again, there is a potential metastable state when S = 1, R = 1 and C = 1 that should be avoided. There is also a second store state when S = 0, R = 0 and C = 1 that is not used because storage is to be dictated by the C input.

7.1.6 The D-Latch
The SR Latch with enable can be modified to create a new storage device called a D-Latch. Instead of having two separate input lines to control the outputs of the latch, the R input of the latch is instead driven with an inverted version of the S input. This prevents the S and R inputs from ever being the same value and removes the two “Don’t Use” states in the truth table shown in Fig. 7.12. The new, single input is renamed D to stand for data. This new circuit still has the behavior that it will store the last value of Q and Qn when C = 0. When C = 1, the output will be Q = 1 when D = 1 and will be Q = 0 when D = 0. The behavior of the output when C = 1 is called tracking the input. The D-Latch schematic, symbol and truth table are given in Fig. 7.14. 
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Fig. 7.14D-Latch schematic, symbol and truth table





The timing diagram for the D-Latch is shown in Fig. 7.15.[image: A420020_1_En_7_Fig15_HTML.gif]
Fig. 7.15D-Latch timing diagram






7.1.7 The D-Flip-Flop
The final and most widely used storage device in sequential logic is the D-Flip-Flop. The D-Flip-Flop is similar in behavior to the D-Latch with the exception that the store mode is triggered by a transition, or edge on the clock signal instead of a level. This allows the D-Flip-Flop to implement higher frequency systems since the outputs are updated in a shorter amount of time. The schematic, symbol and truth table are given in Fig. 7.16 for a rising edge triggered D-Flip-Flop. To indicate that the device is edge sensitive, the input for the clock is designated with a “>”. The U3 inverter in this schematic creates the rising edge behavior. If U3 is omitted, this circuit would be a negative edge triggered D-Flip-Flop. 

[image: A420020_1_En_7_Fig16_HTML.gif]
Fig. 7.16D-Flip-Flop (rising edge triggered) schematic, symbol, and truth table





The D-Flip-Flop schematic shown above is called a master/slave configuration because of how the data is passed through the two D-Latches (U1 and U2). Due to the U4 inverter, the two D-Latches will always be in complementary modes. When U1 is in hold mode, U2 will be in track mode and vice versa. When the clock signal transitions HIGH, U1 will store the last value of data. During the time when the clock is HIGH, U2 will enter track mode and pass this value to Q. In this way, the data is latched into the storage device on the rising edge of the clock and is present on Q. This is the master operation of the device because U1, or the first D-Latch, is holding the value, and the second D-Latch (the slave) is simply passing this value to the output Q. When the clock transitions LOW, U2 will store the output of U1. Since there is a finite delay through U1, the U2 D-Latch is able to store the value before U1 fully enters track mode. U2 will drive Q for the duration of the time that the clock is LOW. This is the slave operation of the device because U2, or the second D-Latch, is holding the value. During the time the clock is LOW, U1 is in track mode, which passes the input data to the middle of the D-Flip-Flop preparing for the next rising edge of the clock. The master / slave configuration creates a behavior where the Q output of the D-Flip-Flop is only updated with the value of D on a rising edge of the clock. At all other times, Q holds the last value of D. An example timing diagram for the operation of a rising edge D-Flip-Flop is given in Fig. 7.17.[image: A420020_1_En_7_Fig17_HTML.gif]
Fig. 7.17D-Flip-Flop (rising edge triggered) timing diagram





D-Flip-Flops often have additional signals that will set the initial conditions of the outputs that are separate from the clock. A reset input is used to force the outputs to Q = 0, Qn = 1. A preset input is used to force the outputs to Q = 1, Qn = 0. In most modern D-Flip-Flops, these inputs are active LOW, meaning that the line is asserted when the input is a 0. Active LOW inputs are indicated by placing an inversion bubble on the input pin of the symbol. These lines are typically asynchronous, meaning that when they are asserted, action is immediately taken to alter the outputs. This is different from a synchronous input in which action is only taken on the edge of the clock. Fig. 7.18 shows the symbols and truth tables for two D-Flip-Flop variants, one with an active LOW reset and another with both an active LOW reset and active LOW preset.[image: A420020_1_En_7_Fig18_HTML.gif]
Fig. 7.18D-Flip-Flop with asynchronous reset and preset





D-Flip-Flops can also be created with an enable line. An enable line controls whether or not the output is updated. Enable lines are synchronous, meaning that when they are asserted, the outputs will be updated on the rising edge of the clock. When de-asserted, the outputs are not updated. This behavior in effect ignores the clock input when de-asserted. Fig. 7.19 shows the symbol and truth table for a D-Flip-Flop with a synchronous enable.[image: A420020_1_En_7_Fig19_HTML.gif]
Fig. 7.19D-Flip-Flop with synchronous enable





The behavior of the D-Flip-Flop allows us to design systems that are synchronous to a clock signal. A clock signal is a periodic square wave that dictates when events occur in a digital system. A synchronous system based on D-Flip-Flops will allow the outputs of its storage devices to be updated upon a rising edge of the clock. This is advantageous because when the Q outputs are storing values they can be used as inputs for combinational logic circuits. Since combinational logic circuits contain a certain amount of propagation delay before the final output is calculated, the D-Flip-Flop can hold the inputs at a steady value while the output is generated. Since the input on a D-Flip-Flop is ignored during all other times, the output of a combinational logic circuit can be fed back as an input to a D-Flip-Flop. This gives a system the ability to generate outputs based on the current values of inputs in addition to past values of the inputs that are being held on the outputs of D-Flip-Flops. This is the definition of sequential logic. An example synchronous, sequential system is shown in Fig. 7.20.[image: A420020_1_En_7_Fig20_HTML.gif]
Fig. 7.20An example synchronous system based on a D-Flip-Flop





Concept Check

CC7.1(a) What will always cause a digital storage device to come out of metastability and settle in one of its two stable states? Why?	(A)The power supply. The power supply provides the necessary current for the device to overcome metastability.


 

	(B)Electrical noise. Noise will always push the storage device toward one state or another. Once the storage device starts moving toward one of its stable states, the positive feedback of the storage device will reinforce the transition until the output eventually comes to rest in a stable state.


 

	(C)A reset. A reset will put the device into a known stable state.


 

	(D)A rising edge of clock. The clock also puts the device into a known stable state.


 






CC7.1(b) What was the purpose of replacing the inverters in the cross-coupled inverter pair with NOR gates to form the SR Latch?	(A)NOR gates are easier to implement in CMOS.


 

	(B)To provide the additional output Qn.


 

	(C)To provide more drive strength for storing.


 

	(D)To provide inputs to explicitly set the value being stored.


 








7.2 Sequential Logic Timing Considerations
There are a variety of timing specifications that need to be met in order to successfully design circuits using sequential storage devices. The first specification is called the setup time (tsetup or ts). The setup time specifies how long the data input needs to be at a steady state before the clock event. The second specification is called the hold time (thold or th). The hold time specifies how long the data input needs to be at a steady state after the clock event. If these specifications are violated (i.e., the input transitions too close to the clock transition), the storage device will not be able to determine whether the input was a 1 or 0 and will go metastable. The time a storage device will remain metastable is a deterministic value and is specified by the part manufacturer (tmeta). In general, metastability should be avoided; however, knowing the maximum duration of metastability for a storage device allows us to design circuits to overcome potential metastable conditions. During the time the device is metastable, the output will have random behavior. It may go to a steady state 1, a steady state 0, or toggle between a 0 and 1 uncontrollably. Once the device comes out of metastability, it will come to rest in one of its two stable states (Q = 0 or Q = 1). The final resting state is random and unknown. Another specification for sequential storage devices is the delay from the time a clock transition occurs to the point that the data is present on the Q output. This specification is called the Clock-to-Q delay and is given the notation tCQ. These specifications are shown in Fig. 7.21. 
              
            
[image: A420020_1_En_7_Fig21_HTML.gif]
Fig. 7.21Sequential storage device timing specifications





Concept Check

CC7.2 Which D-flop-flop timing specification requires all of combinational logic circuits in the system to settle on their final output before a triggering clock edge can occur?


(A) tsetup (B) thold (C) tCQ (D) tmeta



7.3 Common Circuits Based on Sequential Storage Devices
Sequential logic storage devices give us the ability to create sophisticated circuits that can make decisions based on the current and past values of the inputs; however, there are a variety of simple, yet useful circuits that can be created with only these storage devices. This section will introduce a few of these circuits.
7.3.1 Toggle Flop Clock Divider
A Toggle Flop is a circuit that contains a D-Flip-Flop configured with its Qn output wired back to its D input. This configuration is also commonly referred to as a T-Flip-Flop or T-Flop. In this circuit, the only input is the clock signal. Let’s examine the behavior of this circuit when its outputs are initialized to Q = 0, Qn = 1. Since Qn is wired to the D input, a logic 1 is present on the input before the first clock edge. Upon a rising edge of the clock, Q is updated with the value of D. This puts the outputs at Q = 1, Qn = 0. With these outputs, now a logic 0 is present on the input before the next clock edge. Upon the next rising edge of the clock, Q is updated with the value of D. This time the outputs go to Q = 0, Qn = 1. This behavior continues indefinitely. The circuit is called a toggle flop because the outputs simply toggle between a 0 and 1 every time there is a rising edge of the clock. This configuration produces outputs that are square waves with exactly half the frequency of the incoming clock. As a result, this circuit is also called a clock divider. This circuit can be given its own symbol with a label of “T” indicating it is a toggle flop. The configuration of a Toggle Flop (T-Flop) and timing diagram are shown in Fig. 7.22. 
                
              
[image: A420020_1_En_7_Fig22_HTML.gif]
Fig. 7.22Toggle flop clock frequency divider






7.3.2 Ripple Counter
The toggle flop configuration can be used to create a simple binary counter called a ripple counter. In this configuration, the Qn output of a toggle flop is used as the clock for a subsequent toggle flop. Since the output of the first toggle flop is a square wave that is ½ the frequency of the incoming clock, this configuration will produce an output on the second toggle flop that is ¼ the frequency of the incoming clock. This is by nature the behavior of a binary counter. The output of this counter is present on the Q pins of each toggle flop. Toggle flops are added until the desired width of the counter is achieved with each toggle flop representing one bit of the counter. Since each toggle flop produces the clock for the subsequent latch, the clock is said to ripple through the circuit, hence the name ripple counter. A 3-bit ripple counter is shown in Fig. 7.23. 
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Fig. 7.233-bit ripple counter






7.3.3 Switch Debouncing
Another useful circuit based on sequential storage devices is a switch debouncer. Mechanical switches have a well-known issue of not producing clean logic transitions on their outputs when pressed. This becomes problematic when using a switch to create an input for a digital device because it will cause unwanted logic level transitions on the output of the gate. In the case of a clock input, this unwanted transition can cause a storage device to unintentionally latch incorrect data.
                
              

The primary cause of these unclean logic transitions is due to the physical vibrations of the metal contacts when they collide with each other during a button press or switch actuation. Within a mechanical switch, there is typically one contact that is fixed and another that is designed to move when the button is pressed. The contact that is designed to move can be thought of as a beam that is fixed on one side and free on the other. As the free side of the beam moves toward the fixed contact in order to close the circuit, it will collide and then vibrate just as a tuning fork does when struck. The vibration will eventually diminish and the contact will come to rest, thus making a clean electrical connection; however, during the vibration period the moving contact will bounce up and down on the destination contact. This bouncing causes the switch to open and close multiple times before coming to rest in the closed position. This phenomenon is accurately referred to as switch bounce. Switch bounce is present in all mechanical switches and gets progressively worse as the switches are used more and more.
Figure 7.24 shows some of the common types of switches found in digital systems. The term pole is used to describe the number of separate circuits controlled by the switch. The term throw is used to describe the number of separate closed positions the switch can be in. 
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Fig. 7.24Common types of mechanical switches





Let’s look at switch bounce when using a SPST switch to provide an input to a logic gate. A SPST requires a resistor and can be configured to provide either a logic HIGH or LOW when in the open position and the opposite logic level when in the closed position. The example configuration in Fig. 7.25 provides a logic LOW when in the open position and a logic HIGH when in the closed position. In the open position, the input to the gate (SW) is pulled to GND to create a logic LOW. In the closed position, the input to the gate is pulled to VCC to create a logic HIGH. A resistor is necessary to prevent a short circuit between VCC and GND when the switch is closed. Since the input current specification for a logic gate is very small, the voltage developed across the resistor due to the gate input current is negligible. This means that the resistor can be inserted in the pull-down network without developing a noticeable voltage. When the switch closes, the free-moving contact will bounce off of the destination contact numerous times before settling in the closed position. During the time while the switch is bouncing, the switch will repeatedly toggle between the open (HIGH) and closed (LOW) positions.[image: A420020_1_En_7_Fig25_HTML.gif]
Fig. 7.25Switch bouncing in a single pole, single throw switch





A possible solution to eliminate this switch bounce is to instead use a SPDT switch in conjunction with a sequential storage device. Before looking at this solution, we need to examine an additional condition introduced by the SPDT switch. The SPDT switch has what is known as break-before-make behavior. The term break is used to describe when a switch is open while the term make is used to describe when the switch is closed. When a SPDT switch is pressed, the input will be floating during the time when the free-moving contact is transitioning toward the destination contact. During this time, the output of the switch is unknown and can cause unwanted logic transitions if it is being used to drive the input of a logic gate.
                
              

Let’s look at switch bounce when using a SPDT switch without additional circuitry to handle bouncing. A SPDT has two positions that the free-moving contact can make a connection to (i.e., double throw). When using this switch to drive a logic level into a gate, one position is configured as a logic HIGH and the other a logic LOW. Consider the SPDT switch configuration in Fig. 7.26. Position 1 of the SPDT switch is connected to GND, while position 2 is connect to VCC. When unpressed the switch is in position 1. When pressed, the free-moving contact will transition from position 1 to 2. During the transition the free-moving contact is floating. This creates a condition where the input to the gate (SW) is unknown. This floating input will cause unpredictable behavior on the output of the gate. Upon reaching position 2, the free-moving contact will bounce off of the destination contact. This will cause the input of the logic gate to toggle between a logic HIGH and floating repeatedly until the free-moving contact comes to rest in position 2.[image: A420020_1_En_7_Fig26_HTML.gif]
Fig. 7.26Switch bouncing in a single pole, double throw switch





The SPDT switch is ideal for use with an S’R’ Latch in order to produce a clean logic transition. This is because during the break portion of the transition, an S’R’ Latch can be used to hold the last value of the switch. This is unique to the SPDT configuration. The SPST switch in comparison does not have the break characteristic, rather it always drives a logic level in both of its possible positions. Consider the debounce circuit for a SPDT switch in Fig. 7.27. This circuit is based on an S’R’ Latch with two pull-up resistors. Since the S’R’ Latch is created using NAND gates, this circuit is commonly called a NAND-Debounce circuit. In the unpressed configuration, the switch drives S′ = 0 and the R2 pull-up resistor drives R’ = 1. This creates a logic 0 on the output of the circuit (Qn = 0). During a switch press, the free-moving contact is floating, thus it is not driving in a logic level into the S’R’ Latch. Instead, both pull-up resistors pull S′ and R’ to 1’s. This puts the latch into its hold mode and the output will remain at a logic 0 (Qn = 0). Once the free-moving contact reaches the destination contact, the switch will drive R’ = 0. Since at this point the R1 pull-up is driving S′ = 1, the latch outputs a logic 1 (Qn = 1). When the free-moving contact bounces off of the destination contact, it will put the latch back into the hold mode; however, this time the last value that will be held is Qn = 1. As the switch continues to bounce, the latch will move between the Qn = 1 and Qn = “Last Qn” states, both of which produce an output of 1. In this way, the SPDT switch in conjunction with the S’R’ Latch produces a clean 0 to 1 logic transition despite the break-before-make behavior of the switch and the contact bounce. 
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Fig. 7.27NAND debounce circuit for a SPDT switch






7.3.4 Shift Registers
A shift register is a chain of D-Flip-Flops that each are connected to a common clock. The output of the first D-Flip-Flop is connected to the input of the second D-Flip-flop. The output of the second D-Flip-Flop is connected to the input of the third D-Flip-Flop, and so on. When data is present on the input to the first D-Flip-Flop, it will be latched upon the first rising edge of the clock. On the second rising edge of the clock, the same data will be latched into the second D-Flip-Flop. This continues on each rising edge of the clock until the data has been shifted entirely through the chain of D-Flip-Flops. Shift registers are commonly used to convert a serial string of data into a parallel format. If an n-bit, serial sequence of information is clocked into the shift register, after n clocks the data will be held on each of the D-Flip-Flop outputs. At this moment, the n-bits can be read as a parallel value. Consider the shift register configuration shown in Fig. 7.28. 
                
              
[image: A420020_1_En_7_Fig28_HTML.gif]
Fig. 7.284-bit shift register





Concept Check

CC7.3 Which D-flip-flop timing specification is most responsible for the ripple delay in a ripple counter?


(A) tsetup (B) thold (C) tCQ (D) tmeta




7.4 Finite State Machines
Now we turn our attention to one of the most powerful sequential logic circuits, the finite state machine (FSM). A FSM, or state machine, is a circuit that contains a pre-defined number of states (i.e., a finite number of states). The machine can exist in one and only one state at a time. The circuit transitions between states based on a triggering event, most commonly the edge of a clock, in addition to the values of any inputs of the machine. The number of states and all possible transitions are pre-defined. Through the use of states and a pre-defined sequence of transitions, the circuit is able to make decisions on the next state to transition to based on a history of past states. This allows the circuit to create outputs that are more intelligent compared to a simple combinational logic circuit that has outputs based only on the current values of the inputs.
              
                
              
              
              
            

7.4.1 Describing the Functionality of a FSM
The design of a state machine begins with an abstract word description of the desired circuit behavior. We will use a design example of a push-button motor controller to describe all of the steps involved in creating a finite state machine. Example 7.1 starts the FSM design process by stating the word description of the system.[image: A420020_1_En_7_Fig29_HTML.gif]
Example 7.1Push-button window controller – word description





7.4.1.1 State Diagrams
A state diagram is a graphical way to describe the functionality of a finite state machine. A state diagram is a form of a directed graph, in which each state (or vertex) within the system is denoted as a circle and given a descriptive name. The names are written inside of the circles. The transitions between states are denoted using arrows with the input conditions causing the transitions written next to them. Transitions (or edges) can move to different states upon particular input conditions or remain in the same state. For a state machine implemented using sequential logic storage, an evaluation of when to transition states is triggered every time the storage devices update their outputs. For example, if the system was implemented using rising edge triggered D-flip-Flops, then an evaluation would occur on every rising edge of the clock.



There are two different types of output conditions for a state machine. The first is when the output only depends on the current state of the machine. This type of system is called a 
                  Moore Machine
                  
                . In this case, the outputs of the system are written inside of the state circles. This indicates the output value that will be generated for each specific state. The second output condition is when the outputs depend on both the current state and the system inputs. This type of system is called a 
                  Mealy Machine
                  
                . In this case, the outputs of the system are written next to the state transitions corresponding to the appropriate input values. Outputs in a state diagram are typically written inside of parentheses. Example 7.2 shows the construction of the state diagram for our push-button window controller design.[image: A420020_1_En_7_Fig30_HTML.gif]
Example 7.2Push-button window controller – state diagram






7.4.1.2 State Transition Tables
The state diagram can now be described in a table format that is similar to a truth table. This puts the state machine behavior in a form that makes logic synthesis straightforward. The table contains the same information as in the state diagram. The state that the machine exists in is called the current state. For each current state that the machine can reside in, every possible input condition is listed along with the destination state of each transition. The destination state for a transition is called the next state. Also listed in the table are the outputs corresponding to each current state and, in the case of a Mealy Machine, the output corresponding to each input condition. Example 7.3 shows the construction of the state transition table for the push-button window controller design. This information is identical to the state diagram given in Example 7.2. 
                  
                  
                
[image: A420020_1_En_7_Fig31_HTML.gif]
Example 7.3Push-button window xontroller – state transition table







7.4.2 Logic Synthesis for a FSM
Once the behavior of the state machine has been described, it can be directly synthesized. There are three main components of a state machine: the state memory; the next state logic; and the output logic. Figure 7.29 shows a block diagram of a state machine highlighting these three components. The next state logic block is a group of combinational logic that produces the next state signals based on the current state and any system inputs. The state memory holds the current state of the system. The current state is updated with next state on every rising edge of the clock, which is indicated with the “>” symbol within the block. This behavior is created using D-Flip-Flops where the current state is held on the Q outputs of the D-Flip-Flops, while the next state is present on the D inputs of the D-Flip-Flops. In this way, every rising edge of the clock will trigger an evaluation of which state to move to next. This decision is based on the current state and the current inputs. The output logic block is a group of combinational logic that creates the outputs of the system. This block always uses the current state as an input and, depending on the type of machine (Mealy vs. Moore), uses the system inputs. It is useful to keep this block diagram in mind when synthesizing finite state machines as it will aid in keeping the individual design steps separate and clear. 
                
                
              
[image: A420020_1_En_7_Fig32_HTML.gif]
Fig. 7.29Main components of a finite state machine





7.4.2.1 State Memory
The state memory is the circuitry that will hold the current state of the machine. Upon a rising edge of a clock it will update the current state with the next state. At all other times, the next state input is ignored. This gives time for the next state logic circuitry to compute the results for the next state. This behavior is identical to that of a D-Flip-Flop, thus the state memory is simply one or more D-Flip-Flops. The number of D-Flip-Flops required depends on how the states are encoded. State encoding is the process of assigning a binary value to the descriptive names of the states from the state diagram and state transition tables. Once the descriptive names have been converted into representative codes using 1’s and 0’s, the states can be implemented in real circuitry. The assignment of codes is arbitrary and can be selected in order to minimize the circuitry needed in the machine.
                  
                  
                

There are three main styles of state encoding. The first is straight binary encoding. In this approach the state codes are simply a set of binary counts (i.e., 00, 01, 10, 11…). The binary counts are assigned starting at the beginning of the state diagram and incrementally assigned toward the end. This type of encoding has the advantage that it is very efficient in minimizing the number of D-Flip-Flops needed for the state memory. With n D-Flip-Flops, 2

                  n
                 states can be encoded. When a large number of states is required, the number of D-Flip-Flops can be calculated using the rules of logarithmic math. Example 7.4 shows how to solve for the number of bits needed in the binary state code based on the number of states in the machine. 
                  
                  
                
[image: A420020_1_En_7_Fig33_HTML.gif]
Example 7.4Solving for the number of bits needed for binary state encoding





The second type of state encoding is called gray code encoding. A gray code is one in which the value of a code differs by only one bit from any of its neighbors, (i.e., 00, 01, 11, 10…). A gray code is useful for reducing the number of bit transitions on the state codes when the machine has a transition sequence that is linear. Reducing the number of bit transitions can reduce the amount of power consumption and noise generated by the circuit. When the state transitions of a machine are highly non-linear, a gray code encoding approach does not provide any benefit. Gray code is also an efficient coding approach. With n D-Flip-Flops, 2

                  n
                 states can be encoded just as in binary encoding. Figure 7.30 shows the process of creating n-bit, gray code patterns. 
                  
                  
                
[image: A420020_1_En_7_Fig34_HTML.gif]
Fig. 7.30Creating an n-bit gray code pattern





The third common technique to encode states is using one-hot encoding. In this approach, a separate D-Flip-Flop is asserted for each state in the machine. For an n-state machine, this encoding approach requires n D-Flip-Flops. For example, if a machine had three states, the one-hot state codes would be “001”, “010” and “100”. This approach has the advantage that the next state logic circuitry is very simple; further, there is less chance that the different propagation delays through the next state logic will cause an inadvertent state to be entered. This approach is not as efficient as binary and gray code in terms of minimizing the number of D-Flip-Flops because it requires one D-Flip-Flop for each state; however, in modern digital integrated circuits that have abundant D-Flip-Flops, one-hot encoding is commonly used.
                  
                  
                

Figure 7.31 shows the differences between these three state encoding approaches.[image: A420020_1_En_7_Fig35_HTML.gif]
Fig. 7.31Comparison of different state encoding approaches





Once the codes have been assigned to the state names, each of the bits within the code must be given a unique signal name. The signal names are necessary because the individual bits within the state code are going to be implemented with real circuitry so each signal name will correspond to an actual node in the logic diagram. These individual signal names are called state variables. Unique variable names are needed for both the current state and next state signals. The current state variables are driven by the Q outputs of the D-Flip-Flops holding the state codes. The next state variables are driven by the next state logic circuitry and are connected to the D inputs of the D-Flip-Flops. State variable names are commonly chosen that are descriptive both in terms of their purpose and connection location. For example, current state variables are often given the names Q, Q_cur or Q_current to indicate that they come from the Q outputs of the D-Flip-Flops. Next state variables are given names such as Q*, Q_nxt or Q_next to indicate that they are the next value of Q and are connected to the D input of the D-Flip-Flops. Once state codes and state variable names are assigned, the state transition table is updated with the detailed information.
                  
                  
                

Returning to our push-button window controller example, let’s encode our states in straight binary and use the state variable names of Q_cur and Q_nxt. Example 7.5 shows the process of state encoding and the new state transition table.[image: A420020_1_En_7_Fig36_HTML.gif]
Example 7.5Push-button window controller – state encoding






7.4.2.2 Next State Logic
The next step in the state machine design is to synthesize the next state logic. The next state logic will compute the values of the next state variables based on the current state and the system inputs. Recall that a combinational logic function drives one and only one output bit. This means that every bit within the next state code needs to have a dedicated combinational logic circuit. The state transition table contains all of the necessary information to synthesize the next state logic including the exact output values of each next state variable for each and every input combination of state code and system input(s).



In our push-button window controller example, we only need to create one combinational logic circuit because there is only one next state variable (Q_nxt). The inputs to the combinational logic circuit are Q_cur and Press. Notice that the state transition table was created such that the order of the input values are listed in a binary count just as in a formal truth table formation. This makes synthesizing the combinational logic circuit straightforward. Example 7.6 shows the steps to synthesize the next state logic for this the push-button window controller.[image: A420020_1_En_7_Fig37_HTML.gif]
Example 7.6Push-button window controller – next state logic






7.4.2.3 Output Logic
The next step in the state machine design is to synthesize the output logic. The output logic will compute the values of the system outputs based on the current state and, in the case of a Mealy machine, the system inputs. Each of the output signals will require a dedicated combinational logic circuit. Again, the state transition table contains all of the necessary information to synthesize the output logic.



In our push-button window controller example, we need to create one circuit to compute the output “Open_CW” and one circuit to compute the output “Close_CCW”. In this example, the inputs to these circuits are the current state (Q_cur) and the system input (Press). Example 7.7 shows the steps to synthesize the output logic for the push-button window controller.[image: A420020_1_En_7_Fig38_HTML.gif]
Example 7.7Push-button window controller – output logic






7.4.2.4 The Final Logic Diagram
The final step is the design of the state machine is to create the logic diagram. It is useful to recall the block diagram for a state machine from Fig. 7.29. A logic diagram begins by entering the state memory. Recall that the state memory consists of D-Flip-Flops that hold the current state code. One D-Flip-Flop is needed for every current state variable. When entering the D-Flip-Flops, it is useful to label them with the current state variable they will be holding. The next part of the logic diagram is the next state logic. Each of the combinational logic circuits that compute the next state variables should be drawn to the left of D-Flip-Flop holding the corresponding current state variable. The output of each next state logic circuit is connected to the D input of the corresponding D-Flip-Flop. Finally, the output logic is entered with the inputs to the logic coming from the current state and potentially from the system inputs. 
                  
                  
                

Example 7.8 shows the process for creating the final logic diagram for our push-button window controller. Notice that the state memory is implemented with one D-Flip-Flop since there is only 1-bit in the current state code (Q_cur). The next state logic is a combinational logic circuit that computes Q_nxt based on the values of Q_cur and Press. Finally, the output logic consists of two separate combinational logic circuits to compute the system outputs Open_CW and Close_CCW based on Q_cur and Press. In this diagram the Qn output of the D-Flip-Flop could have been used for the inverted versions of Q_cur; however, inversion bubbles were used instead in order to make the diagram more readable.[image: A420020_1_En_7_Fig39_HTML.gif]
Example 7.8Push-button window controller – logic diagram







7.4.3 FSM Design Process Overview
The entire finite state machine design process is given in Fig. 7.32. 
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Fig. 7.32Finite state machine design flow






7.4.4 FSM Design Examples
7.4.4.1 Serial Bit Sequence Detector
Let’s consider the design of a 3-bit serial sequence detector. Example 7.9 provides the word description, state diagram, and state transition table for this finite state machine. 
                  
                  
                
[image: A420020_1_En_7_Fig41_HTML.gif]
Example 7.9Serial bit sequence detector (part 1)





Example 7.10 provides the state encoding and next state logic synthesis for the 3-bit serial bit sequence detector.[image: A420020_1_En_7_Fig42_HTML.gif]
Example 7.10Serial bit sequence detector (part 2)





Example 7.11 shows the output logic synthesis and final logic diagram for the 3-bit serial bit sequence detector.[image: A420020_1_En_7_Fig43_HTML.gif]
Example 7.11Serial bit sequence detector (part 3)






7.4.4.2 Vending Machine Controller
Let’s now look at the design of a simple vending machine controller. Example 7.12 provides the word description, state diagram, and state transition table for this finite state machine.[image: A420020_1_En_7_Fig44_HTML.gif]
Example 7.12Vending machine controller (part 1)





Example 7.13 provides the state encoding and next state logic synthesis for the simple vending machine controller.[image: A420020_1_En_7_Fig45_HTML.gif]
Example 7.13Vending machine controller (part 2)





Example 7.14 shows the output logic synthesis and final logic diagram for the vending machine controller.[image: A420020_1_En_7_Fig46_HTML.gif]
Example 7.14Vending machine controller (part 3)





Concept Check

CC7.4(a) What allows a finite state machine to make more intelligent decisions about the system outputs compared to combinational logic alone?	(A)A finite state machine has knowledge about the past inputs.


 

	(B)The D-flip-flops allow the outputs to be generated more rapidly.


 

	(C)The next state and output logic allows the finite state machine to be more complex and implement larger truth Tables.


 

	(D)A synchronous system is always more intelligent.


 






CC7.4(b) When designing a finite state machine, many of the details of the implementation can be abstracted. At what design step do the details of the implementation start being considered?	(A)The state diagram step.


 

	(B)The state transition table step.


 

	(C)The state memory synthesis step.


 

	(D)The word description.


 






CC7.4(c) What impact does adding an additional state have on the implementation of the state memory logic in a finite state machine?	(A)It adds an additional D-flip-flop.


 

	(B)It adds a new state code that must be supported.


 

	(C)It adds more combinational logic to the logic diagram.


 

	(D)It reduces the speed that the machine can run at.


 






CC7.4(d) Which of the following statements about the next state logic is FALSE?	(A)It is always combinational logic.


 

	(B)It always uses the current state as one of its inputs.


 

	(C)Its outputs are connected to the D inputs of the D-flip-flops in the state memory.


 

	(D)It uses the results of the output logic as part of its inputs.


 






CC7.4(e) Why does the output logic stage of a finite state machine always use the current state as one of its inputs?	(A)If it didn’t, it would simply be a separate combinational logic circuit and not be part of the finite state machine.


 

	(B)To make better decisions about what the system outputs should be.


 

	(C)Because the next state logic is located too far away.


 

	(D)Because the current state is produced on every triggering clock edge.


 






CC7.4(f) What impact does asserting a reset have on a finite state machine?	(A)It will cause the output logic to produce all zeros.


 

	(B)It will cause the next state logic to produce all zeros.


 

	(C)It will set the current state code to all zeros.


 

	(D)It will start the system clock.


 









7.5 Counters
A counter is a special type of finite state machine. A counter will traverse the states within a state diagram in a linear fashion continually circling around all states. This behavior allows a special type of output topology called state-encoded outputs. Since each state in the counter represents a unique counter output, the states can be encoded with the associated counter output value. In this way, the current state code of the machine can be used as the output of the entire system.
              
                
              
              
              
            

7.5.1 2-Bit Binary Up Counter
Let’s consider the design of a 2-bit binary up counter. Example 7.15 provides the word description, state diagram, state transition table, and state encoding for this counter.[image: A420020_1_En_7_Fig47_HTML.gif]
Example 7.152-bit binary up counter (part 1)





Example 7.16 shows the next state and output logic synthesis, the final logic diagram, and resultant representative timing diagram for the 2-bit binary up counter.[image: A420020_1_En_7_Fig48_HTML.gif]
Example 7.162-bit binary up counter (part 2)






7.5.2 2-Bit Binary Up/Down Counter
Let’s now consider a 2-bit binary up/down counter. In this type of counter, there is an input that dictates whether the counter increments or decrements. This counter can still be implemented as a Moore machine and use state-encoded outputs. Example 7.17 provides the word description, state diagram, state transition table, and state encoding for this counter.[image: A420020_1_En_7_Fig49_HTML.gif]
Example 7.172-bit binary up/down counter (part 1)





Example 7.18 shows the next state and output logic synthesis, the final logic diagram, and resultant representative timing diagram for the 2-bit binary up/down counter.[image: A420020_1_En_7_Fig50_HTML.gif]
Example 7.182-bit binary up/down counter (part 2)






7.5.3 2-Bit Gray Code Up Counter
A gray code counter is one in which the output only differs by one bit from its prior value. This type of counter can be implemented using state-encoded outputs by simply encoding the states in gray code. Let’s consider the design of a 2-bit gray code up counter. Example 7.19 provides the word description, state diagram, state transition table, and state encoding for this counter.[image: A420020_1_En_7_Fig51_HTML.gif]
Example 7.192-bit gray code up counter (part 1)





Example 7.20 shows the next state and output logic synthesis, the final logic diagram, and resultant representative timing diagram for the 2-bit gray code up counter.[image: A420020_1_En_7_Fig52_HTML.gif]
Example 7.202-bit gray code up counter (part 2)






7.5.4 2-Bit Gray Code Up/Down Counter
Let’s now consider a 2-bit gray code up/down counter. In this type of counter, there is an input that dictates whether the counter increments or decrements. This counter can still be implemented as a Moore machine and use state-encoded outputs. Example 7.21 provides the word description, state diagram, state transition table, and state encoding for this counter.[image: A420020_1_En_7_Fig53_HTML.gif]
Example 7.212-bit gray code up/down counter (part 1)





Example 7.22 shows the next state and output logic synthesis, the final logic diagram, and resultant representative timing diagram for the 2-bit gray code up/down counter.[image: A420020_1_En_7_Fig54_HTML.gif]
Example 7.222-bit gray code up/down counter (part 2)






7.5.5 3-Bit One-Hot Up Counter
A one-hot counter creates an output in which one and only one bit is asserted at a time. In an up counter configuration, the assertion is made on the least significant bit first, followed by the next higher significant bit, and so on (i.e., 001, 010, 100, 001…). A one-hot counter can be created using state-encoded outputs. For a n-bit counter, the machine will require n D-Flip-Flops. Let’s consider a 3-bit one-hot up counter. Example 7.23 provides the word description, state diagram, state transition table, and state encoding for this counter.[image: A420020_1_En_7_Fig55_HTML.gif]
Example 7.233-bit one-hot up counter (part 1)





Example 7.24 shows the next state and output logic synthesis, the final logic diagram, and resultant representative timing diagram for the 3-bit one-hot up counter.[image: A420020_1_En_7_Fig56_HTML.gif]
Example 7.243-bit one-hot up counter (part 2)






7.5.6 3-Bit One-Hot Up/Down Counter
Let’s now consider a 3-bit one-hot up/down counter. In this type of counter, there is an input that dictates whether the counter increments or decrements. This counter can still be implemented as a Moore machine and use state-encoded outputs. Example 7.25 provides the word description, state diagram, state transition table, and state encoding for this counter.[image: A420020_1_En_7_Fig57_HTML.gif]
Example 7.253-bit one-hot up/down counter (part 1)





Example 7.26 shows the next state and output logic synthesis for the 3-bit one-hot up/down counter.[image: A420020_1_En_7_Fig58_HTML.gif]
Example 7.263-bit one-hot up/down counter (part 2)





Finally, Example 7.27 shows the logic diagram and resultant representative timing diagram for the counter.[image: A420020_1_En_7_Fig59_HTML.gif]
Example 7.273-bit one-hot up/down counter (part 3)





Concept Check

CC7.5 What characteristic of a counter makes it a special case of a finite state machine?	(A)The state transitions are mostly linear, which reduces the implementation complexity.


 

	(B)The outputs are always a gray code.


 

	(C)The next state logic circuitry is typically just sum terms.


 

	(D)There is never a situation where a counter could be a Mealy machine.


 








7.6 Finite State Machine’s Reset Condition
The one-hot counter designs in Examples 7.23 and 7.25 where the first FSM examples that had an initial state that was not encoded with all 0’s. Notice that all of the other FSM examples had initial states with state codes comprised of all 0’s (e.g., w_closed = 0, S0 = “00”, C0 = “00”, GC_0 = “00, etc.). When the initial state is encoded with all 0’s, the FSM can be put into this state by asserting the reset line of all of the D-Flip-Flops in the state memory. By asserting the reset line, the Q outputs of all of the D-Flip-Flips are forced to 0’s. This sets the initial current state value to whatever state is encoded with all 0’s. The initial state of a machine is often referred to as the reset state. The circuitry to initialize state machines is often omitted from the logic diagram as it is assumed that the necessary circuitry will exist in order to put the state machine into the reset state. If the reset state is encoded with all 0’s, then the reset line can be used alone; however, if the reset state code contains 1’s, then both the reset and preset lines must be used to put the machine into the reset state upon start up. Let’s look at the behavior of the one-hot up counter again. Figure 7.33 shows how using the reset lines of the D-Flip-Flops alone will cause the circuit to operate incorrectly. Instead, a combination of the reset and preset lines must be used to get the one-hot counter into its initial state of Hot_0 = “001″. 
              
              
            
[image: A420020_1_En_7_Fig60_HTML.gif]
Fig. 7.33Finite state machine reset state





Resets are most often asynchronous so that they can immediately alter the state of the FSM. If a reset was implemented in a synchronous manner and there was a clock failure, the system could not be reset since there would be no more subsequent clock edges that would recognize that the reset line was asserted. An asynchronous reset allows the system to be fully restarted even in the event of a clock failure.’
Concept Check

CC7.6 What is the downside of using D-flip-flops that do not have preset capability in a finite state machine?	(A)The finite state machine will run slower.


 

	(B)The next state logic will be more complex.


 

	(C)The output logic will not be able to support both Mealy and Moore type machine architectures.


 

	(D)The start-up state can never have a 1 in its state code.


 







7.7 Sequential Logic Analysis

Sequential logic analysis
 refers to the act of deciphering the operation of a circuit from its final logic diagram. This is similar to combinational logic analysis with the exception that the storage capability of the D-flip-flops must be considered. This analysis is also used to understand the timing of a sequential logic circuit and can be used to predict the maximum clock rate that can be used.
7.7.1 Finding the State Equations and Output Logic Expressions of a FSM
When given the logic diagram for a finite state machine and it is desired to reverse-engineer its behavior, the first step is to determine the next state logic and output logic expressions. This can be accomplished by first labeling the current and next state variables on the inputs and outputs of the D-flip-flops that are implementing the state memory of the FSM. The outputs of the D-flip-flops are labeled with arbitrary current state variable names (e.g., Q1_cur, Q0_cur, etc.) and the inputs are labeled with arbitrary next state variable names (e.g., Q1_nxt, Q0_nxt, etc.). The numbering of the state variables can be assigned to the D-flip-flops arbitrarily as long as the current and next state bit numbering is matched. For example, if a D-flip-flop is labeled to hold bit 0 of the state code, its output should be labeled Q0_cur and its input should be labeled Q0_nxt.
Once the current state variable nets are labeled in the logic diagram, the expressions for the next state logic can be found by analyzing the combinational logic circuity driving the next state variables (e.g., Q1_nxt, Q0_nxt). The next state logic expressions will be in terms of the current state variables (e.g., Q1_cur, Q0_cur) and any inputs to the FSM.
The output logic expressions can also be found by analyzing the combinational logic driving the outputs of the FSM. Again, these will be in terms of the current state variables and potentially the inputs to the FSM. When analyzing the output logic, the type of machine can be determined. If the output logic only depends on combinational logic that is driven by the current state variables, the FSM is a Moore machine. If the output logic depends on both the current state variables and the FSM inputs, the FSM is a Mealy machine. An example of this analysis approach is given in Example 7.28.[image: A420020_1_En_7_Fig61_HTML.gif]
Example 7.28Determining the next state logic and output logic expression of a FSM






7.7.2 Finding the State Transition Table of a FSM
Once the next state logic and output logic expressions are known, the state transition table can be created. It is useful to assign more descriptive names to all possible state codes in the FSM. The number of unique states possible depends on how many D-flip-flops are used in the state memory of the FSM. For example, if the FSM uses two D-flip-flops there are four unique state codes (i.e., 00, 01, 10, 11). We can assign descriptive names such as S0 = 00, S1 = 01, S2 = 10, S3 = 11. When first creating the transition table, we assign labels and list each possible state code. If a particular code is not used, it can be removed from the transition table at the end of the analysis. The state code that the machine will start in can be found by analyzing its reset and preset connections. This code is typically listed first in the table. The transition table is then populated with all possible combinations of current states and inputs. The next state codes and output logic values can then be populated by evaluating the next state logic and output logic expressions found earlier. An example of this analysis is shown in Example 7.29.[image: A420020_1_En_7_Fig62_HTML.gif]
Example 7.29Determining the state transition table of a FSM






7.7.3 Finding the State Diagram of a FSM
Once the state transition table is found, creating the state diagram becomes possible. We start the diagram with the state corresponding to the reset state. We then draw how the FSM transitions between each of its possible states based on the inputs to the machine and list the corresponding outputs. An example of this analysis is shown in Example 7.30.[image: A420020_1_En_7_Fig63_HTML.gif]
Example 7.30Determining the state diagram of a FSM






7.7.4 Determining the Maximum Clock Frequency of a FSM
The maximum clock frequency is often one of the banner specifications for a digital system. The clock frequency of a FSM depends on a variety of timing specifications within the sequential circuit including the setup and hold time of the D-flip-flop, the clock-to-Q delay of the D-flip-flop, the combinational logic delay driving the input of the D-flip-flop, the delay of the interconnect that wires the circuit together, and the desired margin for the circuit. The basic concept of analyzing the timing of FSM is to determine how long we must wait after a rising (assuming a rising edge triggered D-flip-flop) clock edge occurs until the subsequent rising clock edge can occur. The amount of time that must be allowed between rising clock edges depends on how much delay exists in the system. A sufficient amount of time must exist between clock edges to allow the logic computations to settle so that on the next clock edge the D-flip-flops can latch in a new value on their inputs.
Let’s examine all of the sources of delay in a FSM. Let’s begin by assuming that all logic values are at a stable value and we experience a rising clock edge. The value present on the D input of the D-flip-flop is latched into the storage device and will appear on the Q output after one clock-to-Q delay of the device (tCQ). Once the new value is produced on the output of the D-flip-flop, it is then used by a variety of combinational logic circuits to produce the next state codes and the outputs of the FSM. The next state code computation is typically longer than the output computation so let’s examine that path. The new value on Q propagates through the combinational logic circuitry and produces the next state code at the D input of the D-flip-flop. The delay to produce this next state code includes wiring delay in addition to gate delay. When analyzing the delay of the combinational logic circuitry (tcmb) and the delay of the interconnect (tint), the worst case path is always considered. Once the new logic value is produced by the next state logic circuitry, it must remain stable for a certain amount of time in order to meet the D-flip-flop’s setup specification (tsetup). Once this specification is met, the D-flip-flop could be clocked with the next clock edge; however, this represents a scenario without any margin in the timing. This means that if anything in the system caused the delay to increase even slightly, the D-flip-flop could go metastable. To avoid this situation, margin is included in the delay (tmargin). This provides some padding so that the system can reliably operate. A margin of 10% is typical in digital systems. The time that must exist between rising clock edges is then simply the sum of all of these sources of delay (tCQ + tcmb + tint + tsetup + tmargin). Since the time between rising clock edges is defined as the period of the signal (T), this value is also the definition of the period of the fastest clock. Since the frequency of a signal is simply f = 1/T, the maximum clock frequency for the FSM is the reciprocal of the sum of the delay.
One specification that is not discussed in the above description is the hold time of the D-flip-flop (thold). The hold specification is the amount of time that the input to the D-flip-flop must remain constant after the clock edge. In modern storage devices, this time is typically very small and considerably less than the tCQ specification. If the hold specification is less than tCQ it can be ignored because the output of the D-flip-flop will not change until after one tCQ anyway. This means that the hold requirements are inherently met. This is the situation with the majority of modern D-flip-flops. In the rare case that the hold time is greater than tCQ, then it is used in place of tCQ in the summation of delays. Figure 7.34 gives the summary of the maximum clock frequency calculation when analyzing a FSM.[image: A420020_1_En_7_Fig64_HTML.gif]
Fig. 7.34Timing analysis of a finite state machine





Let’s take a look at an example of how to use this analysis. Example 7.31 shows this analysis for the FSM analyzed in prior sections but this time considering the delay specifications of each device.[image: A420020_1_En_7_Fig65_HTML.gif]
Example 7.31Determining the maximum clock frequency of a FSM





Concept Check

CC7.7 What is the risk of running the clock above its maximum allowable frequency in a finite state machine?	(A)The power consumption may drop below the recommended level.


 

	(B)The setup and hold specifications of the D-flip-flops may be violated, which may put the machine into an unwanted state.


 

	(C)The states may transition too quickly to be usable.


 

	(D)The crystal generating the clock may become unstable.


 






Summary

                	Sequential logic refers to a circuit that bases its outputs on both the present and past values of the inputs. Past values are held in sequential logic storage device.

	All sequential logic storage devices are based on a cross-coupled feedback loop. The positive feedback loop formed in this configuration will hold either a 1 or a 0. This is known as a bistable device.

	If the inputs of the feedback loop in a sequential logic storage device are driven to exactly between a 1 and a 0 (i.e., Vcc/2) and then released, the device will go metastable. Metastability refers to the behavior where the device will ultimately be pushed toward one of the two stable states in the system, typically by electrical noise. Once the device begins moving toward one of the stable states, the positive feedback will reinforce the transition until it reaches the stable state. The stable state that the device will move toward is random and unknown.

	Cross-coupled inverters are the most basic form of the positive feedback loop configuration. To give the ability to drive the outputs of the storage device to known values, the inverters are replaced with NOR gates to form the SR Latch. A variety of other modifications can be made to the loop configuration to ultimately produce a D-latch and D-flip-flop.

	A D-flip-flop will update its Q output with the value on its D input on every triggering edge of a clock. The amount of time that it takes for the Q output to update after a triggering clock edge is called the “t-clock-to-Q” (tCQ) specification.

	The setup and hold times of a D-flip-flop describe how long before (tsetup) and after (thold) the triggering clock edge that the data on the D input of the device must be stable. If the D input transitions too close to the triggering clock edge (i.e., violating a setup or hold specification) then the device will go metastable and the ultimate value on Q is unknown.

	A synchronous system is one in which all logic transitions occur based on a single timing event. The timing event is typically the triggering edge of a clock.

	There are a variety of common circuits that can be accomplished using just sequential storage devices. Examples of these circuits include switch debouncing, toggle-flops, ripple counters, and shift registers.

	
A finite state machine (FSM) is a system that produces outputs based on the current value of the inputs and a history of past inputs. The history of inputs are recorded as states that the machine has been in. As the machine responds to new inputs, it transitions between states. This allows a finite state machine to make more sophisticated decisions about what outputs to produce by knowing its history.

	A state diagram is a graphical way to describe the behavior of a FSM. States are represented using circles and transitions are represented using arrows. Outputs are listed either inside of the state circle or next to the transition arrow.

	A state transition table contains the same information as a state diagram, but in tabular format. This allows the system to be more easily synthesized because the information is in a form similar to a truth table.

	The first step in FSM synthesis is creating the state memory. The state memory consists of a set of D-flip-flops that hold the current state of the FSM. Each state in the FSM must be assigned a binary code. The type of encoding is arbitrary; however, there are certain encoding types that are commonly used such as binary, gray code, and one-hot. Once the codes are assigned, state variables need to be defined for each bit position for both the current state and the next state codes. The state variables for the current state represent the Q outputs of the D-flip-flops, which hold the current state code. The state variables for the next state code represent the D inputs of the D-flip-flops. A D-flip-flop is needed for each bit in the state code. On the triggering edge of a clock, the current state will be updated with the next state code.

	The second step in FSM synthesis is creating the next state logic. The next state logic is combinational logic circuitry that produces the next state codes based on the current state variables and any system inputs. The next state logic drives the D inputs of the D-flip-flops in the state memory.

	The third step in FSM synthesis is creating the output logic. The output logic is combinational logic circuitry that produces the system outputs based on the current state, and potentially, the system inputs.

	The output logic always depends on the current state of a FSM. If the output logic also depends on the system inputs, the machine is a Mealy machine. If the output logic does not depend on the system inputs, the machine is a Moore machine.

	
A counter is a special type of finite state machine in which the states are traversed linearly. The linear progression of states allows the next state logic to be simplified. The complexity of the output logic in a counter can also be reduced by encoding the states with the desired counter output for that state. This technique, known as state-encoded outputs, allows the system outputs to simply be the current state of the FSM.

	The reset state of a FSM is the state that the machine will go to when it begins operation. The state code for the reset state must be configured using the reset and/or preset lines of the D-flip-flops. If only reset lines are used on the D-flip-flops, the reset state must be encoded using only zeros.

	Given the logic diagram for a state machine, the logic expression for the next state memory and the output logic can be determined by analyzing the combinational logic driving the D inputs of the state memory (i.e., the next state logic) and the combinational logic driving the system outputs (i.e., the output logic).

	Given the logic diagram for a state diagram, the state diagram can be determined by first finding the logic expressions for the next state and output logic. The number of D-flip-flops in the logic diagram can then be used to calculate the possible number of state codes that the machine has. The state codes are then used to calculate the next state logic and output values. From this information a state transition table can be created and in turn, the state diagram.

	The maximum frequency of a FSM is found by summing all sources of time delay that must be accounted for before the next triggering edge of the clock can occur. These sources include tCQ, the worst case combinational logic path, the worst case interconnect delay path, the setup/hold time of the D-flip-flops, and any margin that is to be included. The sum of these timing delays represents the smallest period (T) that the clock can have. This is then converted to frequency.

	If the tCQ time is greater than or equal to the hold time, the hold time can be ignored in the maximum frequency calculation. This is because the outputs of the D-flip-flops are inherently held while the D-flip-flops are producing the next output value. The time it takes to change the outputs after a triggering clock edge is defined as tCQ. This means as long as tCQ ≥ thold, the hold time specification is inherently met since the logic driving the next state codes uses the Q outputs of the D-flip-flops.




              

Exercise Problems

For some of the following exercise problems you will be asked to design a Verilog model and perform a functional simulation. You will be provided with a test bench for each of these problems. The details of how to create your own Verilog test bench are provided later in Chap. 8
. For some of the following exercise problems you will be asked to use D-Flip-Flops as part of a Verilog design. You will be provided with the model of the D-Flip-Flop and can declare it as a component in your design. The Verilog module port definitions for a D-Flip-Flop is given in Fig. 7.35. Keep in mind that this D-Flip-Flop has an active LOW reset. This means that when the reset line is pulled to a 0, the outputs will go to Q = 0, Qn = 1. When the reset line is LOW, the incoming clock is ignored. Once the reset line goes HIGH, the D-Flip-Flop resumes normal behavior. The details of how to create your own model of a D-Flip-Flop are provided later in Chap. 8.[image: A420020_1_En_7_Fig66_HTML.gif]
Fig. 7.35D-Flip-Flop module definition






                Section 7.1: Sequential Logic Storage Devices
                	7.1.1What does the term metastability refer to in a sequential storage device?


 

	7.1.2What does the term bistable refer to in a sequential storage device?


 

	7.1.3You are given a cross-coupled inverter pair in which all nodes are set to Vcc/2. Why will this configuration always move to a more stable state?


 

	7.1.4An SR Latch essentially implements the same cross-coupled feedback loop to store information as in a cross-coupled inverter pair. What is the purpose of using NOR gates instead of inverters in the SR Latch configuration?


 

	7.1.5Why isn’t the input condition S = R = 1 used in an SR Latch?


 

	7.1.6How will the output Q behave in an SR Latch if the inputs continuously switch between S = 0, R = 1 and S = 1, R = 1 every 10 ns?


 

	7.1.7How do D-flip-flops enable synchronous systems?


 

	7.1.8What signal in the D-flip-flop in Fig. 7.35 has the highest priority?


 

	7.1.9For the timing diagram shown in Fig. 7.36, draw the outputs Q and Qn for a rising edge triggered D-flip-flop with active LOW.[image: A420020_1_En_7_Fig67_HTML.gif]
Fig. 7.36D-Flip-Flop timing diagram exercise 1







 

	7.1.10For the timing diagram shown in Fig. 7.37, draw the outputs Q and Qn for a rising edge triggered D-flip-flop with active LOW.[image: A420020_1_En_7_Fig68_HTML.gif]
Fig. 7.37D-Flip-Flop timing diagram exercise 2







 

	7.1.11For the timing diagram shown in Fig. 7.38, draw the outputs Q and Qn for a rising edge triggered D-flip-flop with active LOW.[image: A420020_1_En_7_Fig69_HTML.gif]
Fig. 7.38D-Flip-Flop timing diagram exercise 3







 




              

                Section 7.2: Sequential Logic Timing Considerations
                	7.2.1What timing specification is violated in a D-flip-flop when the data is not held long enough before the triggering clock edge occurs?


 

	7.2.2What timing specification is violated in a D-flip-flop when the data is not held long enough after the triggering clock edge occurs?


 

	7.2.3What is the timing specification for a D-flip-flop that describes how long after the triggering clock edge occurs that the new data will be present on the Q output?


 

	7.2.4What is the timing specification for a D-flip-flop that describes how long after the device goes metastable that the outputs will settle to known states.


 

	7.2.5If the Q output of a D-flip-flop is driving the D input of another D-flip-flop from the same logic family, can the hold time be ignored if it is less than the clock-to-Q delay? Provide an explanation as to why or why not.


 




              

                Section 7.3: Common Circuits Based on Sequential Storage Devices
                	7.3.1In a Toggle Flop (T-flop) configuration, the Qn output of the D-flip-flop is routed back to the D input. This can lead to a hold time violation if the output arrives on the input too quickly. Under what condition(s) is a hold time violate not an issue?


 

	7.3.2In a Toggle Flop (T-flop) configuration, what timing specifications dictate how quickly the next edge of the incoming clock can occur?


 

	7.3.3One drawback of a ripple counter is that the delay through the cascade of D-flip-flops can become considerable for large counters. At what point does the delay of a ripple counter prevent it from being useful?


 

	7.3.4A common use of a ripple counter is in the creation of a 2

                          n
                         programmable clock divider. In a ripple counter, bit(0) has a frequency that is exactly 1/2 of the incoming clock, bit(1) has a frequency that is exactly 1/4 of the incoming clock, bit(2) has a frequency that is exactly 1/8 of the incoming clock, etc. This behavior can be exploited to create a divided down output clock that is divided by multiples of 2n by selecting a particular bit of the counter. The typical configuration of this programmable clock divider is to route each bit of the counter to an input of a multiplexer. The select lines going to the multiplexer choose which bit of the counter are used as the divided down clock output. This architecture is shown in Fig. 7.39. Design a Verilog model to implement the programmable clock divider shown in this figure. Use the module port definition provided in this figure for your design. Use a 4-bit ripple counter to produce four divided versions of the clock (1/2, 1/4, 1/8, and 1/16). Your system will take in two select lines that will choose which version of the clock is to be routed to the output. Instantiate the D-flip-flop model provided to implement the ripple counter. Implement the 4-to-1 multiplexer using continuous assignment. The multiplexer does not need to be its own sub-system.[image: A420020_1_En_7_Fig70_HTML.gif]
Fig. 7.39Programmable clock module definition







 

	7.3.5What phenomenon causes switch bounce in a SPST switch?


 

	7.3.6What two phenomena causes switch bounce in a SPDT switch?


 




              

                Section 7.4: Finite State Machines
                	7.4.1For the state diagram in Fig. 7.40, answer the following questions regarding the number of D-Flip-Flops needed to implement the state memory of the finite state machine.	(a)How many D-Flip-Flops will this machine take if the states are encoded in binary?


 

	(b)How many D-Flip-Flops will this machine take if the states are encoded in gray code?


 

	(c)How many D-Flip-Flops will this machine take if the states are encoded in one-hot?[image: A420020_1_En_7_Fig71_HTML.gif]
Fig. 7.40FSM 1 state diagram







 







 

	7.4.2For the state diagram in Fig. 7.40, is this a Mealy or Moore machine?


 

	7.4.3Design the finite state machine circuitry by hand to implement the behavior described by the state diagram in Fig. 7.40. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Use the following state codes:	Start = “00”

	Midway = “01”

	Done = “10”






                        	(a)What is the next state logic expression for Q1_nxt?


 

	(b)What is the next state logic expression for Q0_nxt?


 

	(c)What is the output logic expression for Dout?


 

	(d)Draw the final logic diagram for this machine.


 




                      


 

	7.4.4Design a Verilog model to implement the behavior described by the state diagram in Fig. 7.40. Use the module port definition provided in Fig. 7.41 for your design. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Instantiate the D-Flip-Flop model provided to implement your state memory. Use continuous assignment with logical operators for the implementation of your next state and output logic.	(a)How many D-Flip-Flops will this machine take if the states are encoded in binary?


 

	(b)How many D-Flip-Flops will this machine take if the states are encoded in gray code?


 

	(c)How many D-Flip-Flops will this machine take if the states are encoded in one-hot?[image: A420020_1_En_7_Fig72_HTML.gif]
Fig. 7.41FSM 1 module definition







 







 

	7.4.5Design a Verilog model to implement the behavior described by the state diagram in Fig. 7.40. Use the module port definition provided in Fig. 7.41 for your design. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Instantiate the D-Flip-Flop model provided to implement your state memory. Use continuous assignment with conditional operators for the implementation of your next state and output logic.


 

	7.4.6Design a Verilog model to implement the behavior described by the state diagram in Fig. 7.40. Use the module port definition provided in Fig. 7.41 for your design. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Instantiate the D-Flip-Flop model provided to implement your state memory. Use User-Defined Primitives for the implementation of your next state and output logic.


 

	7.4.7For the state diagram in Fig. 7.42, answer the following questions regarding the number of D-Flip-Flops needed to implement the state memory of the finite state machine.	(a)How many D-Flip-Flops will this machine take if the states are encoded in binary?


 

	(b)How many D-Flip-Flops will this machine take if the states are encoded in gray code?


 

	(c)How many D-Flip-Flops will this machine take if the states are encoded in one-hot?[image: A420020_1_En_7_Fig73_HTML.gif]
Fig. 7.42FSM 2 state diagram







 







 

	7.4.8For the state diagram in Fig. 7.42, is this a Mealy or Moore machine?


 

	7.4.9Design the finite state machine circuitry by hand to implement the behavior described by the state diagram in Fig. 7.42. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Also, use the following state codes:	S0 = “00”

	S1 = “01”

	S2 = “10”

	S3 = “11”






                        	(a)What is the next state logic expression for Q1_nxt?


 

	(b)What is the next state logic expression for Q0_nxt?


 

	(c)What is the output logic expression for Dout?


 

	(d)Draw the final logic diagram for this machine.


 




                      


 

	7.4.10Design a Verilog model to implement the behavior described by the state diagram in Fig. 7.42. Use the module port definition provided in Fig. 7.43 for your design. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Instantiate the D-Flip-Flop model provided to implement your state memory. Use continuous assignment with logical operators for the implementation of your next state and output logic.[image: A420020_1_En_7_Fig74_HTML.gif]
Fig. 7.43FSM 2 module definition







 

	7.4.11Design a Verilog model to implement the behavior described by the state diagram in Fig. 7.42. Use the module port definition provided in Fig. 7.43 for your design. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Instantiate the D-Flip-Flop model provided to implement your state memory. Use continuous assignment with logical operators for the implementation of your next state and output logic.


 

	7.4.12Design a Verilog model to implement the behavior described by the state diagram in Fig. 7.42. Use the module port definition provided in Fig. 7.43 for your design. Name the current state variables Q1_cur and Q0_cur and name the next state variables Q1_nxt and Q0_nxt. Instantiate the D-Flip-Flop model provided to implement your state memory. Use User-Defined Primitives for the implementation of your next state and output logic.


 

	7.4.13Design a 4-bit serial bit sequence detector by hand similar to the one described in Example 7.9. The input to your state detector is called DIN and the output is called FOUND. Your detector will assert FOUND anytime there is a 4-bit sequence of “0101”. For all other input sequences the output is not asserted.	(a)Provide the state diagram for this FSM.


 

	(b)Encode your states using binary encoding. How many D-Flip-Flops does it take to implement the state memory for this FSM?


 

	(c)Provide the state transition table for this FSM.


 

	(d)Synthesize the combinational logic expressions for the next state logic.


 

	(e)Synthesize the combinational logic expression for the output logic.


 

	(f)Is this machine a Mealy or Moore machine?


 

	(g)Draw the logic diagram for this FSM.


 







 

	7.4.14Design a 20 cent vending machine controller by hand similar to the one described in Example 7.12. Your controller will take in nickels and dimes and dispense a product anytime the customer has entered 20 cents. Your FSM has two inputs, Nin and Din. Nin is asserted whenever the customer enters a nickel while Din is asserted anytime the customer enters a dime. Your FSM has two outputs, Dispense and Change. Dispense is asserted anytime the customer has entered at least 20 cents and Change is asserted anytime the customer has entered more than 20 cents and needs a nickel in change.	(a)Provide the state diagram for this FSM.


 

	(b)Encode your states using binary encoding. How many D-Flip-Flops does it take to implement the state memory for this FSM?


 

	(c)Provide the state transition table for this FSM.


 

	(d)Synthesize the combinational logic expressions for the next state logic.


 

	(e)Synthesize the combinational logic expressions for the output logic.


 

	(f)Is this machine a Mealy or Moore machine?


 

	(g)Draw the logic diagram for this FSM.


 







 

	7.4.15Design a finite state machine by hand that controls a traffic light at the intersection of a busy highway and a seldom used side road. You will be designing the control signals for just the red, yellow, and green lights facing the highway. Under normal conditions, the highway has a green light. The side road has a car detector that indicates when a car pulls up by asserting a signal called CAR. When CAR is asserted, you will change the highway traffic light from green to yellow. Once yellow, you will always go to red. Once in the red position, a built in timer will begin a countdown and provide your controller a signal called TIMEOUT when 15 s has passed. Once TIMEOUT is asserted, you will change the highway traffic light back to green. Your system will have three outputs GRN, YLW, and RED that control when the highway facing traffic lights are on (1 = ON, 0 = OFF).	(a)Provide the state diagram for this FSM.


 

	(b)Encode your states using binary encoding. How many D-Flip-Flops does it take to implement the state memory for this FSM?


 

	(c)Provide the state transition table for this FSM.


 

	(d)Synthesize the combinational logic expressions for the next state logic.


 

	(e)Synthesize the combinational logic expressions for the output logic.


 

	(f)Is this machine a Mealy or Moore machine?


 

	(g)Draw the logic diagram for this FSM.


 







 




              

                Section 7.5: Counters
                	7.5.1Design a 3-bit binary up counter by hand. This state machine will need eight states and require three bits for the state variable codes. Name the current state variables Q2_cur, Q1_cur, and Q0_cur and the next state variables Q2_nxt, Q1_nxt, and Q0_nxt. The output of your counter will be a 3-bit vector called Count.	(a)What is the next state logic expression for Q2_nxt?


 

	(b)What is the next state logic expression for Q1_nxt?


 

	(c)What is the next state logic expression for Q0_nxt?


 

	(d)What is the output logic expression for Count(2)?


 

	(e)What is the output logic expression for Count(1)?


 

	(f)What is the output logic expression for Count(0)?


 

	(g)Draw the logic diagram for this counter.


 







 

	7.5.2Design a Verilog model for a 3-bit binary up counter. Instantiate the D-Flip-Flop model provided to implement your state memory. Use whatever concurrent modeling approach you wish to model the next state and output logic. Use the module port definition provided in Fig. 7.44 for your design.[image: A420020_1_En_7_Fig75_HTML.gif]
Fig. 7.443-Bit binary up counter module definition







 

	7.5.3
Design a 3-bit binary up/down counter by hand. The counter will have an input called “Up” that will dictate the direction of the counter. When Up = 1, the counter should increment and when Up = 0 it should decrement. This state machine will need eight states and require three bits for the state variable codes. Name the current state variables Q2_cur, Q1_cur, and Q0_cur and the next state variables Q2_nxt, Q1_nxt, and Q0_nxt. The output of your counter will be a 3-bit vector called Count.	(a)What is the next state logic expression for Q2_nxt?


 

	(b)What is the next state logic expression for Q1_nxt?


 

	(c)What is the next state logic expression for Q0_nxt?


 

	(d)What is the output logic expression for Count(2)?


 

	(e)What is the output logic expression for Count(1)?


 

	(f)What is the output logic expression for Count(0)?


 

	(g)Draw the logic diagram for this counter.


 







 

	7.5.4Design a Verilog model for a 3-bit binary up/down counter. Instantiate the D-Flip-Flop model provided to implement your state memory. Use whatever concurrent modeling approach you wish to model the next state and output logic. Use the module port definition provided in Fig. 7.45 for your design.[image: A420020_1_En_7_Fig76_HTML.gif]
Fig. 7.453-Bit binary up/down counter module definition







 

	7.5.5
Design a 3-bit gray code up counter by hand. This state machine will need eight states and require three bits for the state variable codes. Name the current state variables Q2_cur, Q1_cur, and Q0_cur and the next state variables Q2_nxt, Q1_nxt, and Q0_nxt. The output of your counter will be a 3-bit vector called Count.	(a)What is the next state logic expression for Q2_nxt?


 

	(b)What is the next state logic expression for Q1_nxt?


 

	(c)What is the next state logic expression for Q0_nxt?


 

	(d)What is the output logic expression for Count(2)?


 

	(e)What is the output logic expression for Count(1)?


 

	(f)What is the output logic expression for Count(0)?


 

	(g)Draw the logic diagram for this counter.


 







 

	7.5.6Design a Verilog model for a 3-bit gray code up counter. Instantiate the D-Flip-Flop model provided to implement your state memory. Use whatever concurrent modeling approach you wish to model the next state and output logic. Use the module port definition provided in Fig. 7.46 for your design.[image: A420020_1_En_7_Fig77_HTML.gif]
Fig. 7.463-Bit gray code up counter module definition







 

	7.5.7Design a 3-bit gray code up/down counter by hand. The counter will have an input called “Up” that will dictate the direction of the counter. When Up = 1, the counter should increment and when Up = 0 it should decrement. This state machine will need eight states and require three bits for the state variable codes. Name the current state variables Q2_cur, Q1_cur, and Q0_cur and the next state variables Q2_nxt, Q1_nxt, and Q0_nxt. The output of your counter will be a 3-bit vector called Count.	(a)What is the next state logic expression for Q2_nxt?


 

	(b)What is the next state logic expression for Q1_nxt?


 

	(c)What is the next state logic expression for Q0_nxt?


 

	(d)What is the output logic expression for Count(2)?


 

	(e)What is the output logic expression for Count(1)?


 

	(f)What is the output logic expression for Count(0)?


 

	(g)Draw the logic diagram for this counter.


 







 

	7.5.8Design a Verilog model for a 3-bit gray code up/down counter. Instantiate the D-Flip-Flop model provided to implement your state memory. Use whatever concurrent modeling approach you wish to model the next state and output logic. Use the module port definition provided in Fig. 7.47 for your design.[image: A420020_1_En_7_Fig78_HTML.gif]
Fig. 7.473-Bit gray code up/down counter module definition







 




              

                Section 7.6: Finite State Machine’s Reset Condition
                	7.6.1Are resets typically synchronous or asynchronous?


 

	7.6.2Why is it necessary to have a reset/preset condition in a finite state machine?


 

	7.6.3How does the reset/preset condition correspond to the behavior described in the state diagram?


 

	7.6.4When is it necessary to also use the preset line(s) of a D-flip-flop instead of just the reset line(s) when implementing the state memory of a finite state machine?


 

	7.6.5If a finite state machine has eight unique states that are encoded in binary and all D-flip-flops used for the state memory use their reset lines, what is the state code that the machine will go to upon reset?


 




              

                Section 7.7: Sequential Logic Analysis
                	7.7.1For the finite state machine logic diagram in Fig. 7.48, give the next state logic expression for Q_nxt.[image: A420020_1_En_7_Fig79_HTML.gif]
Fig. 7.48Sequential logic analysis 1







 

	7.7.2For the finite state machine logic diagram in Fig. 7.48, give the output logic expression for Tout.


 

	7.7.3For the finite state machine logic diagram in Fig. 7.48, give the state transition table.


 

	7.7.4For the finite state machine logic diagram in Fig. 7.48, give the state diagram.


 

	7.7.5For the finite state machine logic diagram in Fig. 7.48, give the maximum clock frequency.


 

	7.7.6For the finite state machine logic diagram in Fig. 7.49, give the next state logic expression for Q_nxt.[image: A420020_1_En_7_Fig80_HTML.gif]
Fig. 7.49Sequential logic analysis 2







 

	7.7.7For the finite state machine logic diagram in Fig. 7.49, give the output logic expression for F.


 

	7.7.8For the finite state machine logic diagram in Fig. 7.49, give the state transition table.


 

	7.7.9For the finite state machine logic diagram in Fig. 7.49, give the state diagram.


 

	7.7.10For the finite state machine logic diagram in Fig. 7.49, give the maximum clock frequency.


 

	7.7.11For the finite state machine logic diagram in Fig. 7.50, give the next state logic expressions for Q1_nxt and Q0_nxt.[image: A420020_1_En_7_Fig81_HTML.gif]
Fig. 7.50Sequential logic analysis 3







 

	7.7.12For the finite state machine logic diagram in Fig. 7.50, give the output logic expression for Return.


 

	7.7.13For the finite state machine logic diagram in Fig. 7.50, give the state transition table.


 

	7.7.14For the finite state machine logic diagram in Fig. 7.50, give the state diagram.


 

	7.7.15For the finite state machine logic diagram in Fig. 7.50, give the maximum clock frequency.
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In Chap. 5 Verilog was presented as a way to describe the behavior of concurrent systems. The modeling techniques presented were appropriate for combinational logic because these types of circuits have outputs dependent only on the current values of their inputs. This means a model that continuously performs signal assignments provides an accurate model of this circuit behavior. In Chap. 7 sequential logic storage devices were presented that did not continuously update their outputs based on the instantaneous values of their inputs. Instead, sequential storage devices only update their outputs based upon an event, most often the edge of a clock signal. The modeling techniques presented in Chap. 5 are unable to accurately describe this type of behavior. In this chapter, we describe the Verilog constructs to model signal assignments that are triggered by an event in order to accurately model sequential logic. We can then use these techniques to describe more complex sequential logic circuits such as finite state machines and register transfer level systems. This chapter will also present how to create test benches and look at more advanced features that are commonly used in Verilog to model modern systems. The goal of this chapter is to give an understanding of the full capability of hardware description languages.
Learning Outcomes—After completing this chapter, you will be able to:

            	8.1Describe the behavior of Verilog procedural assignment and how they are used to model sequential logic circuits.


 

	8.2Model combinational logic circuits using a Verilog procedural assignment and conditional programming constructs.


 

	8.3Describe the functionality of common Verilog system tasks.


 

	8.4Design a Verilog test bench to verify the functional operation of a system.


 




          

8.1 Procedural Assignment
Verilog uses procedural assignment to model signal assignments that are based on an event. An event is most commonly a transition of a signal. This provides the ability to model sequential logic circuits such as D-flip-flops and finite state machines by triggering assignments off of a clock edge. Procedural assignments can only drive variable data types (i.e., reg, integer, real, and time), thus they are ideal for modeling storage devices. Procedural signal assignments can be evaluated in the order they are listed, thus they are able to model sequential assignments.
A procedural assignment can also be used to model combinational logic circuits by making signal assignments when any of the inputs to the model change. Despite the left-hand-side of the assignment not being able to be of type wire in procedural assignment, modern synthesizers will recognize properly designed combinational logic models and produce the correct circuit implementation. Procedural assignment also supports standard programming constructs such as if-else decisions, case statements, and loops. This makes procedural assignment a powerful modeling approach in Verilog and is the most common technique for designing digital systems and creating test benches.



8.1.1 Procedural Blocks
All procedural signal assignments must be enclosed within a procedural block. Verilog has two types of procedural blocks, initial and always.
                
                
              

8.1.1.1 Initial Blocks
An initial block will execute all of the statements embedded within it one time at the beginning of the simulation. An initial block is not used to model synthesizable behavior. It is instead used within test benches to either set the initial values of repetitive signals or to model the behavior of a signal that only has a single set of transitions. The following is the syntax for an initial block.
                  
                  
                

                      initial
                    

                  begin // an optional “: name” can be added after the begin keyword
signal_assignment_1
signal_assignment_2
:

                      end
                    




Let’s look at a simple model of how an initial block is used to model the reset line in a test bench. In the following example, the signal “Reset_TB” is being driven into a DUT. At the beginning of the simulation, the initial value of Reset_TB is set to a logic zero. The second assignment will take place after a delay of 15 time units. The second assignment statement sets Reset_TB to a logic one. The assignments in this example are evaluated in sequence in the order they are listed due to the delay operator. Since the initial block executes only once, Reset_TB will stay at the value of its last assignment for the remainder of the simulation.
Example:initial
begin
Reset_TB = 1'b0;
#15 Reset_TB = 1'b1;
end





8.1.1.2 Always Blocks
An always block will execute forever, or for the duration of the simulation. An always block can be used to model synthesizable circuits in addition to non-synthesizable behavior in test benches. The following is the syntax for an always block.
                  
                  
                

                      always
                    

                      begin
                    
signal_assignment_1
signal_assignment_2
:

                       end
                    




Let’s look at a simple model of how an always block can be used to model a clock line in a test bench. In the following example, the value of the signal Clock_TB will continuously change its logic value every 10 time units.
Example:always
begin
#10 Clock_TB = ~Clock_TB;
end




By itself, the above always block will not work because when the simulation begins, Clock_TB does not have an initial value so the simulator will not know what the value of Clock_TB is at time zero. It will also not know what the output of the negation operation (~) will be at time unit 10. The following example shows the correct way of modeling a clock signal using a combination of initial and always blocks. Verilog allows assignments to the same variable from multiple procedural blocks, so the following example is valid. Note that when the simulation begins, Clock_TB is assigned a logic zero. This provides a known value for the signal at time zero and also allows the always block negation to have a deterministic value. The example below will create a clock signal that will toggle every 10 time units.
Example:initial
begin
Clock_TB = 1'b0;
end

always
begin
#10 Clock_TB = ~Clock_TB;
end





8.1.1.3 Sensitivity Lists
A sensitivity list is used in conjunction with a procedural block to trigger when the assignments within the block are executed. The symbol @ is used to indicate a sensitivity list. Signals can then be listed within parenthesis after the @ symbol that will trigger the procedural block. The following is the base syntax for a sensitivity list.
                  
                  
                


                
                  always @ (signal1, signal2)

                      begin
                    
signal_assignment_1
signal_assignment_2
:

                      end
                    



              
In this syntax, any transition on any of the signals listed within the parenthesis will cause the always block to trigger and all of its assignments to take place one time. After the always block ends, it will await the next signal transition in the sensitivity list to trigger again. The following example shows how to model a simple 3-input AND gate. In this example, any transition on inputs A, B, or C will cause the block to trigger and the assignment to F to occur.
Example:
always @ (A, B, C)
begin
F = A & B & C;
end




Verilog also supports keywords to limit triggering of the block to only rising edge or falling edge transitions. The keywords are posedge and negedge. The following is the base syntax for an edge sensitive block. In this syntax, only rising edge transitions on signal1 or falling edge transitions on signal2 will cause the block to trigger.

                  always @ (posedge signal1, negedge signal2)
begin
signal_assignment_1
signal_assignment_2
:
end




Sensitivity lists can also contain Boolean operators to more explicitly describe behavior. The following syntax is identical to the syntax above.
                      always @ (posedge
                      signal1
                      or negedge
                      signal2
                      )
                    

                      begin
                    
signal_assignment_1
signal_assignment_2
:

                      end
                    




The ability to model edge sensitivity allows us to model sequential circuits. The following example shows how to model a simple D-flip-flop.
Example:always @ (posedge Clock)
begin
Q = D; // Note: This model does not include a reset.
end




In Verilog-2001, the syntax to support sensitivity lists that will trigger based on any signal listed on the right-hand-side of any assignment within the block was added. This syntax is @*. The following example how to use this modeling approach to model a 3-input AND gate.
Example:always @*
begin
F = A & B & C;
end






8.1.2 Procedural Statements
There are two kinds of signal assignments that can be used within a procedural block, blocking and non-blocking.
8.1.2.1 Blocking Assignments
A blocking assignment is denoted with the = symbol and the evaluation and assignment of each statement takes place immediately. Each assignment within the block is executed in parallel. When this behavior is coupled with a sensitivity list that contains all of the inputs to the system, this approach can model synthesizable combinational logic circuits. This approach provides the same functionality as continuous assignments outside of a procedural block. The reason that designers use blocking assignments instead of continuous assignment is that more advanced programming constructs are supported within Verilog procedural blocks. These will be covered in the next section. Example 8.1 shows how to use blocking assignments within a procedural block to model a combinational logic circuit.[image: A420020_1_En_8_Fig1_HTML.gif]
Example 8.1Using blocking assignments to model combinational logic






8.1.2.2 Non-blocking Assignments
A non-blocking assignment is denoted with the <= symbol. When using non-blocking assignments, the assignment to the target signal is deferred until the end of the procedural block. This allows the assignments to be executed in the order they are listed in the block without cascading interim assignments through the list. When this behavior is coupled with triggering the block off of a clock signal, this approach can model synthesizable sequential logic circuits. Example 8.2 shows an example of using non-blocking assignments to model a sequential logic circuit.[image: A420020_1_En_8_Fig2_HTML.gif]
Example 8.2Using non-blocking assignments to model sequential logic





The difference between blocking and non-blocking assignments is subtle and is often one of the most difficult concepts to grasp when first learning Verilog. One source of confusion comes from the fact that blocking and non-blocking assignments can produce the same results when they either contains a single assignment or a list of assignments that don’t have any signal interdependencies. A signal interdependency refers to when a signal that is the target of an assignment (i.e., on the LHS of an assignment) is used as an argument (i.e., on the RHS of an assignment) in subsequent statements. Example 8.3 shows two models that produce the same results regardless of whether a blocking or non-blocking assignment is used.[image: A420020_1_En_8_Fig3_HTML.gif]
Example 8.3Identical behavior when using blocking vs. non-blocking assignments





When a list of statements within a procedural block does have signal interdependencies, blocking and non-blocking assignments will have different behavior. Example 8.4 shows how signal interdependencies will cause different behavior between blocking and non-blocking assignments. In this example, all inputs are listed in the sensitivity list with the intent of modeling combinational logic.[image: A420020_1_En_8_Fig4_HTML.gif]
Example 8.4Different behavior when using blocking vs. non-blocking assignments (1)





Example 8.5 shows another case where signal interdependencies will cause different behavior between blocking and non-blocking assignments. In this example, the procedural block is triggered by the rising edge of a clock signal with the intent of modeling two stages of sequential logic.[image: A420020_1_En_8_Fig5_HTML.gif]
Example 8.5Different behavior when using blocking vs. non-blocking assignments (2)





While the behavior of these procedural assignments can be confusing, there are two design guidelines that can make creating accurate, synthesizable models straightforward. They are:	1.When modeling combinational logic, use blocking assignments and list every input in the sensitivity list.


 

	2.When modeling sequential logic, use non-blocking assignments and only list the clock and reset lines (if applicable) in the sensitivity list.


 







8.1.3 Statement Groups
A statement group refers to how the statements in a block are processed. Verilog supports two types of statement groups: begin/end and fork/join. When using begin/end, all statements enclosed within the group will be evaluated in the order they are listed. When using a fork/join, all statements enclosed within the group will be evaluated in parallel. When there is only one statement within procedural block, a statement group is not needed. For multiple statements in a procedural block, a statement group is required. Statement groups can contain an optional name that is appended after the first keyword preceded by a “:”. Example 8.6 shows a graphical depiction of the difference between begin/end and fork/join groups. Note that this example also shows the syntax for naming the statement groups. 


[image: A420020_1_En_8_Fig6_HTML.gif]
Example 8.6Behavior of statement groups begin/end vs. fork/join






8.1.4 Local Variables
Local variables can be declared within a procedural block. The statement group must be named and the variables will not be visible outside of the block. Variables can only be of variable type.
Example:initial
begin: stim_block // it is required to name the block when declaring local variables

integer i; // local variables can only be of variable type
i=2;
end




Concept Check

CC8.1 If a model of a combinational logic circuit excludes one of its inputs from the sensitivity list, what is the implied behavior?	(A)A storage element because the output will be held at its last value when the unlisted input transitions.


 

	(B)An infinite loop.


 

	(C)A don’t care will be used to form the minimal logic expression.


 

	(D)Not applicable because this syntax will not compile.


 








8.2 Conditional Programming Constructs
One of the more powerful features that procedural blocks provide in Verilog is the ability to use conditional programming constructs such as if-else decisions, case statements, and loops. These constructs are only available within a procedural block and can be used to model both combinational and sequential logic.
8.2.1 if-else Statements
An if-else statement provides a way to make conditional signal assignments based on Boolean conditions. The if portion of statement is followed by a Boolean condition that if evaluated TRUE will cause the signal assignment listed after it to be performed. If the Boolean condition is evaluated FALSE, the statements listed after the else portion are executed. If multiple statements are to be executed in either the if or else portion, then the statement group keywords begin/end need to be used. If only one statement is to be executed, then the statement group keywords are not needed. The else portion of the statement is not required and if omitted, no assignment will take place when the Boolean condition is evaluated FALSE. The syntax for an if-else statement is as follows:
                
                
              

                if (<boolean_condition>)
true_statement

                    else
                  
false_statement




The syntax for an if-else statement with multiple true/false statements is as follows:
                if (<boolean_condition>)

                    begin
                  
true_statement_1
true_statement_2

                    end
                  

                    else
                  

                    begin
                  
false_statement_1
false_statement_2

                    end
                  




If more than one Boolean condition is required, additional if-else statements can be embedded within the else clause of the preceding if statement. The following shows an example of if-else statements implementing two Boolean conditions.
                if (<boolean_condition_1>)
true_statement_1

                else if (<boolean_condition_2>)
true_statement_2

                    else
                  
false_statement




Let’s look at using an if-else statement to describe the behavior of a combinational logic circuit. Recall that a combinational logic circuit is one in which the output depends on the instantaneous values of the inputs. This behavior can be modeled by placing all of the inputs to the circuit in the sensitivity list of an always block and using blocking assignments. Using this approach, a change on any of the inputs in the sensitivity list will trigger the block and the assignments will take place immediately. Example 8.7 shows how to model a 3-input combinational logic circuit using if-else statements within a procedural always block.[image: A420020_1_En_8_Fig7_HTML.gif]
Example 8.7Using if-else statements to model combinational logic






8.2.2 case Statements
A case statement is another technique to model signal assignments based on Boolean conditions. As with the if-else statement, a case statement can only be used inside of a procedural block. The statement begins with the keyword case followed by the input signal name that assignments will be based off of enclosed within parenthesis. The case statement can be based on multiple input signal names by concatenating the signals within the parenthesis. Then a series of input codes followed by the corresponding assignment is listed. The keyword default can be used to provide the desired signal assignment for any input codes not explicitly listed. When multiple input conditions have the same assignment statement, they can be listed on the same line comma-delimited to save space. The keyword endcase is used to denote the end of the case statement. The following is the syntax for a case statement.
                
                
              

                case (<input_name>)
input_val_1 : statement_1
input_val_2
: statement_2
:
input_val_n
: statement_n

                default : default_statement

                    endcase
                  




Example 8.8 shows how to model a 3-input combinational logic circuit using a case statement within a procedural block. Note in this example the inputs are scalars so they must be concatenated so that the input values can be listed as 3-bit vectors. In this example, there are three versions of the model provided. The first explicitly lists out all binary input codes. This approach is more readable because it mirrors a truth table form. The second approach only lists the input codes corresponding to an output of one and uses the default clause to handle all other input codes. The third approach shows how to list multiple input codes with the same assignment on the same line using a comma-delimited series.[image: A420020_1_En_8_Fig8_HTML.gif]
Example 8.8Using case statements to model combinational logic





If-else statements can be embedded within a case statement and, conversely, case statements can be embedded within an if-else statement.

8.2.3 casez and casex Statements
Verilog provides two additional case statements that support don’t cares in the input conditions. The casez statement allows the symbols? and Z to represent a don’t care. The casex statement extends the casez statement by also interpreting X as a don’t care. Care should be taken when using the casez and casex statement as it is easy to create unintended logic when using don’t cares in the input codes.
                
                
              

                
                
              


8.2.4 forever Loops
A loop within Verilog provides a mechanism to perform repetitive assignments infinitely. This is useful in test benches for creating stimulus such as clocks or other periodic signals. We have already covered a looping construct in the form of an always block. An always block provides a loop with a starting condition. Verilog provides additional looping constructs to model more sophisticated behavior. All looping constructs must reside with a procedural block.
The simplest looping construct is the forever loop. As with other conditional programming constructs, if multiple statements are associated with the forever loop they must be enclosed within a statement group. If only one statement is used the statement group is not needed. A forever loop within an initial block provides identical behavior as an always loop without a sensitivity loop. It is important to provide a time step event or delay within a forever loop or it will cause a simulation to hang. The following is the syntax for a forever loop in Verilog.



                    forever
                  

                    begin
                  
statement_1
statement_2
:
statement_n

                    end
                  




Consider the following example of a forever loop that generates a clock signal (CLK) with a period of 10 time units. In this example, the forever loop is embedded within an initial block. This allows the initial value of CLK to be set to zero upon the beginning of the simulation. Once the forever loop is entered, it will execute indefinitely. Notice that since there is only one statement after the forever keyword, a statement group (i.e., begin/end) is not needed.
Example:initial
begin
CLK = 0;

forever
#10 CLK = ~CLK;

end





8.2.5 while Loops
A while loop provides a looping structure with a Boolean condition that controls its execution. The loop will only execute as long as the Boolean condition is evaluated true. The following is the syntax for a Verilog while loop.



                while (<boolean_condition>)

                    begin
                  
statement_1
statement_2
:
statement_n

                    end
                  




Let’s implement the previous example of a loop that generates a clock signal (CLK) with a period of 10 time units as long as EN = 1. The TRUE Boolean condition for the while loop is EN = 1. When EN = 0, the while loop will be skipped. When the loop becomes inactive, CLK will hold its last assigned value.
Example:initial
begin
CLK = 0;

while (EN == 1)
#10 CLK = ~CLK;

end





8.2.6 repeat Loops
A repeat loop provides a looping structure that will execute a fixed number of times. The following is the syntax for a Verilog repeat loop.



                repeat (<number_of_loops>)

                    begin
                  
statement_1
statement_2
:
statement_n

                    end
                  




Let’s implement the previous example of a loop that generates a clock signal (CLK) with a period of 10 time units, except this time we’ll use a repeat loop to only produce 10 clock transitions, or 5 full periods of CLK.
Example:initial
begin
CLK = 0;
repeat (10)
#10 CLK = ~CLK;
end





8.2.7 for Loops
A for loop provides the ability to create a loop that can automatically update an internal variable. A loop variable within a for loop is altered each time through the loop according to a step assignment. The starting value of the loop variable is provided using an initial assignment. The loop will execute as long as a Boolean condition associated with the loop variable is TRUE. The following is the syntax for a Verilog for loop:



                for (<initial_assignment>; <Boolean_condition>; <step_assignment>)

                    begin
                  
statement_1
statement_2
:
statement_n

                     end
                  




The following is an example of creating a simple counter using the loop variable. The loop variable i was declared as an integer prior to this block. The signal Count is also of type integer. The loop variable will start at 0 and increment by 1 each time through the loop. The loop will execute as long as i < 15, or 16 times total. For loops allow the loop variable to be used in signal assignments within the block.
Example:initial
begin
for (i=0; i<15; i=i+1)
#10 Count = i;
end





8.2.8 disable
Verilog provides the ability to stop a loop using the keyword disable. The disable function only works on named statement groups. The disable function is typically used after a certain fixed amount of time or within a conditional construct such as an if-else or case statement that is triggered by a control signal. Consider the following forever loop example that will generate a clock signal (CLK), but only when an enable (EN) is asserted. When EN = 0, the loop will disable and the simulation will end.



Example:initial
begin
CLK = 0;
forever
begin: loop_ex
if (EN == 1)
#10 CLK = ~CLK;
else
disable loop_ex; // The group name to be disabled comes after the keyword
end
end




Concept Check

CC8.2 When using an if-else statement to model a combinational logic circuit, is using the else clause the same as using don’t cares when minimizing a logic expression with a K-map?	(A)Yes. The else clause allows the synthesizer to assign whatever output values are necessary in order to create the most minimal circuit.


 

	(B)No. The else clause explicitly states the output values for all input codes not listed in the if portion of the statement. This is the same as filling in the truth table with specific values for all input codes covered by the else clause and the synthesizer will create the logic expression accordingly.


 








8.3 System Tasks
A system task in Verilog is one that is used to insert additional functionality into a model that is not associated with real circuitry. There are three main groups of system tasks in Verilog: (1) text output; (2) file input/output; and (3) simulation control. All system tasks begin with a $ and are only used during simulation. These tasks are ignored by synthesizers so they can be included in real circuit models. All system tasks must reside within procedural blocks.



8.3.1 Text Output
Text output system tasks are used to print strings and variable values to the console or transcript of a simulation tool. The syntax follows ANSI C where double quotes (“”) are used denote the text string to be printed. Standard text can be entered within the string in addition to variables. Variable can be printed in two ways. The first is to simply list the variable in the system task function outside of the double quotes. In this usage, the default format to be printed will be decimal unless a task is used with a different default format. The second way to print a variable is within a text string. In this usage, a unique code is inserted into the string indicating the format of how to print the value. After the string, a comma separated list of the variable name(s) is listed that corresponds positionally to the codes within the string. The following are the most commonly used text output system tasks.



	
                          Task
                        
	
                          Description
                        

	$display()
	Print text string when statement is encountered and append a newline.

	$displayb()
	Same as $display, but default format of any arguments is binary.

	$displayo()
	Same as $display, but default format of any arguments is octal.

	$displayh()
	Same as $display, but default format of any arguments is hexadecimal.

	$write()
	Same as $display, but the string is printed without a newline.

	$writeb()
	Same as $write, but default format of any arguments is binary.

	$writeo()
	Same as $write, but default format of any arguments is octal.

	$writeh()
	Same as $write, but default format of any arguments is hexadecimal.

	$strobe()
	Same as $display, but printing occurs after all simulation events are executed.

	$strobeb()
	Same as $strobe, but default format of any arguments is binary.

	$strobeo()
	Same as $strobe, but default format of any arguments is octal.

	$strobeh()
	Same as $strobe, but default format of any arguments is hexadecimal.

	$monitor()
	Same as $display, but printing occurs when the value of an argument changes.

	$monitorb()
	Same as $monitor, but default format of any arguments is binary.

	$monitoro()
	Same as $monitor, but default format of any arguments is octal.

	$monitoron
	Begin tracking argument changes in subsequent $monitor tasks.

	$monitoroff
	Stop tracking argument changes in subsequent $monitor tasks.





The following is a list of the most common text formatting codes for printing variables within a string.	
                          Code
                        
	
                          Format
                        

	%b
	Binary values

	%o
	Octal values

	%d
	Decimal values

	%h
	Hexadecimal values

	%f
	Real values using decimal form

	%e
	Real values using exponential form

	%t
	Time values

	%s
	Character strings

	%m
	Hierarchical name of scope (no argument required when printing)

	%l
	Configuration library binding (no argument required when printing)





The format letters in these codes are not case sensitive (i.e., %d and %D are equivalent). Each of these formatting codes can also contain information about truncation of leading and trailing digits. Rounding will take place when numbers are truncated. The formatting syntax is as follows:% < number_of_leading_digits > . < number_of_trailing_digits > <format_code_letter>




There are also a set of string formatting and character escapes that are supported for use with the text output system tasks.	
                          Code
                        
	
                          Description
                        

	\n
	Print a new line.

	\t
	Print a tab.

	\”
	Print a quote (“).

	\\
	Print a backslash (\).

	%%
	Print a percent sign (%).





The following is a set of examples using common text output system tasks. For these examples, assume two variables have been declared and initialized as follow: A = 3 (integer) and B = 45.6789 (real). Recall that Verilog uses 32-bit codes to represent type integer and real.
Example:$display("Hello World"); // Will print: Hello World

$display("A = %b", A); // This will print: A = 00000000000000000000000000000011
$display("A = %o", A); // This will print: A = 00000000003
$display("A = %d", A); // This will print: A = 3
$display("A = %h", A); // This will print: A = 00000003
$display("A = %4.0b", A); // This will print: A = 0011

$display("B = %f", B); // This will print: B = 45.678900
$display("B = %2.0f", B); // This will print: B = 46
$display("B = %2.1f", B); // This will print: B = 45.7
$display("B = %2.2f", B); // This will print: B = 45.68

$display("B = %e", B); // This will print: B = 4.567890e+001
$display("B = %1.0e", B); // This will print: B = 5e+001
$display("B = %1.1e", B); // This will print: B = 4.6e+001
$display("B = %2.2e", B); // This will print: B = 4.57e+001

$write("A is ", A, "\n"); // This will print: A is 3

$writeb("A is ", A, "\n"); // This will print: A is 00000000000000000000000000000011
$writeo("A is ", A, "\n"); // Will print: A is 00000000003
$writeh("A is ", A, "\n"); // Will print: A is 00000003





8.3.2 File Input/Output
File I/O system tasks allow a Verilog module to create and/or access data files is the same way files are handled in ANSI C. This is useful when the results of a simulation are a large and need to be stored in a file as opposed to viewing in a waveform or transcript window. This is also useful when complex stimulus vectors are to be read from an external file and driven into a device under test. Verilog supports the following file I/O system task functions:



	
                          Task
                        
	
                          Description
                        

	$fopen()
	Opens a file and returns a unique file descriptor.

	$fclose()
	Closes the file associated with the descriptor.

	$fdisplay()
	Same as $display but statements are directed to the file descriptor.

	$fwrite()
	Same as $write but statements are directed to the file descriptor.

	$fstrobe()
	Same as $strobe but statements are directed to the file descriptor.

	$fmonitor()
	Same as $monitor but statements are directed to the file descriptor.

	$readmemb()
	Read binary data from file and insert into previously defined memory array.

	$readmemh()
	Read hexadecimal data from file and insert into previously defined memory array.





The $fopen() function will either create and open, or open an existing file. Each file that is opened is given a unique integer called a file descriptor that is used to identify the file in other I/O functions. The integer must be declared prior to the first use of $fopen. A file name argument is required and provided within double quotes. By default, the file is opened for writing. If the file name doesn’t exist, it will be created. If the file name does exist, it will be overwritten. An optional file_type can be provided that gives specific action for the file opening including opening an existing file and appending to a file. The following are the supported codes for $fopen().	
                          $fopen types
                        
	
                          Description
                        

	“r” or “rb”

	Open file for reading.

	
“w” or “wb”

	Create for writing.

	
“a” or “ab”

	Open for writing and append to the end of file.

	
“r+” or “r + b” or “rb+”

	Open for update, reading or writing file.

	
“w+” or “w + b” or “wb+”

	Create for update.

	“a+” or “a + b” or “ab+”

	Open or create for update, append to the end of file.





Once a fie is open, data can be written to it using the $fdisplay(), $fwrite(), $fstrobe(), and $fmonitor() tasks. These functions require two arguments. The first argument is the file descriptor and the second is the information to be written. The information follows the same syntax as the I/O system tasks. The following example shows how to create a file and write data to it. This example will create a new file called “Data_out.txt” and write two lines of text to it with the values of variables A and B.
Example:
integer A = 3;
real B = 45.6789;
integer FILE_1;

initial
begin
FILE_1 = $fopen("Data_out.txt", "w");
$fdisplay(FILE_1, "A is %d", A);
$fdisplay(FILE_1, "B is %f", B);
$fclose(FILE_1);
end




When reading data from a file, the functions $readmemb() and $readmemh() can be used. These tasks require that a storage array be declared that the contents of the file can be read into. These tasks have two arguments, the first being the name of the file and the second being the name of the storage array to store the file contents into. The following example shows how to read the contents of a file into a storage array called “memory”. Assume the file contains eight lines, each containing a 3-bit vector. The vectors start at 000 and increment to 111 and each symbol will be interpreted as binary using the $readmemb() task. The storage array “memory” is declared to be an 8x3 array of type reg. The $readmemb() task will insert each line of the file into each 3-bit vector location within “memory”. To illustrate how the data is stored, this example also contains a second procedural block that will print the contents of the storage element to the transcript.
Example:reg[2:0] memory[7:0];

initial
begin: Read_Block
$readmemb("Data_in.txt", memory);
end
initial
begin: Print_Block
$display("printing memory %b", memory[0]); // This will print “000”
$display("printing memory %b", memory[1]); // This will print “001”
$display("printing memory %b", memory[2]); // This will print “010”
$display("printing memory %b", memory[3]); // This will print “011”
$display("printing memory %b", memory[4]); // This will print “100”
$display("printing memory %b", memory[5]); // This will print “101”
$display("printing memory %b", memory[6]); // This will print “110”
$display("printing memory %b", memory[7]); // This will print “111”
end





8.3.3 Simulation Control and Monitoring
Verilog also provides a set of simulation control and monitoring tasks. The following are the most commonly used tasks in this group.



	
                          Task
                        
	
                          Description
                        

	$finish()
	Finishes simulation and exits.

	$stop()
	Halts the simulation and enters an interactive debug mode.

	$time()
	Returns the current simulation time as a 64-bit vector.

	$stime()
	Returns the current simulation time as a 32-bit integer.

	$realtime()
	Returns the current simulation time as a 32-bit real number.

	$timeformat()
	Controls the format used by the %t code in print statements.

	 	The arguments are: (<unit>, <precision>, <suffix>, <min_field_width>)

	 	where:

	 	<unit>
	
0 = 1 sec

	 	 	-1 = 100 ms

	 	 	-2 = 10 ms

	 	 	-3 = 1 ms

	 	 	-4 = 100us

	 	 	-5 = 10us

	 	 	-6 = 1us

	 	 	-7 = 100 ns

	 	 	-8 = 10 ns

	 	 	-9 = 1 ns

	 	 	-10 = 100 ps

	 	 	-11 = 10 ps

	 	 	-12 = 1 ps

	 	 	-13 = 100 fs

	 	 	-14 = 10 fs

	 	 	15 = 1 fs

	 	<precision > = The number of decimal points to display.

	 	<suffix > = A string to be appended to time to indicate units.

	 	<min_field_width > = The minimum number of characters to display.





The following shows an example of how these tasks can be used.
Example:
initial
begin

$timeformat (-9, 2, "ns", 10);
$display("Stimulus starting at time: %t", $time);

#10 A_TB=0; B_TB=0; C_TB=0;
#10 A_TB=0; B_TB=0; C_TB=1;
#10 A_TB=0; B_TB=1; C_TB=0;
#10 A_TB=0; B_TB=1; C_TB=1;
#10 A_TB=1; B_TB=0; C_TB=0;
#10 A_TB=1; B_TB=0; C_TB=1;
#10 A_TB=1; B_TB=1; C_TB=0;
#10 A_TB=1; B_TB=1; C_TB=1;

$display("Simulation stopping at time: %t", $time);
end




This example will result in the following statements printed to the simulator transcript:Stimulus starting at time: 0.00 ns
Simulation stopping at time: 80.00 ns




Concept Check

CC8.3 How can Verilog system tasks be included in synthesizable circuit models when they provide inherently unsynthesizable functionality?	(A)They can’t. System tasks can only be used in test benches.


 

	(B)The “$” symbol tells the CAD tool that the task can be ignored during synthesis.


 

	(C)The designer must only use system tasks that model sequential logic.


 








8.4 Test Benches
The functional verification of Verilog designs is accomplished through simulation using a test bench. A test bench is a Verilog model that instantiates the system to be tested as a sub-system, generates the input patterns to drive into the sub-system, and observes the outputs. The system being tested is often called a device under test (DUT) or unit under test (UUT). Test benches are only used for simulation so they can use abstract modeling techniques that are unsynthesizable to generate the stimulus patterns. Verilog conditional programming constructions and system tasks can also be used to report on the status of a test and also automatically check that the outputs are correct.
8.4.1 Common Stimulus Generation Techniques
When creating stimulus for combinational logic circuits, it is common to use a procedural block to generate all possible input patterns to drive the DUT and especially any transitions that may cause timing errors. Example 8.9 shows a test bench for a combinational logic circuit where an initial block contains a series of delayed assignments to provide the stimulus to the DUT. This block creates every possible input pattern, delayed by a fixed amount. Note that the initial block will only execute once. If the patterns were desired to repeat indefinitely, an always block without a sensitivity list could be used instead.[image: A420020_1_En_8_Fig9_HTML.gif]
Example 8.9Test bench for a combinational logic circuit





Multiple procedural blocks can be used within a Verilog module to provide parallel functionality. Using both initial and always blocks allows the test bench to drive both repetitive and aperiodic signals. Initial and always blocks can also be used to drive the same signal in order to provide a starting value and a repetitive pattern. Example 8.10 shows a test bench for a rising edge triggered D-flip-flop with an asynchronous, active LOW reset in which multiple procedural blocks are used to generate the stimulus patterns for the DUT.[image: A420020_1_En_8_Fig10_HTML.gif]
Example 8.10Test bench for a sequential logic circuit






8.4.2 Printing Results to the Simulator Transcript
In the past test bench examples, the input and output values are observed using either the waveform or listing tool within the simulator tool. It is also useful to print the values of the simulation to a transcript window to track the simulation as each statement is processed. Messages can be printed that show the status of the simulation in addition to the inputs and outputs of the DUT using the text output system tasks. Example 8.11 shows a test bench that prints the inputs and output to the transcript of the simulation tool. Note that the test bench must wait some amount of delay before evaluating the output, even if the DUT does not contain any delay.[image: A420020_1_En_8_Fig11_HTML.gif]
Example 8.11Printing test bench results to the transcript






8.4.3 Automatic Result Checking
Test benches can also perform automated checking of the results using the conditional programming constructs described earlier in this chapter. Example 8.12 shows an example of a test bench that uses if-else statements to check the output of the DUT and print a PASS/FAIL message to the transcript.[image: A420020_1_En_8_Fig12_HTML.gif]
Example 8.12Test bench with automatic output checking






8.4.4 Using Loops to Generate Stimulus
When creating stimulus that follow regular patterns such as counting, loops can be an effective way to produce the input vectors. A for loop is especially useful for generating exhaustive stimulus patterns for combinational logic circuits. An integer loop variable can increment within the for loop and then be assigned to the DUT inputs as type reg. Recall that in Verilog, when an integer is assigned to a variable of type reg, it is truncated to matched the size of the reg. This allows a binary count to be created for an input stimulus pattern by using an integer loop variable that increments within a for loop. Example 8.13 shows how the stimulus for a combinational logic circuit can be produced with a for loop.[image: A420020_1_En_8_Fig13_HTML.gif]
Example 8.13Using a loop to generate stimulus in a test bench






8.4.5 Using External Files in Test Benches
There are often cases where the results of a test bench need to be written to an external file, either because they are too verbose or because there needs to be a stored record. Verilog allows writing to external files via the file I/O system tasks (i.e., $fdisplay(), $fwrite(), $fstrong(), and $fmonitor()). Example 8.14 shows a test bench in which the input vectors and the output of the DUT are written to an external file using the $fdisplay() system task.[image: A420020_1_En_8_Fig14_HTML.gif]
Example 8.14Printing test bench results to an external file





It is often the case that the input vectors are either too large to enter manually or were created by a separate program. In either case, a useful technique in test benches is to read input vectors from an external file. Example 8.15 shows an example where the input stimulus vectors for a DUT are read from an external file using the $readmemb() system task.[image: A420020_1_En_8_Fig15_HTML.gif]
Example 8.15Reading test bench stimulus vectors from an external file





Concept Check

CC8.4 Could a test bench ever use always blocks and sensitivity lists exclusively to create its stimulus? Why or why not?	(A)Yes. The signal assignments will simply be made when the block ends.


 

	(B)No. Since a sensitivity list triggers when there is a change on one or more of the signals listed, the blocks in the test bench would never trigger because there is no method to make the initial signal transition.


 






Summary

                	To model sequential logic, an HDL needs to be able to trigger signal assignments based on an event. This is accomplished in Verilog using procedural assignment.

	There are two types of procedural blocks in Verilog, initial and always. An initial block executes one time. An always block runs continually.

	A sensitivity list is a way to control when a Verilog procedural block is triggered. A sensitivity list contains a list of signals. If any of the signals in the sensitivity list transitions it will cause the block to trigger. If a sensitivity list is omitted, the block will trigger immediately. Sensitivity lists are most commonly used with always blocks.

	Sensitivity lists and always blocks are used to model synthesizable logic. Initial blocks are typically only used in test benches. Always blocks are also used in test benches.

	There are two types of signal assignments that can be used within a procedural block, blocking and non-blocking.

	A blocking assignment is denoted with the = symbol. All blocking assignments are made immediately within the procedural block. Blocking assignments are used to model combinational logic. Combinational logic models list all input to the circuit in the sensitivity list.

	A non-blocking assignment is denoted with the <= symbol. All non-blocking assignments are made when the procedural block ends and are evaluated in the order they appeared in the block. Blocking assignments are used to model sequential logic. Sequential logic models list only the clock and reset in the sensitivity list.

	Variables can be defined within a procedural block as long as the block is named.

	Procedural blocks allow more advanced modeling constructs in Verilog. These include if-else statements, case statements, and loops.

	Verilog provides numerous looping constructs including forever, while, repeat, and for. Loops can be terminated using the disable keyword.

	System Tasks provide additional functionality to Verilog models. Tasks begin with the $ symbol and are omitted from synthesis. System tasks can be included in synthesizable logic models.

	There are three groups of system tasks: text output, file input/output, and simulation control and monitoring.

	System tasks that perform printing functions can output strings in addition to variable values. Verilog provides a mechanism to print the variable values in a variety of format.

	A test bench is a way to simulate a device under test (DUT) by instantiating it as a sub-system, driving in stimulus, and observing the outputs. Test benches do not have inputs or outputs and are unsynthesizable.

	Test benches for combinational logic typically exercise the DUT under an exhaustive set of stimulus vectors. These include all possible logic inputs in addition to critical transitions that could cause timing errors.

	Text I/O system tasks provide a way to print the results of a test bench to the simulation tool transcript.

	File I/O system tasks provide a way to print the results of a test bench to an external file and also to read in stimulus vectors from an external file.

	Conditional programming constructs can be used within a test bench to perform automatic checking of the outputs of a DUT within a test bench.

	Loops can be used in test benches to automatically generate stimulus patterns. A for loop is a convenient technique to produce a counting pattern.

	Assignment from an integer to a reg in a for loop is allowed. The binary value of the integer is truncated to fit the size of the reg vector.




              

Exercise Problems

                Section 8.1: Procedural Assignment
                	
8.1.1 
When using a sensitivity list with a procedural block, what will cause the block to trigger?

	
8.1.2 
When a sensitivity list is not used with a procedural block, when will the block trigger?

	
8.1.3 
When are statements executed when using blocking assignments?

	
8.1.4 
When are statements executed when using non-blocking assignments?

	
8.1.5 
When is it possible to exclude statement groups from a procedural block?

	
8.1.6 
What is the difference between a begin/end and fork/join group when each contain multiple statements?

	
8.1.7 
What is the difference between a begin/end and fork/join group when each contain only a single statements?

	
8.1.8 
What type of procedural assignment is used when modeling combinational logic?

	
8.1.9 
What type of procedural assignment is used when modeling sequential logic?

	
8.1.10 
What signals should be listed in the sensitivity list when modeling combinational logic?

	
8.1.11 
What signals should be listed in the sensitivity list when modeling sequential logic?




              

                Section 8.2: Conditional Programming Constructs
                	
8.2.1 
Design a Verilog model to implement the behavior described by the 4-input truth table in Fig. 8.1. Use procedural assignment and an if-else statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output. Hint: Notice that there are far more input codes producing F = 0 than producing F = 1. Can you use this to your advantage to make your if-else statement simpler?[image: A420020_1_En_8_Fig16_HTML.gif]
Fig. 8.1System I functionality






	
8.2.2 
Design a Verilog model to implement the behavior described by the 4-input truth table in Fig. 8.1. Use procedural assignment and a case statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output.

	
8.2.3 
Design a Verilog model to implement the behavior described by the 4-input minterm list in Fig. 8.2. Use procedural assignment and an if-else statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output.
[image: A420020_1_En_8_Fig17_HTML.gif]
Fig. 8.2System J functionality









              

                	
8.2.4  Design a Verilog model to implement the behavior described by the 4-input minterm list in Fig. 8.2. Use procedural assignment and a case statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output.

	
8.2.5 Design a Verilog model to implement the behavior described by the 4-input maxterm list in Fig. 8.3. Use procedural assignment and an if-then statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output.





                [image: A420020_1_En_8_Fig18_HTML.gif]
Fig. 8.3System K functionality




              

                	
8.2.6 
Design a Verilog model to implement the behavior described by the 4-input maxterm list in Fig. 8.3. Use procedural assignment and a case statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output.

	
8.2.7 
Design a Verilog model to implement the behavior described by the 4-input truth table in Fig. 8.4. Use procedural assignment and an if-else statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output. Hint: Notice that there are far more input codes producing F = 1 than producing F = 0. Can you use this to your advantage to make your if-else statement simpler?





                [image: A420020_1_En_8_Fig19_HTML.gif]
Fig. 8.4System L functionality




              

                	
8.2.8 
Design a Verilog model to implement the behavior described by the 4-input truth table in Fig. 8.4. Use procedural assignment and a case statement. Declare the module to match the block diagram provided. Use the type wire for the inputs and type reg for the output.

	
8.2.9 
Fig. 8.5 shows the topology of a 4-bit shift register when implemented structurally using D-Flip-Flops. Design a Verilog model to describe this functionality using a single procedural block and non-blocking assignments instead of instantiating D-Flip-Flops. The figure also provides the block diagram for the module port definition. Use the type wire for the inputs and type reg for the outputs.





                [image: A420020_1_En_8_Fig20_HTML.gif]
Fig. 8.54-bit shift register functionality




              

                	
8.2.10 
Design a Verilog model for a counter using a for loop with an output type of integer. Fig. 8.6 shows the block diagram for the module definition. The counter should increment from 0 to 31 and then start over. Use delay in your loop to update the counter value every 10 ns. Consider using the loop variable of the for loop to generate your counter value.





                [image: A420020_1_En_8_Fig21_HTML.gif]
Fig. 8.6Integer counter block diagram




              

                	
8.2.11 
Design a Verilog model for a counter using a for loop with an output type of reg[4:0]. Fig. 8.7 shows the block diagram for the module definition. The counter should increment from 000002 to 111,112 and then start over. Use delay in your loop to update the counter value every 10 ns. Consider using the loop variable of the for loop to generate an integer version of your count value, and then assign it to the output variable of type reg[4:0].





                [image: A420020_1_En_8_Fig22_HTML.gif]
Fig. 8.75-bit binary counter block diagram




              

                Section 8.3: System Tasks
                	
8.3.1 
Are system tasks synthesizable? Why or why not?

	
8.3.2 
What is the difference between the tasks $display() and $write()?

	
8.3.3 
What is the difference between the tasks $display() and $monitor()?

	
8.3.4 
What is the data type returned by the task $fopen()?




              

                Section 8.4: Test Benches
                	
8.4.1 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.1. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block.

	
8.4.2 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.1 with automatic checking. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block. Use conditional statements to check whether the output of the DUT is correct. For each input vector, print a message using $display() that indicates the current input vector being tested, the resulting output of your DUT, and whether the DUT output is correct.

	
8.4.3 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.2. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block.

	
8.4.4 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.2 with automatic checking. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block. Use conditional statements to check whether the output of the DUT is correct. For each input vector, print a message using $display() that indicates the current input vector being tested, the resulting output of your DUT, and whether the DUT output is correct.

	
8.4.5 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.3. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block.

	
8.4.6 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.3 with automatic checking. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block. Use conditional statements to check whether the output of the DUT is correct. For each input vector, print a message using $display() that indicates the current input vector being tested, the resulting output of your DUT, and whether the DUT output is correct.

	
8.4.7 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.4. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block.

	
8.4.8 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.4 with automatic checking. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block. Use conditional statements to check whether the output of the DUT is correct. For each input vector, print a message using $display() that indicates the current input vector being tested, the resulting output of your DUT, and whether the DUT output is correct.

	
8.5.9 
Design a Verilog test bench to verify the functional operation of the system in Fig. 8.4. Your test bench should drive in every possible input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”). Have your test bench change the input pattern every 10 ns using delay within your procedural block. Print the results to an external file named “output_vectors.txt” using $fdisplay().

	
8.5.10 
Design a Verilog test bench that reads in test vectors from an external file to verify the functional operation of the system in Fig. 8.4. Create an input text file called “input_vectors.txt” that contains each input code for the vector ABCD (i.e., “0000”, “0001”, “0010”, …, “1111”), each on a separate line in the file. Your test bench should read in the vectors using $readmemb(), drive each code into the DUT, and print the results to the transcript using $display().
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In this chapter, we will look at modeling sequential logic using the more sophisticated behavioral modeling techniques presented in Chap. 8. We will begin by looking at modeling sequential storage devices. Next, we will look at the behavioral modeling of finite state machines. Finally, we will look at register transfer level, or RTL modeling. The goal of this chapter is to provide an understanding of how hardware description languages can be used to create behavioral models of synchronous digital systems.
Learning Outcomes—After completing this chapter, you will be able to:

            	9.1Design a Verilog behavioral model for a sequential logic storage device.


 

	9.2Describe the process for creating a Verilog behavioral model for a finite state machine.


 

	9.3Design a Verilog behavioral model for a finite state machine.


 

	9.4Design a Verilog behavioral model for a counter.


 

	9.5Design a Verilog register transfer level (RTL) model of a synchronous digital system.


 




          

9.1 Modeling Sequential Storage Devices in Verilog
9.1.1 D-Latch
Let’s begin with the model of a simple D-Latch. Since the outputs of this sequential storage device are not updated continuously, its behavior is modeled using a procedural assignment. Since we want to create a synthesizable model of sequential logic, non-blocking assignments are used. In the sensitivity list, we need to include the C input since it controls when the D-Latch is in track or store mode. We also need to include the D input in the sensitivity list because during the track mode, the output Q will be assigned the value of D so any change on D needs to trigger the procedural assignments. The use of an if-else statement is used to model the behavior during track mode (C = 1). Since the behavior is not explicitly stated for when C = 0, the outputs will hold their last value, which allows us to simply omit the else portion of the if statement to complete the model. Example 9.1 shows the behavioral model for a D-Latch.
                
                
                
              
[image: A420020_1_En_9_Fig1_HTML.gif]
Example 9.1Behavioral model of a D-latch in Verilog






9.1.2 D-Flip-Flop
The rising edge behavior of a D-Flip-Flop is modeled using a (posedge Clock) Boolean condition in the sensitivity list of a procedural block. Example 9.2 shows the behavioral model for a rising edge triggered D-Flip-Flop with both Q and Qn outputs. 
                
                
                
              
[image: A420020_1_En_9_Fig2_HTML.gif]
Example 9.2Behavioral model of a D-flip-flop in Verilog






9.1.3 D-Flip-Flop with Asynchronous Reset
D-Flip-Flops typically have a reset line to initialize their outputs to known states (e.g., Q = 0, Qn = 1). Resets are asynchronous, meaning whenever they are asserted, assignments to the outputs takes place immediately. If a reset was synchronous, the outputs would only update on the next rising edge of the clock. This behavior is undesirable because if there is a system failure, there is no guarantee that a clock edge will ever occur. Thus, the reset may never take place. Asynchronous resets are more desirable not only to put the D-Flip-Flops into a known state at startup, but also to recover from a system failure that may have impacted the clock signal. In order to model this asynchronous behavior, the reset signal is included in the sensitivity list. This allows both clock and the reset transitions to trigger the procedural block. The edge sensitivity of the reset can be specified using posedge (active HIGH) or negedge (active LOW). Within the block an if-else statement is used to determine whether the reset has been asserted or a rising edge of the clock has occurred. The if-else statement first checks whether the reset input has been asserted since it has the highest priority. If it has, it makes the appropriate assignments to the outputs (Q = 0, Qn = 1). If the reset has not been asserted, the else clause is executed, which corresponds to a rising edge of clock (Q < = D, Qn < = ~ D). No other assignments are listed in the block, thus the outputs are only updated on a transition of the reset or clock. At all other times the outputs remain at their current value, thus modeling the store behavior of the D-Flip-Flop. Example 9.3 shows the behavioral model for a rising edge triggered D-Flip-Flop with an asynchronous, active LOW reset. 
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Example 9.3Behavioral model of a D-flip-flop with asynchronous reset in Verilog






9.1.4 D-Flip-Flop with Asynchronous Reset and Preset
A D-Flip-Flop with both an asynchronous reset and asynchronous preset is handled in a similar manner as the D-Flip-Flop in the prior section. The preset input is included in the sensitivity list in order to trigger the block whenever a transition occurs on either the clock, reset, or preset inputs. The edge sensitivity keywords are used to dictated whether the preset is active HIGH or LOW. Nested if-else statements are used to first check whether a reset has occurred; then whether a preset has occurred; and finally, whether a rising edge of the clock has occurred. Example 9.4 shows the model for a rising edge triggered D-Flip-Flop with asynchronous, active LOW reset and preset. 
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Example 9.4Behavioral model of a D-flip-flop with asynchronous reset and preset in Verilog






9.1.5 D-Flip-Flop with Synchronous Enable
An enable input is also a common feature of modern D-Flip-Flops. Enable inputs are synchronous, meaning that when they are asserted, action is only taken on the rising edge of the clock. This means that the enable input is not included in the sensitivity list of the always block. Since enable is only considered when there is a rising edge of the clock, the logic for the enable is handled in a nested if-else statement that is included in the section that models the behavior for when a rising edge of clock is detected. Example 9.5 shows the model for a D-Flip-Flop with a synchronous enable (EN) input. When EN = 1, the D-Flip-Flop is enabled and assignments are made to the outputs only on the rising edge of the clock. When EN = 0, the D-Flip-Flop is disabled and assignments to the outputs are not made. When disabled, the D-Flip-Flop effectively ignores rising edges on the clock and the outputs remain at their last values. 
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Example 9.5Behavioral model of a D-flip-flop with synchronous enable in Verilog





Concept Check

CC9.1 Why is the D input not listed in the sensitivity list of a D-flip-flop?	(A)To simplify the behavioral model.


 

	(B)To avoid a setup time violation if D transitions too closely to the clock.


 

	(C)Because a rising edge of clock is needed to make the assignment.


 

	(D)Because the outputs of the D-flip-flop are not updated when D changes.


 








9.2 Modeling Finite State Machines in Verilog
Finite state machines can be easily modeled using the behavioral constructs from Chap. 8. The most common modeling practice for FSMs is to declare two signals of type reg that are called current_state and next_state. Then a parameter is declared for each descriptive state name in the state diagram. A parameter also requires a value, so the state encoding can be accomplished during the parameter declaration. Once the signals and parameters are created, all of the procedural assignments in the state machine model can use the descriptive state names in their signal assignments. Within the Verilog state machine model, three separate procedural blocks are used to describe each of the functional blocks, state memory, next state logic, and output logic. In order to examine how to model a finite state machine using this approach, let”s use the push-button window controller example from Chap. 7. Example 9.6 gives the overview of the design objectives for this example and the state diagram describing the behavior to be modeled in Verilog. 




              
              
            
[image: A420020_1_En_9_Fig6_HTML.gif]
Example 9.6Push-button window controller in Verilog – design description





Let”s begin by defining the ports of the module. The system has an input called Press and two outputs called Open_CW and Close_CCW. The system also has clock and reset inputs. We will design the system to update on the rising edge of the clock and have an asynchronous, active LOW, reset. Example 9.7 shows the port definitions for this example. Note that outputs are declared as type reg while inputs are declared as type wire.[image: A420020_1_En_9_Fig7_HTML.gif]
Example 9.7Push-button window controller in Verilog – port definition





9.2.1 Modeling the States
Now we begin designing the finite state machine in Verilog using behavioral modeling constructs. The first step is to create two signals that will be used for the state variables. In this text we will always name these signals current_state and next_state. The signal current_state will represent the outputs of the D-flip-flops forming the state memory and will hold the current state code. The signal next_state will represent the D inputs to the D-flip-flops forming the state memory and will receive the value from the next state logic circuitry. Since the FSM will be modeled using procedural assignment, both of these signals will be declared of type reg. The width of the reg vector depends on the number of states in the machine and the encoding technique chosen. The next step is to declare parameters for each of the descriptive state names in the state diagram. The state encoding must be decided at this point. The following syntax shows how to declare the current_state and next_state signals and the parameters. Note that since this machine only has two states, the width of these signals is only 1-bit.
                
                
                
                
              
reg     current_state, next_state;
parameter w_closed = 1'b0,
        w_open = 1'b1;





9.2.2 The State Memory Block
Now that we have variables and parameters for the states of the FSM, we can create the model for the state memory. State memory is modeled using its own procedural block. This block models the behavior of the D-Flip-Flops in the FSM that are holding the current state on their Q outputs. Each time there is a rising edge of the clock, the current state is updated with the next state value present on the D inputs of the D-Flip-Flops. This block must also model the reset condition. For this example, we will have the state machine go to the w_closed state when Reset is asserted. At all other times, the block will simply update current_state with next_state on every rising edge of the clock. The block model is very similar to the model of a D-Flip-Flop. This is as expected since this block will synthesize into one or more D-Flip-Flops to hold the current state. The sensitivity list contains only Clock and Reset and assignments are only made to the signal current_state. The following syntax shows how to model the state memory of this FSM example.




always @ (posedge Clock or negedge Reset)
    begin: STATE_MEMORY
    if (!Reset)
      current_state <= w_closed;
    else
      current_state <= next_state;
    end





9.2.3 The Next State Logic Block
Now we model the next state logic of the FSM using a second procedural block. Recall that the next state logic is combinational logic, thus we need to include all of the input signals that the circuit considers in the next state calculation in the sensitivity list. The current_state signal will always be included in the sensitivity list of the next state logic block in addition to any inputs to the system. For this example, the system has one other input called Press. This block makes assignments to the next_state signal. It is common to use a case statement to separate out the assignments that occur at each state. At each state within the case statement, an if-else statement is used to model the assignments for different input conditions on Press. The following syntax shows how to model the next state logic of this FSM example. Notice that we include a default clause in the case statement to ensure that the state machine has a path back to the reset state in the case of an unexpected fault.
                
                
                
                
              
always @ (current_state or Press)
  begin: NEXT_STATE_LOGIC
   case (current_state)
w_closed : if (Press == 1'b1) next_state = w_open; else next_state = w_closed;
w_open : if (Press == 1'b1) next_state = w_closed; else next_state = w_open;
default : next_state = w_closed;
endcase
end





9.2.4 The Output Logic Block
Now we model the output logic of the FSM using a third procedural block. Recall that output logic is combinational logic, thus we need to include all of the input signals that this circuit considers in the output assignments. The current_state will always be included in the sensitivity list. If the FSM is a Mealy machine, then the system inputs will also be included in the sensitivity list. If the machine is a Moore machine, then only the current_state will be present in the sensitivity list. For this example, the FSM is a Mealy machine so the input Press needs to be included in the sensitivity list. Note that this block only makes assignments to the outputs of the machine (Open_CW and Close_CCW). The following syntax shows how to model the output logic of this FSM example. Again, we include a default clause to ensure that the state machine has explicit output behavior in the case of a fault.
                
                
                
                
              
always @ (current_state or Press)
  begin: OUTPUT_LOGIC
  case (current_state)
w_closed : if (Press == 1'b1)
     begin
      Open_CW = 1'b1;
      Close_CCW = 1'b0;
     end
     else
     begin
      Open_CW = 1'b0;
      Close_CCW = 1'b0;
     end
 w_open : if (Press == 1'b1)
     begin
      Open_CW = 1'b0;
      Close_CCW = 1'b1;
     end
     else
     begin
      Open_CW = 1'b0;
      Close_CCW = 1'b0;
     end
 default : begin
     Open_CW = 1'b0;
     Close_CCW = 1'b0;
     end
endcase
end




Putting this all together yields a behavioral model for the FSM that can be simulated and synthesized. Example 9.8 shows the entire model for this example.[image: A420020_1_En_9_Fig8_HTML.gif]
Example 9.8Push-button window controller in Verilog – full model





Example 9.9 shows the simulation waveform for this state machine. This functional simulation was performed using ModelSim-Altera Starter Edition 10.1d. A macro file was used to display the current and next state variables using their parameter names instead of their state codes. This allows the functionality of the FSM to be more easily observed. This approach will be used for the rest of the FSM examples in this book.[image: A420020_1_En_9_Fig9_HTML.gif]
Example 9.9Push-button window controller in Verilog – simulation waveform






9.2.5 Changing the State Encoding Approach
In the prior example we only had two states and they were encoded as: w_closed =1’b0; w_open_1’b1. This encoding technique is considered binary; however, a gray code approach would yield the same codes since the width of the variables were only one bit. The way that state variables and state codes are assigned in Verilog makes is straightforward to change the state codes. The only consideration that must be made is expanding the size of the current_state and next_state variables to accommodate the new state codes. The following example shows how the state encoding would look if a one-hot approach was used (w_closed =2’b01; w_open_2’b10). Note that the state variables now must be two bits wide. This means the state variables need to be declared as type reg[1:0]. Example 9.10 shows the resulting simulation waveforms. The simulation waveform shows the value of the state codes instead of the state names. 
                
                
                
                
              
reg [1:0] current_state, next_state;
parameter w_closed = 2'b01,
    w_open = 2'b10;



[image: A420020_1_En_9_Fig10_HTML.gif]
Example 9.10Push-button window controller in Verilog – changing state codes





Concept Check

CC9.2 Why is it always a good design approach to model a generic finite state machine using three processes?	(A)For readability.


 

	(B)So that it is easy to identify whether the machine is a Mealy or Moore.


 

	(C)So that the state memory process can be re-used in other FSMs.


 

	(D)Because each of the three sub-systems of a FSM has unique inputs and outputs that should be handled using dedicated processes.


 








9.3 FSM Design Examples in Verilog
This section presents a set of example finite state machine designs using the behavioral modeling constructs of Verilog. These examples are the same state machines that were presented in Chap. 7.
9.3.1 Serial Bit Sequence Detector in Verilog
Let’s look at the design of the serial bit sequence detector finite state machine from Chap. 7 using the behavioral modeling constructs of Verilog. Example 9.11 shows the design description and port definition for this state machine.[image: A420020_1_En_9_Fig11_HTML.gif]
Example 9.11Serial bit sequence detector in Verilog – design description and port definition





Example 9.12 shows the full model for the serial bit sequence detector. Notice that the states are encoded in binary, which requires three bits for the variables current_state and next_state.[image: A420020_1_En_9_Fig12_HTML.gif]
Example 9.12Serial bit sequence detector in Verilog – full model





Example 9.13 shows the functional simulation waveform for this design.[image: A420020_1_En_9_Fig13_HTML.gif]
Example 9.13Serial bit sequence detector in Verilog – simulation waveform






9.3.2 Vending Machine Controller in Verilog
Let’s now look at the design of the vending machine controller from Chap. 7 using the behavioral modeling constructs of Verilog. Example 9.14 shows the design description and port definition.[image: A420020_1_En_9_Fig14_HTML.gif]
Example 9.14Vending machine controller in Verilog – design description and port definition





Example 9.15 shows the full model for the vending machine controller. In this model, the descriptive state names Wait, 25¢, and 50¢ cannot be used directly. This is because Verilog user-defined names cannot begin with a number. Instead, the letter “s” is placed in front of the state names in order to make them legal Verilog names (i.e., sWait, s25, s50).[image: A420020_1_En_9_Fig15_HTML.gif]
Example 9.15Vending machine controller in Verilog – full model





Example 9.16 shows the resulting simulation waveform for this design.[image: A420020_1_En_9_Fig16_HTML.gif]
Example 9.16Vending machine controller in Verilog – simulation waveform






9.3.3 2-Bit, Binary Up/Down Counter in Verilog
Let’s now look at how a simple counter can be implemented using the three-block behavioral modeling approach in Verilog. Example 9.17 shows the design description and port definition for the 2-bit, binary up/down counter FSM from Chap. 7.[image: A420020_1_En_9_Fig17_HTML.gif]
Example 9.172-bit up/down counter in Verilog – design description and port definition





Example 9.18 shows the full model for the 2-bit up/down counter using the three-block modeling approach. Since a counter’s outputs only depend on the current state, counters are Moore machines. This simplifies the output logic block since it only needs to contain the current state in its sensitivity list.[image: A420020_1_En_9_Fig18_HTML.gif]
Example 9.182-bit up/down counter in Verilog – full model (three block approach)





Example 9.19 shows the resulting simulation waveform for this counter finite state machine.[image: A420020_1_En_9_Fig19_HTML.gif]
Example 9.192-bit up/down counter in Verilog – simulation waveform





Concept Check

CC9.3 The procedural block for the state memory is nearly identical for all finite state machines with one exception. What is it?	(A)The sensitivity list may need to include a preset signal.


 

	(B)Sometimes it is modeled using an SR latch storage approach instead of with D-flip-flop behavior.


 

	(C)The name of the reset state will be different.


 

	(D)The current_state and next_state signals are often swapped.


 








9.4 Modeling Counters in Verilog
Counters are a special case of finite state machines because they move linearly through their discrete states (either forward or backwards) and typically are implemented with state-encoded outputs. Due to this simplified structure and wide spread use in digital systems, Verilog allows counters to be modeled using a single procedural block with arithmetic operators (i.e., + and −). This enables a more compact model and allows much wider counters to be implemented in a practical manner.




              
              
            

9.4.1 Counters in Verilog Using a Single Procedural Block
Let’s look at how we can model a 4-bit, binary up counter with an output called CNT. We want to model this counter using the “+” operator to avoid having to explicitly define a state code for each state as in the three-block modeling approach to FSMs. The “+” operator works on the type reg so the counting behavior can simply be modeled using CNT < = CNT + 1. The procedural block also needs to handle the reset condition. Both the Clock and Reset signals are listed in the sensitivity list. Within the block, an if-else statement is used to handle both the reset and increment behaviors. Example 9.20 shows the Verilog model and simulation waveform for this counter. When the counter reaches its maximum value of “1111”, it rolls over to “0000” and continues counting because it is declared to only contain 4-bits. 




[image: A420020_1_En_9_Fig20_HTML.gif]
Example 9.20Binary counter using a single procedural block in Verilog






9.4.2 Counters with Range Checking
When a counter needs to have a maximum range that is different from the maximum binary value of the count vector (i.e., <2n − 1), then the procedural block needs to contain range checking logic. This can be modeled by inserting a nested if-else statement beneath of the else clause that handles the behavior for when the counter receives a rising clock edge. This nested if-else first checks whether the count has reached its maximum value. If it has, it is reset back to it minimum value. If it hasn’t, the counter is incremented as usual. Example 9.21 shows the Verilog model and simulation waveform for a counter with a minimum count value of 010 and a maximum count value of 1010. This counter still requires 4-bits to be able to encode 1010. 
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Example 9.21Binary counter with range checking in Verilog






9.4.3 Counters with Enables in Verilog
Including an enable in a counter is a common technique to prevent the counter from running continuously. When the enable is asserted, the counter will increment on the rising edge of the clock as usual. When the enable is de-asserted, the counter will simply hold its last value. Enable lines are synchronous, meaning that they are only evaluated on the rising edge of the clock. As such, they are modeled using a nested if-else statement within the main if-else statement checking for a rising edge of the clock. Example 9.22 shows an example model for a 4-bit counter with enable. 
                
                
                
                
              
[image: A420020_1_En_9_Fig22_HTML.gif]
Example 9.22Binary counter with enable in Verilog






9.4.4 Counters with Loads
A counter with a load has the ability to set the counter to a specified value. The specified value is provided on an input port (i.e., CNT_in) with the same width as the counter output (CNT). A synchronous load input signal (i.e., Load) is used to indicate when the counter should set its value to the value present on CNT_in. Example 9.23 shows an example model for a 4-bit counter with load capability. 
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Example 9.23Binary counter with load in Verilog





Concept Check

CC9.4 If a counter is modeled using only one procedural block in Verilog, is it still a finite state machine? Why or why not?	(A)Yes. It is just a special case of a FSM that can easily be modeled using one block. Synthesizers will recognize the single block model as a FSM.


 

	(B)No. Using only one block will synthesize into combinational logic. Without the ability to store a state, it is not a finite state machine.


 








9.5 RTL Modeling
Register Transfer Level modeling refers to a level of design abstraction in which vector data is moved and operated on in a synchronous manner. This design methodology is widely used in data path modeling and computer system design.
              
              
              
            

              
              
            

9.5.1 Modeling Registers in Verilog
The term register describes a group of D-Flip-Flops running off of the same clock, reset, and enable inputs. Data is moved in and out of the bank of D-flip-flops as a vector. Logic operations can be made on the vectors and are latched into the register on a clock edge. A register is a higher level of abstraction that allows vector data to be stored without getting into the details of the lower level implementation of the D-Flip-Flops and combinational logic. Example 9.24 shows an RTL model of an 8-bit, synchronous register. This circuit has an active LOW, asynchronous reset that will cause the 8-bit output Reg_Out to go to 0 when it is asserted. When the reset is not asserted, the output will be updated with the 8-bit input Reg_In if the system is enabled (EN = 1) and there is a rising edge on the clock. If the register is disabled (EN = 0), the input clock is ignored. At all other times, the output holds its last value. 
                
                
                
              
[image: A420020_1_En_9_Fig24_HTML.gif]
Example 9.24RTL model of an 8-bit register in Verilog






9.5.2 Registers as Agents on a Data Bus
One of the powerful topologies that registers can easily model is a multi-drop bus. In this topology, multiple registers are connected to a data bus as receivers, or agents. Each agent has an enable line that controls when it latches information from the data bus into its storage elements. This topology is synchronous, meaning that each agent and the driver of the data bus is connected to the same clock signal. Each agent has a dedicated, synchronous enable line that is provided by a system controller elsewhere in the design. Example 9.25 shows this multi-drop bus topology. In this example system, three registers (A, B, and C) are connected to a data bus as receivers. Each register is connected to the same clock and reset signals. Each register has its own dedicated enable line (A_EN, B_EN, and C_EN). 
                
                
                
              
[image: A420020_1_En_9_Fig25_HTML.gif]
Example 9.25Registers as agents on a data bus – system topology





This topology can be modeled using RTL abstraction by treating each register as a separate procedural block. Example 9.26 shows how to describe this topology with an RTL model in Verilog. Notice that the three procedural blocks modeling the A, B, and C registers are nearly identical to each other except for the signal names they use.[image: A420020_1_En_9_Fig26_HTML.gif]
Example 9.26Registers as agents on a data bus – RTL model in Verilog





Example 9.27 shows the resulting simulation waveform for this system. Each register is updated with the value on the data bus whenever its dedicated enable line is asserted.[image: A420020_1_En_9_Fig27_HTML.gif]
Example 9.27Registers as agents on a data bus – simulation waveform






9.5.3 Shift Registers in Verilog
A shift register is a circuit which consists of multiple registers connected in series. Data is shifted from one register to another on the rising edge of the clock. This type of circuit is often used in serial-to-parallel data converters. Example 9.28 shows an RTL model for a 4-stage, 8-bit shift register. 
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Example 9.28RTL model of a 4-stage, 8-bit shift register in Verilog





Concept Check

CC9.5 Does RTL modeling synthesize as combinational logic, sequential logic, or both? Why?	(A)Combinational logic. Since only one process is used for each register, it will be synthesized using basic gates.


 

	(B)Sequential logic. Since the sensitivity list contains clock and reset, it will synthesize into only D-flip-flops.


 

	(C)Both. The model has a sensitivity list containing clock and reset and uses an if-else statement indicative of a D-flip-flop. This will synthesize a D-flip-flop to hold the value for each bit in the register. In addition, the ability to manipulate the inputs into the register (using either logical operators, arithmetic operators, or choosing different signals to latch) will synthesize into combinational logic in front of the D input to each D-flip-flop.


 






Summary

                	A synchronous system is modeled with a procedural block and a sensitivity list. The clock and reset signals are always listed by themselves in the sensitivity list. Within the block is an if-else statement. The if clause of the statement handles the asynchronous reset condition while the else clause handles the synchronous signal assignments.

	Edge sensitivity is modeled within a procedural block using the (posedge Clock or negedge reset) syntax in the sensitivity lists.

	Most D-flip-flops and registers contain a synchronous enable line. This is modeled using a nested if-else statement within the main procedural block’s if-else statement. The nested if-else goes beneath the clause for the synchronous signal assignments.

	Generic finite state machines are modeled using three separate procedural blocks that describe the behavior of the next state logic, the state memory, and the output logic. Separate blocks are used because each of the three functions in a FSM are dependent on different input signals.

	In Verilog, descriptive state names can be created for a FSM using parameters. Two signals are first declared called current_state and next_state of type reg. Then a parameter is defined for each unique state in the machine with the state name and desired state code. Throughout the rest of the model, the unique state names can be used as both assignments to current_state/next_state and as inputs in case and if-else statements. This approach allows the model to be designed using readable syntax while providing a synthesizable design.

	Counters are a special type of finite state machine that can be modeled using a single procedural block. Only the clock and reset signals are listed in the sensitivity list of the counter block.

	Registers are modeled in Verilog in a similar manner to a D-flip-flop with a synchronous enable. The only difference is that the inputs and outputs are vectors.

	Register Transfer Level, or RTL, modeling provides a higher level of abstraction for moving and manipulating vectors of data in a synchronous manner.




              

Exercise Problems

                
                    Section 9.1: Modeling Sequential Storage Devices in Verilog
                  
	9.1.1How does a Verilog model for a D-flip-flop handle treating reset as the highest priority input?


 

	9.1.2For a Verilog model of a D-flip-flop with a synchronous enable (EN), why isn’t EN listed in the sensitivity list?


 

	9.1.3For a Verilog model of a D-flip-flop with a synchronous enable (EN), what is the impact of listing EN in the sensitivity list?


 

	9.1.4For a Verilog model of a D-flip-flop with a synchronous enable (EN), why is the behavior of the enable modeled using a nested if-else statement under the else clause handling the logic for the clock edge input?


 




              

                
                    Section 9.2: Modeling Finite State Machines in Verilog
                  
	9.2.1What is the advantage of using parameters for the state when modeling a finite state machine?


 

	9.2.2What is the advantage of having to assign the state codes during the parameter declaration for the state names when modeling a finite state machine?


 

	9.2.3When using the three-procedural block behavioral modeling approach for finite state machines, does the next state logic block model combinational or sequential logic?


 

	9.2.4When using the three-procedural block behavioral modeling approach for finite state machines, does the state memory block model combinational or sequential logic?


 

	9.2.5When using the three-procedural block behavioral modeling approach for finite state machines, does the output logic block model combinational or sequential logic?


 

	9.2.6When using the three-procedural block behavioral modeling approach for finite state machines, what inputs are listed in the sensitivity list of the next state logic block?


 

	9.2.7When using the three-procedural block behavioral modeling approach for finite state machines, what inputs are listed in the sensitivity list of the state memory block?


 

	9.2.8When using the three-procedural block behavioral modeling approach for finite state machines, what inputs are listed in the sensitivity list of the output logic block?


 

	9.2.9When using the three-procedural block behavioral modeling approach for finite state machines, how can the signals listed in the sensitivity list of the output logic block immediately indicate whether the FSM is a Mealy or a Moore machine?


 

	9.2.10Why is it not a good design approach to combine the next state logic and output logic behavior into a single procedural block?


 




              

                
                    Section 9.3: FSM Design Examples in Verilog
                  
	9.3.1Design a Verilog behavioral model to implement the finite state machine described by the state diagram in Fig. 9.1. Use the port definition provided in this figure for your design. Use the three-block approach to modeling FSMs described in this chapter for your design. Model the state variables using parameters and encode the states in binary using the following state codes: Start = “00”, Midway = “01”, Done = “10”.[image: A420020_1_En_9_Fig29_HTML.gif]
Fig. 9.1FSM 1 state diagram and module definition







 

	9.3.2Design a Verilog behavioral model to implement the finite state machine described by the state diagram in Fig. 9.1. Use the port definition provided in this figure for your design. Use the three-block approach to modeling FSMs described in this chapter for your design. Model the state variables using parameters and encode the states in one-hot using the following state codes: Start = “001”, Midway = “010”, Done = “100”.


 

	9.3.3Design a Verilog behavioral model to implement the finite state machine described by the state diagram in Fig. 9.2. Use the port definition provided in this figure for your design. Use the three-block approach to modeling FSMs described in this chapter for your design. Model the state variables using parameters and encode the states in binary using the following state codes: S0 = “00”, S1 = “01”, S2 = “10”, and S3 = “11”.[image: A420020_1_En_9_Fig30_HTML.gif]
Fig. 9.2FSM 2 state diagram and module definition







 

	9.3.4Design a Verilog behavioral model to implement the finite state machine described by the state diagram in Fig. 9.2. Use the port definition provided in this figure for your design. Use the three-block approach to modeling FSMs described in this chapter for your design. Model the state variables using parameters and encode the states in one-hot using the following state codes: S0 = “0001”, S1 = “0010”, S2 = “0100”, and S3 = “1000”.


 

	9.3.5Design a Verilog behavioral model for a 4-bit serial bit sequence detector similar to Example 9.11. Use the port definition provided in Fig. 9.3. Use the three-block approach to modeling FSMs described in this chapter for your design. The input to your sequence detector is called DIN and the output is called FOUND. Your detector will assert FOUND anytime there is a 4-bit sequence of “0101”. Model the states in this machine with parameters. Choose any state encoding approach you wish.[image: A420020_1_En_9_Fig31_HTML.gif]
Fig. 9.3Sequence detector module definition







 

	9.3.6Design a Verilog behavioral model for a 20-cent vending machine controller similar to Example 9.14. Use the port definition provided in Fig. 9.4. Use the three-block approach to modeling FSMs described in this chapter for your design. Your controller will take in nickels and dimes and dispense a product anytime the customer has entered 20 cents. Your FSM has two inputs, Nin and Din. Nin is asserted whenever the customer enters a nickel while Din is asserted anytime the customer enters a dime. Your FSM has two outputs, Dispense and Change. Dispense is asserted anytime the customer has entered at least 20 cents and Change is asserted anytime the customer has entered more than 20 cents and needs a nickel in change. Model the states in this machine with parameters. Choose any state encoding approach you wish.[image: A420020_1_En_9_Fig32_HTML.gif]
Fig. 9.4Vending machine module definition







 

	9.3.7Design a Verilog behavioral model for a finite state machine for a traffic light controller. Use the port definition provided in Fig. 9.5. This is the same problem description as in exercise 7.4.15. This time, you will implement the functionality using the behavioral modeling techniques presented in this chapter. Your FSM will control a traffic light at the intersection of a busy highway and a seldom used side road. You will be designing the control signals for just the red, yellow, and green lights facing the highway. Under normal conditions, the highway has a green light. The side road has car detector that indicates when car pulls up by asserting a signal called CAR. When CAR is asserted, you will change the highway traffic light from green to yellow, and then from yellow to red. Once in the red position, a built-in timer will begin a countdown and provide your controller a signal called TIMEOUT when 15 seconds has passed. Once TIMEOUT is asserted, you will change the highway traffic light back to green. Your system will have three outputs GRN, YLW, and RED, which control when the highway facing traffic lights are on (1 = ON, 0 = OFF). Model the states in this machine with parameters. Choose any state encoding approach you wish.[image: A420020_1_En_9_Fig33_HTML.gif]
Fig. 9.5Traffic light controller module definition







 




              

                
                    Section 9.4: Modeling Counters in Verilog
                  
	9.4.1Design a Verilog behavioral model for a 16-bit, binary up counter using a single procedural block. The block diagram for the port definition is shown in Fig. 9.6.[image: A420020_1_En_9_Fig34_HTML.gif]
Fig. 9.616-bit binary up counter block diagram







 

	9.4.2Design a Verilog behavioral model for a 16-bit, binary up counter with range checking using a single procedural block. The block diagram for the port definition is shown in Fig. 9.6. Your counter should count up to 60,000 and then start over at 0.


 

	9.4.3Design a Verilog behavioral model for a 16-bit, binary up counter with enable using a single procedural block. The block diagram for the port definition is shown in Fig. 9.7.
[image: A420020_1_En_9_Fig35_HTML.gif]
Fig. 9.716-bit binary counter with enable block diagram







 

	9.4.4Design a Verilog behavioral model for a 16-bit, binary up counter with enable and load using a single procedural block. The block diagram for the port definition is shown in Fig. 9.8.[image: A420020_1_En_9_Fig36_HTML.gif]
Fig. 9.816-bit binary counter with load block diagram







 

	9.4.5Design a Verilog behavioral model for a 16-bit, binary up/down counter using a single procedural block. The block diagram for the port definition is shown in Fig. 9.9. When Up = 1, the counter will increment. When Up = 0, the counter will decrement.
[image: A420020_1_En_9_Fig37_HTML.gif]
Fig. 9.916-bit binary up/down counter block diagram







 




              

                
                    Section 9.5: RTL Modeling
                  
	9.5.1In register transfer level modeling, how does the width of the register relate to the number of D-flip-flops that will be synthesized?


 

	9.5.2In register transfer level modeling, how is the synchronous data movement managed if all registers are using the same clock?


 

	9.5.3
Design a Verilog RTL model of a 32-bit, synchronous register. The block diagram for the port definition is shown in Fig. 9.10. The register has a synchronous enable. The register should be modeled using a single procedural block.[image: A420020_1_En_9_Fig38_HTML.gif]
Fig. 9.1032-bit register block diagram







 

	9.5.4Design a Verilog RTL model of an 8-stage, 16-bit shift register. The block diagram for the port definition is shown in Fig. 9.11. Each stage of the shift register will be provided as an output of the system (A, B, C, D, E, F, G, and H). The shift register should be modeled using a single procedural block.[image: A420020_1_En_9_Fig39_HTML.gif]
Fig. 9.1116-bit shift register block diagram







 

	9.5.5Design a Verilog RTL model of the multi-drop bus topology in Fig. 9.12. Each of the 16-bit registers (RegA, RegB, RegC, and RegD) will latch the contents of the 16-bit data bus if their enable line is asserted. Each register should be modeled using an individual procedural block.[image: A420020_1_En_9_Fig40_HTML.gif]
Fig. 9.12Agents on a bus block diagram
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This chapter introduces the basic concepts, terminology, and roles of memory in digital systems. The material presented here will not delve into the details of the device physics or low-level theory of operation. Instead, the intent of this chapter is to give a general overview of memory technology and its use in computer systems in addition to how to model memory in Verilog. The goal of this chapter is to give an understanding of the basic principles of semiconductor-based memory systems.
Learning Outcomes—After completing this chapter, you will be able to:

            	10.1Describe the basic architecture and terminology for semiconductor-based memory systems.


 

	10.2Describe the basic architecture of non-volatile memory systems.


 

	10.3Describe the basic architecture of volatile memory systems.


 

	10.4Design a Verilog behavioral model of a memory system.


 




          

10.1 Memory Architecture and Terminology
The term memory is used to describe a system with the ability to store digital information. The term semiconductor memory refers to systems that are implemented using integrated circuit technology. These types of systems store the digital information using transistors, fuses, and/or capacitors on a single semiconductor substrate. Memory can also be implemented using technology other than semiconductors. Disk drives store information by altering the polarity of magnetic fields on a circular substrate. The two magnetic polarities (north and south) are used to represent different logic values (i.e., 0 or 1). Optical disks use lasers to burn pits into reflective substrates. The binary information is represented by light either being reflected (no pit) or not reflected (pit present). Semiconductor memory does not have any moving parts, so it is called solid state memory and can hold more information per unit area than disk memory. Regardless of the technology used to store the binary data, all memory has common attributes and terminology that are discussed in this chapter. 
              
            

10.1.1 Memory Map Model
The information stored in memory is called the data. When information is placed into memory, it is called a write. When information is retrieved from memory, it is called a read. In order to access data in memory, an address is used. While data can be accessed as individual bits, in order to reduce the number of address locations needed, data is typically grouped into N-bit words. If a memory system has N = 8, this means that 8-bits of data are stored at each address. The number of address locations is described using the variable M. The overall size of the memory is typically stated by saying “M × N”. For example, if we had a 16 × 8 memory system, that means that there are 16 address locations, each capable of storing a byte of data. This memory would have a capacity of 16 × 8 = 128 bits. Since the address is implemented as a binary code, the number of lines in the address bus (n) will dictate the number of address locations that the memory system will have (M = 2n). Figure 10.1 shows a graphical depiction of how data resides in memory. This type of graphic is called a memory map model. 
                
              

                
              

                
              

                
              
[image: A420020_1_En_10_Fig1_HTML.gif]
Fig. 10.1Memory map model






10.1.2 Volatile Versus Non-volatile Memory
Memory is classified into two categories depending on whether it can store information when power is removed or not. The term non-volatile is used to describe memory that holds information when the power is removed, while the term volatile is used to describe memory that loses its information when power is removed. Historically, volatile memory is able to run at faster speeds compared to non-volatile memory, so it is used as the primary storage mechanism while a digital system is running. Non-volatile memory is necessary in order to hold critical operation information for a digital system such as start-up instructions, operations systems, and applications. 


                
              


10.1.3 Read Only Versus Read/Write Memory
Memory can also be classified into two categories with respect to how data is accessed. Read Only Memory (ROM) is a device that cannot be written to during normal operation. This type of memory is useful for holding critical system information or programs that should not be altered while the system is running. Read/Write memory refers to memory that can be read and written to during normal operation and is used to hold temporary data and variables. 
                
              

                
              


10.1.4 Random Access Versus Sequential Access

Random Access Memory (RAM) describes memory in which any location in the system can be accessed at any time. The opposite of this is sequential access memory, in which not all address locations are immediately available. An example of a sequential access memory system is a tape drive. In order to access the desired address in this system, the tape spool must be spun until the address is in a position that can be observed. Most semiconductor memory in modern systems is random access. The terms RAM and ROM have been adopted, somewhat inaccurately, to also describe groups of memory with particular behavior. While the term ROM technically describes a system that cannot be written to, it has taken on the additional association of being the term to describe non-volatile memory. While the term RAM technically describes how data is accessed, it has taken on the additional association of being the term to describe volatile memory. When describing modern memory systems, the terms RAM and ROM are used most commonly to describe the characteristics of the memory being used; however, modern memory systems can be both read/write and non-volatile, and the majority of memory is random access.
Concept Check

CC10.1 An 8-bit wide memory has eight address lines. What is its capacity in bits?	(A) 64  (B) 256  (C) 1024  (D) 2048







              
                
              
              
                
              
            


10.2 Non-volatile Memory Technology
10.2.1 ROM Architecture
This section describes some of the most common non-volatile memory technologies used to store digital information. An address decoder is used to access individual data words within the memory system. The address decoder asserts one and only one word line (WL) for each unique binary address that is present on its input. This operation is identical to a binary-to-one-hot decoder. For an n-bit address, the decoder can access 2n, or M words in memory. The word lines historically run horizontally across the memory array, thus they are often called row lines and the word line decoder is often called the row decoder. Bit lines (BL) run perpendicular to the word lines in order to provide individual bit storage access at the intersection of the bit and word lines. These lines typically run vertically through the memory array, thus they are often called column lines. The output of the memory system (i.e., Data_Out) is obtained by providing an address and then reading the word from buffered versions of the bit lines. When a system provides individual bit access to a row, or access to multiple data words sharing a row line, a column decoder is used to route the appropriate bit line(s) to the data out port. 
                
              

In a traditional ROM array, each bit line contains a pull-up network to VCC. This provides the ability to store a logic 1 at all locations within the array. If a logic 0 is desired at a particular location, an NMOS pull-down transistor is inserted. The gate of the NMOS is connected to the appropriate word line and the drain of the NMOS is connected to the bit line. When reading, the word line is asserted and turns on the NMOS transistor. This pulls the bit line to GND and produces a logic 0 on the output. When the NMOS transistor is excluded, the bit line remains at a logic 1 due to the pull-up network. Figure 10.2 shows the basic architecture of a ROM.[image: A420020_1_En_10_Fig2_HTML.gif]
Fig. 10.2Basic architecture of read only memory (ROM)





Figure 10.3 shows the operation of a ROM when information is being read.[image: A420020_1_En_10_Fig3_HTML.gif]
Fig. 10.3ROM operation during a read





Memory can be designed to be either asynchronous or synchronous. Asynchronous memory updates its data outputs immediately upon receiving an address. Synchronous memory only updates its data outputs on the rising edge of a clock. The term latency is used to describe the delay between when a signal is sent to the memory (either the address in an asynchronous system or the clock in a synchronous system) and when the data is available. Figure 10.4 shows a comparison of the timing diagrams between asynchronous and synchronous ROM systems during a read cycle. 
                
              

                
              
[image: A420020_1_En_10_Fig4_HTML.gif]
Fig. 10.4Asynchronous vs. synchronous ROM operation during a read cycle






10.2.2 Mask Read Only Memory (MROM)
A Mask Read Only Memory (MROM) is a non-volatile device that is programmed during fabrication. The term mask refers to a transparent plate that contains patterns to create the features of the devices on an integrated circuit using a process called photolithography. An MROM is fabricated with all of the features necessary for the memory device with the exception of the final connections between the NMOS transistors and the word and bit lines. This allows the majority of the device to be created prior to knowing what the final information to be stored is. Once the desired information to be stored is provided by the customer, the fabrication process is completed by adding connections between certain NMOS transistors and the word/bit lines in order to create logic 0’s. Figure 10.5 shows an overview of the MROM programming process.
                
              
[image: A420020_1_En_10_Fig5_HTML.gif]
Fig. 10.5MROM overview






10.2.3 Programmable Read Only Memory (PROM)
A Programmable Read Only Memory (PROM) is created in a similar manner as an MROM except that the programming is accomplished post-fabrication through the use of fuses or anti-fuses. A fuse is an electrical connection that is normally conductive. When a certain amount of current is passed through the fuse it will melt, or blow, and create an open circuit. The amount of current necessary to open the fuse is much larger than the current the fuse would conduct during normal operation. An anti-fuse operates in the opposite manner as a fuse. An anti-fuse is normally an open circuit. When a certain amount of current is forced into the anti-fuse, the insulating material breaks down and creates a conduction path. This turns the anti-fuse from an open circuit into a wire. Again, the amount of current necessary to close the anti-fuse is much larger than the current the anti-fuse would experience during normal operation. A PROM uses fuses or anti-fuses in order to connect/disconnect the NMOS transistors in the ROM array to the word/bit lines. A PROM programmer is used to burn the fuses or anti-fuses. A PROM can only be programmed once in this manner, thus it is a read only memory and non-volatile. A PROM has the advantage that programming can take place quickly as opposed to an MROM that must be programmed through device fabrication. Figure 10.6 shows an example PROM device based on fuses.
                
              

                
              

                
              
[image: A420020_1_En_10_Fig6_HTML.gif]
Fig. 10.6PROM overview






10.2.4 Erasable Programmable Read Only Memory (EPROM)
As an improvement to the one-time programming characteristic of PROMs, an electrically programmable ROM with the ability to be erased with ultra-violet (UV) light was created. The Erasable Programmable Read Only Memory (EPROM) is based on a floating-gate transistor. In a floating-gate transistor, an additional metal-oxide structure is added to the gate of an NMOS. This has the effect of increasing the threshold voltage. The geometry of the second metal-oxide is designed such that the threshold voltage is high enough that normal CMOS logic levels are not able to turn the transistor on (i.e., VT1 ≥ VCC). This threshold can be changed by applying a large electric field across the two metal structures in the gate. This causes charge to tunnel into the secondary oxide, ultimately changing it into a conductor. This phenomenon is called Fowler–Nordheim tunneling. The new threshold voltage is low enough that normal CMOS logic levels are not able to turn the transistors off (i.e., VT2 ≤ GND). This process is how the device is programmed. This process is accomplished using a dedicated programmer, thus the EPROM must be removed from its system to program. Figure 10.7 shows an overview of a floating-gate transistor and how it is programmed. 
                
              

                
              
[image: A420020_1_En_10_Fig7_HTML.gif]
Fig. 10.7Floating-gate transistor – programming





In order to change the floating-gate transistor back into its normal state, the device is exposed to a strong ultra-violet light source. When the UV light strikes the trapped charge in the secondary oxide, it transfers enough energy to the charge particles that they can move back into the metal plates in the gate. This, in effect, erases the device and restores it back to a state with a high threshold voltage. EPROMs contain a transparent window on the top of their package that allows the UV light to strike the devices. The EPROM must be removed from its system to perform the erase procedure. When the UV light erase procedure is performed, every device in the memory array is erased. EPROMs are a significant improvement over PROMs because they can be programmed multiple times; however, the programming and erase procedures are manually intensive and require an external programmer and external eraser. Figure 10.8 shows the erase procedure for a floating-gate transistor using UV light.[image: A420020_1_En_10_Fig8_HTML.gif]
Fig. 10.8Floating-gate transistor – erasing with UV light





An EPROM array is created in the exact same manner as in a PROM array with the exception that additional programming circuitry is placed on the IC and a transparent window is included on the package to facilitate erasing. An EPROM is non-volatile and read only since the programming procedure takes place outside of its destination system.

10.2.5 Electrically Erasable Programmable Read Only Memory (EEPROM)
In order to address the inconvenient programming and erasing procedures associated with EPROMs, the Electrically Erasable Programmable ROM (EEPROM) was created. In this type of circuit, the floating-gate transistor is erased by applying a large electric field across the secondary oxide. This electric field provides the energy to move the trapped charge from the secondary oxide back into the metal plates of the gate. The advantage of this approach is that the circuitry to provide the large electric field can be generated using circuitry on the same substrate as the memory array, thus eliminating the need for an external UV light eraser. In addition, since the circuitry exists to generate large on-chip voltages, the device can also be programmed without the need for an external programmer. This allows an EEPROM to be programmed and erased while it resides in its target environment. Figure 10.9 shows the procedure for erasing a floating-gate transistor using an electric field. 
                
              
[image: A420020_1_En_10_Fig9_HTML.gif]
Fig. 10.9Floating-gate transistor – erasing with electricity





Early EEPROMs were very slow and had a limited number of program/erase cycles, thus they were classified into the category of non-volatile, read only memory. Modern floating-gate transistors are now capable of access times on scale with other volatile memory systems, thus they have evolved into one of the few non-volatile, read/write memory technologies used in computer systems today.

10.2.6 FLASH Memory
One of the early drawbacks of EEPROM was that the circuitry that provided the capability to program and erase individual bits also added to the size of each individual storage element. FLASH EEPROM was a technology that attempted to improve the density of floating-gate memory by programming and erasing in large groups of data, known as blocks. This allowed the individual storage cells to shrink and provided higher density memory parts. This new architecture was called NAND FLASH and provided faster write and erase times coupled with higher density storage elements. The limitation of NAND FLASH was that reading and writing could only be accomplished in a block-by-block basis. This characteristic precluded the use of NAND FLASH for run-time variables and data storage, but was well suited for streaming applications such as audio/video and program loading. As NAND FLASH technology advanced, the block size began to shrink and software adapted to accommodate the block-by-block data access. This expanded the applications that NAND FLASH could be deployed in. Today, NAND FLASH memory is used in nearly all portable devices (e.g., smart phones, tablets, etc.) and its use in solid state hard drives is on pace to replace hard disk drives and optical disks as the primary non-volatile storage medium in modern computers.
                
                  
                
                
                
              

                
                
              

In order to provide individual word access, NOR FLASH was introduced. In NOR FLASH, circuitry is added to provide individual access to data words. This architecture provided faster read times than NAND FLASH, but the additional circuitry causes the write and erase times to be slower and the individual storage cell size to be larger. Due to NAND FLASH having faster write times and higher density, it is seeing broader scale adoption compared to NOR FLASH despite only being able to access information in blocks. NOR FLASH is considered random access memory while NAND FLASH is typically not; however, as the block size of NAND FLASH is continually reduced, its use for variable storage is becoming more attractive. All FLASH memory is non-volatile and read/write.
Concept Check

CC10.2 Which of the following is suitable for implementation in a read only memory?	(A)Variables that a computer program needs to continuously update.


 

	(B)Information captured by a digital camera.


 

	(C)A computer program on a spacecraft.


 

	(D)Incoming digitized sound from a microphone.


 








10.3 Volatile Memory Technology
This section describes some common volatile memory technologies used to store digital information.
10.3.1 Static Random Access Memory (SRAM)
Static Random Access Memory (SRAM) is a semiconductor technology that stores information using a cross-coupled inverter feedback loop. Figure 10.10 shows the schematic for the basic SRAM storage cell. In this configuration, two access transistors (M1 and M2) are used to read and write from the storage cell. The cell has two complementary ports called Bit Line (BL) and Bit Line’ (BLn). Due to the inverting functionality of the feedback loop, these two ports will always be the complement of each other. This behavior is advantageous because the two lines can be compared to each other to determine the data value. This allows the voltage levels used in the cell to be lowered while still being able to detect the stored data value. Word Lines are used to control the access transistors. This storage element takes six CMOS transistors to implement and is often called a 6T configuration. The advantage of this memory cell is that it has very fast performance compared to other sub-systems because of its underlying technology being simple CMOS transistors. SRAM cells are commonly implemented on the same IC substrate as the rest of the system, thus allowing a fully integrated system to be realized. SRAM cells are used for cache memory in computer systems. 
                
              
[image: A420020_1_En_10_Fig10_HTML.gif]
Fig. 10.10SRAM storage element (6T)





To build an SRAM memory system, cells are arranged in an array pattern. Figure 10.11 shows a 4 × 4 SRAM array topology. In this configuration, word lines are shared horizontally across the array in order to provide addressing capability. An address decoder is used to convert the binary encoded address into the appropriate word line assertions. N storage cells are attached to the word line to provide the desired data word width. Bit lines are shared vertically across the array in order to provide data access (either read or write). A data line controller handles whether data is read from or written to the cells based on an external write enable (WE) signal. When WE is asserted (WE = 1), data will be written to the cells. When WE is de-asserted (WE = 0), data will be read from the cells. The data line controller also handles determining the correct logic value read from the cells by comparing BL to BLn. As more cells are added to the bit lines, the signal magnitude being driven by the storage cells diminishes due to the additional loading of the other cells. This is where having complementary data signals (BL and BLn) is advantageous because this effectively doubles the magnitude of the storage cell outputs. The comparison of BL to BLn is handled using a differential amplifier that produces a full logic level output even when the incoming signals are very small.[image: A420020_1_En_10_Fig11_HTML.gif]
Fig. 10.114 × 4 SRAM array topology





SRAM is volatile memory because when the power is removed, the cross-coupled inverters are not able to drive the feedback loop and the data is lost. SRAM is also read/write memory because the storage cells can be easily read from or written to during normal operation.
Let’s look at the operation of the SRAM array when writing the 4-bit word “0111” to address “01”. Figure 10.12 shows a graphical depiction of this operation. In this write cycle, the row address decoder observes the address input “01” and asserts WL1. Asserting this word line enables all of the access transistors (i.e., M1 and M2 in Fig. 10.10) of the storage cells in this row. The line drivers are designed to have a stronger drive strength than the inverters in the storage cells so that they can override their values during a write. The information “0111” is present on the Data_In bus and the write enable control line is asserted (WE = 1) to indicate a write. The data line controller passes the information to be stored to the line drivers, which in turn converts each input into complementary signals and drives the bit lines. This overrides the information in each storage cell connected to WL1. The address decoder then de-asserts WL1 and the information is stored.[image: A420020_1_En_10_Fig12_HTML.gif]
Fig. 10.12SRAM operation during a write cycle – storing “0111” to address “01”





Now let’s look at the operation of the SRAM array when reading a 4-bit word from address “10”. Let’s assume that this row was storing the value “1010”. Figure 10.13 shows a graphical depiction of this operation. In this read cycle, the row address decoder asserts WL2, which allows the SRAM cells to drive their respective bit lines. Note that each cell drives a complementary version of its stored value. The input control line is de-asserted (WE = 0), which indicates that the sense amps will read the BL and BLn lines in order to determine the full logic value stored in each cell. This logic value is then routed to the Data_Out port of the array. In an SRAM array, reading from the cell does not impact the contents of the cell. Once the read is complete, WL2 is de-asserted and the read cycle is complete.[image: A420020_1_En_10_Fig13_HTML.gif]
Fig. 10.13SRAM operation during a read cycle – reading “0101” from address “10”






10.3.2 Dynamic Random Access Memory (DRAM)
Dynamic Random Access Memory (DRAM) is a semiconductor technology that stores information using a capacitor. A capacitor is a fundamental electrical device that stores charge. Figure 10.14 shows the schematic for the basic DRAM storage cell. The capacitor is accessed through a transistor (M1). Since this storage element takes one transistor and one capacitor, it is often referred to as a 1T1C configuration. Just as in SRAM memory, word lines are used to access the storage elements. The term digit line is used to describe the vertical connection to the storage cells. DRAM has an advantage over SRAM in that the storage element requires less area to implement. This allows DRAM memory to have much higher density compared to SRAM. 
                
              
[image: A420020_1_En_10_Fig14_HTML.gif]
Fig. 10.14DRAM storage element (1T 1C)





There are a variety of considerations that must be accounted for when using DRAM. First, the charge in the capacitor will slowly dissipate over time due to the capacitors being non-ideal. If left unchecked, eventually the data held in the capacitor will be lost. In order to overcome this issue, DRAM has a dedicated circuit to refresh the contents of the storage cell. A refresh cycle involves periodically reading the value stored on the capacitor and then writing the same value back again at full signal strength. This behavior also means that that DRAM is volatile because when the power is removed and the refresh cycle cannot be performed, the stored data is lost. DRAM is also considered read/write memory because the storage cells can be easily read from or written to during normal operation.
Another consideration when using DRAM is that the voltage of the word line must be larger than VCC in order to turn on the access transistor. In order to turn on an NMOS transistor, the gate terminal must be larger than the source terminal by at least a threshold voltage (VT). In traditional CMOS circuit design, the source terminal is typically connected to ground (0 v). This means the transistor can be easily turned on by driving the gate with a logic 1 (i.e., VCC) since this creates a VGS voltage much larger than VT. This is not always the case in DRAM. In DRAM, the source terminal is not connected to ground, but rather to the storage capacitor. In the worst-case situation, the capacitor could be storing a logic 1 (i.e., VCC). This means that in order for the word line to be able to turn on the access transistor, it must be equal to or larger than (VCC + VT). This is an issue because the highest voltage that the DRAM device has access to is VCC. In DRAM, a charge pump is used to create a voltage larger than VCC + VT that is driven on the word lines. Once this voltage is used, the charge is lost so the line must be pumped up again before its next use. The process of “pumping up” takes time that must be considered when calculating the maximum speed of DRAM. Figure 10.15 shows a graphical depiction of this consideration.[image: A420020_1_En_10_Fig15_HTML.gif]
Fig. 10.15DRAM charge pumping of word lines





Another consideration when using DRAM is how the charge in the capacitor develops into an actual voltage on the digital line when the access transistor is closed. Consider the simple 4 × 4 array of DRAM cells shown in Fig. 10.16. In this topology, the DRAM cells are accessed using the same approach as in the SRAM array from Fig. 10.11.[image: A420020_1_En_10_Fig16_HTML.gif]
Fig. 10.16Simple 4 × 4 DRAM array topology





One of the limitations of this simple configuration is that the charge stored in the capacitors cannot develop a full voltage level across the digit line when the access transistor is closed. This is because the digit line itself has capacitance that impacts how much voltage will be developed. In practice, the capacitance of the digit line (CDL) is much larger than the capacitance of the storage cell (CS) due to having significantly more area and being connected to numerous other storage cells. This becomes an issue because when the storage capacitor is connected to the digit line, the resulting voltage on the digit line (VDL) is much less than the original voltage on the storage cell (VS). This behavior is known as charge sharing because when the access transistor is closed, the charge on both capacitors is distributed across both devices and results in a final voltage that depends on the initial charge in the system and the values of the two capacitors. Example 10.1 shows an example of how to calculate the final digit line voltage when the storage cell is connected. 
                
              
[image: A420020_1_En_10_Fig17_HTML.gif]
Example 10.1Calculating the final digit line voltage in a DRAM based on charge sharing





The issue with the charge sharing behavior of a DRAM cell is that the final voltage on the word line is not large enough to be detected by a standard logic gate or latch. In order to overcome this issue, modern DRAM arrays use complementary storage cells and sense amplifiers. The complementary cells store the original data and its complement. Two digit lines (DL and DLn) are used to read the contents of the storage cells. DL and DLn are initially pre-charged to exactly VCC/2. When the access transistors are closed, the storage cells will share their charge with the digit lines and move them slightly away from VCC/2 in different directions. This allows twice the voltage difference to be developed during a read. A sense amplifier is then used to boost this small voltage difference into a full logic level that can be read by a standard logic gate or latch. Figure 10.17 shows the modern DRAM array topology based on complementary storage cells.[image: A420020_1_En_10_Fig18_HTML.gif]
Fig. 10.17Modern DRAM array topology based on complementary storage cells





The sense amplifier is designed to boost small voltage deviations from VCC/2 on DL and DLn to full logic levels. The sense amplifier sits in-between DL and DLn and has two complementary networks, the N-sense amplifier and the P-sense amplifier. The N-sense amplifier is used to pull a signal that is below VCC/2 (either DL or DLn) down to GND. A control signal (N-Latch or NLATn) is used to turn on this network. The P-sense amplifier is used to pull a signal that is above VCC/2 (either DL or DLn) up to VCC. A control signal (Active Pull-Up or ACT) is used to turn on this network. The two networks are activated in a sequence with the N-sense network activating first. Figure 10.18 shows an overview of the operation of a DRAM sense amplifier.[image: A420020_1_En_10_Fig19_HTML.gif]
Fig. 10.18DRAM sense amplifier





Let’s now put everything together and look at the operation of a DRAM system during a read operation. Figure 10.19 shows a simplified timing diagram of a DRAM read cycle. This diagram shows the critical signals and their values when reading a logic 1. Notice that there is a sequence of steps that must be accomplished before the information in the storage cells can be retrieved.[image: A420020_1_En_10_Fig20_HTML.gif]
Fig. 10.19DRAM operation during a read cycle – reading a 1 from a storage cell





A DRAM write operation is accomplished by opening the access transistors to the complementary storage cells using WL, disabling the pre-charge drivers and then writing full logic level signals to the storage cells using the Data_In line driver.
Concept Check

CC10.3 Which of the following is suitable for implementation in a read/write memory?	(A)A look up table containing the values of sine.


 

	(B)Information captured by a digital camera.


 

	(C)The boot up code for a computer.


 

	(D)A computer program on a spacecraft.


 








10.4 Modeling Memory with Verilog
10.4.1 Read-Only Memory in Verilog
A read-only memory in Verilog can be defined in two ways. The first is to simply use a case statement to define the contents of each location in memory based on the incoming address. A second approach is to declare an array and then initialize its contents. When using an array, a separate procedural block handles assigning the contents of the array to the output based on the incoming address. The array can be initialized using either an initial block or through the file I/O system tasks $readmemb() or $readmemh(). Example 10.2 shows two approaches for modeling a 4 × 4 ROM memory. In this example the memory is asynchronous, meaning that as soon as the address changes the data from the ROM will appear immediately. To model this asynchronous behavior the procedural blocks are sensitive to the incoming address. In the simulation, each possible address is provided (i.e., “00”, “01”, “10”, and “11”) to verify that the ROM was initialized correctly.[image: A420020_1_En_10_Fig21_HTML.gif]
Example 10.2Behavioral models of a 4 × 4 asynchronous read only memory in Verilog





A synchronous ROM can be created in a similar manner as in the asynchronous approach. The only difference is that in a synchronous ROM, a clock edge is used to trigger the procedural block that updates data_out. A sensitivity list is used that contains the clock to trigger the assignment. Example 10.3 shows two Verilog models for a synchronous ROM. Notice that prior to the first clock edge, the simulator does not know what to assign to data_out so it lists the value as unknown (X).[image: A420020_1_En_10_Fig22_HTML.gif]
Example 10.3Behavioral models of a 4 × 4 synchronous read only memory in Verilog






10.4.2 Read/Write Memory in Verilog
In a simple read/write memory model, there is an output port that provides data when reading (data_out) and an input port that receives data when writing (data_in). Within the module, an array signal is declared with elements of type reg. To write to the array, signal assignment are made from the data_in port to the element within the array corresponding to the incoming address. To read from the array, the data_out port is assigned the element within the array corresponding to the incoming address. A write enable (WE) signal tells the system when to write to the array (WE = 1) or when to read from the array (WE = 0). In an asynchronous R/W memory, data is immediately written to the array when WE = 1 and data is immediately read from the array when WE = 0. This is modeled using a procedural block with a sensitivity list containing every input to the system. Example 10.4 shows an asynchronous R/W 4 × 4 memory system and functional simulation results. In the simulation, each address is initially read from to verify that it does not contain data. The data_out port produces unknown (X) for the initial set of read operations. Each address in the array is then written to. Finally, the array is read from verifying that the data that was written can be successfully retrieved.[image: A420020_1_En_10_Fig23_HTML.gif]
Example 10.4Behavioral model of a 4 × 4 asynchronous read/write memory in Verilog





A synchronous read/write memory is made in a similar manner with the exception that a clock is used to trigger the procedural block managing the signal assignments. In this case, the WE signal acts as a synchronous control signal indicating whether assignments are read from or written to the RW array. Example 10.5 shows the Verilog model for a synchronous read/write memory and the simulation waveform showing both read and write cycles.[image: A420020_1_En_10_Fig24_HTML.gif]
Example 10.5Behavioral model of a 4 × 4 synchronous read/write memory in Verilog





Concept Check

CC10.4 Explain the advantage of modeling memory in Verilog without going into the details of the storage cell operation.	(A)It allows the details of the storage cell to be abstracted from the functional operation of the memory system.


 

	(B)It is too difficult to model the analog behavior of the storage cell.


 

	(C)There are too many cells to model so the simulation would take too long.


 

	(D)It lets both ROM and R/W memory to be modeled in a similar manner.


 






Summary

                	The term memory refers to large arrays of digital storage. The technology used in memory is typically optimized for storage density at the expense of control capability. This is different from a D-flip-flop, which is optimized for complete control at the bit level.

	A memory device always contains an address bus input. The number of bits in the address bus dictates how many storage locations can be accessed. An n-bit address bus can access 2n (or M) storage locations.

	The width of each storage location (N) allows the density of the memory array to be increased by reading and writing vectors of data instead of individual bits.

	A memory map is a graphical depiction of a memory array. A memory map is useful to give an overview of the capacity of the array and how different address ranges of the array are used.

	A read is an operation in which data is retrieved from memory. A write is an operation in which data is stored to memory.

	An asynchronous memory array responds immediately to its control inputs. A synchronous memory array only responds on the triggering edge of clock.

	Volatile memory will lose its data when the power is removed. Non-volatile memory will retain its data when the power is removed.

	Read Only Memory (ROM) is a memory type that cannot be written to during normal operation. Read/Write (R/W) memory is a memory type that can be written to during normal operation. Both ROM and R/W memory can be read from during normal operation.

	Random Access Memory (RAM) is a memory type in which any location in memory can be accessed at any time. In Sequential Access Memory the data can only be retrieved in a linear sequence. This means that in sequential memory the data cannot be accessed arbitrarily.

	The basic architecture of a ROM consists of intersecting bit lines (vertical) and word lines (horizontal) that contain storage cells at their crossing points. The data is read out of the ROM array using the bit lines. Each bit line contains a pull-up resistor to initially store a logic 1 at each location. If a logic 0 is desired at a certain location, a pull-down transistor is placed on a particular bit line with its gate connected to the appropriate word line. When the storage cell is addressed, the word line will assert and turn on the pull-down transistor producing a logic 0 on the output.

	There are a variety of technologies to implement the pull-down transistor in a ROM. Different ROM architectures include MROMs, PROMs, EPROMs, and EEPROMs. These memory types are non-volatile.

	A R/W memory requires a storage cell that can be both read from and written to during normal operation. A DRAM (dynamic RAM) cell is a storage element that uses a capacitor to hold charge corresponding to a logic value. An SRAM (static RAM) cell is a storage element that uses a cross-coupled inverter pair to hold the value being stored in the positive feedback loop formed by the inverters. Both DRAM and SRAM and volatile and random access.

	The floating-gate transistor enables memory that is both non-volatile and R/W. Modern memory systems based on floating-gate transistor technology allow writing to take place using the existing system power supply levels. This type of R/W memory is called FLASH. In FLASH memory, the information is read out in blocks, thus it is not technically random access.

	Memory can be modeled in Verilog using an array data type consisting of elements of type reg.




              

Exercise Problems

                Section 10.1: Memory Architecture and Terminology
                	10.1.1For a 512 k × 32 memory system, how many unique address locations are there? Give the exact number.


 

	10.1.2For a 512 k × 32 memory system, what is the data width at each address location?


 

	10.1.3For a 512 k × 32 memory system, what is the capacity in bits?


 

	10.1.4For a 512 k × 32-bit memory system, what is the capacity in bytes?


 

	10.1.5For a 512 k × 32 memory system, how wide does the incoming address bus need to be in order to access every unique address location?


 

	10.1.6Name the type of memory with the following characteristic: when power is removed, the data is lost.



 

	10.1.7Name the type of memory with the following characteristic: when power is removed, the memory still holds its information.



 

	10.1.8Name the type of memory with the following characteristic: it can only be read from during normal operation.



 

	10.1.9Name the type of memory with the following characteristic: during normal operation, it can be read and written to.



 

	10.1.10Name the type of memory with the following characteristic: data can be accessed from any address location at any time.



 

	10.1.11Name the type of memory with the following characteristic: data can only be accessed in consecutive order, thus not every location of memory is available instantaneously.



 




              

                Section 10.2: Non-volatile Memory Technology
                	10.2.1Name the type of memory with the following characteristic: this memory is non-volatile, read/write, and only provides data access in blocks.


 

	10.2.2Name the type of memory with the following characteristic: this memory uses a floating gate transistor, can be erased with electricity, and provides individual bit access.


 

	10.2.3
Name the type of memory with the following characteristic: this memory is non-volatile, read/write, and provides word-level data access.


 

	10.2.4Name the type of memory with the following characteristic: this memory uses a floating-gate transistor that is erased with UV light.


 

	10.2.5Name the type of memory with the following characteristic: this memory is programmed by blowing fuses or anti-fuses.


 

	10.2.6Name the type of memory with the following characteristic: this memory is partially fabricated prior to knowing the information to be stored.


 




              

                Section 10.3: Volatile Memory Technology
                	10.3.1How many transistors does it take to implement an SRAM cell?


 

	10.3.2Why doesn’t an SRAM cell require a refresh cycle?


 

	10.3.3Design a Verilog model for the SRAM system shown in Fig. 10.20. Your storage cell should be designed such that its contents can be overwritten by the line driver. Consider using signal strengths for this behavior (e.g., strong1 will overwrite a weak0). You will need to create a system for the differential line driver with enable. This driver will need to contain a high impedance state when disabled. Both your line driver (Din) and receiver (Dout) are differential. These systems can be modeled using simple if-else statements. Create a test bench for your system that will write a 0 to the cell, then read it back to verify the 0 was stored and then repeat the write/read cycles for a 1.[image: A420020_1_En_10_Fig25_HTML.gif]
Fig. 10.20SRAM cell block diagram







 

	10.3.4Why is a DRAM cell referred to as a 1T 1C configuration?


 

	10.3.5Why is a charge pump necessary on the word lines of a DRAM array?


 

	10.3.6Why does a DRAM cell require a refresh cycle?


 

	10.3.7For the DRAM storage cell shown in Fig. 10.21, solve for the final voltage on the digit line after the access transistor (M1) closes if initially VS = VCC (i.e., the cell is storing a 1). In this system, CS = 5 pF, CDL = 10 pF, and VCC = +3.4 v. Prior to the access transistor closing, the digit line is pre-charged to VCC/2.[image: A420020_1_En_10_Fig26_HTML.gif]
Fig. 10.21DRAM charge sharing exercise







 

	10.3.8For the DRAM storage cell shown in Fig. 10.21, solve for the final voltage on the digit line after the access transistor (M1) closes if initially VS = GND (i.e., the cell is storing a 0). In this system, CS = 5 pF, CDL = 10 pF, and VCC = +3.4 v. Prior to the access transistor closing, the digit line is pre-charged to VCC/2.


 




              

                Section 10.4: Modeling Memory with Verilog
                	10.4.1Design a Verilog model for the 16 × 8, asynchronous, read only memory system shown in Fig. 10.22. The system should contain the information provided in the memory map. Create a test bench to simulate your model by reading from each of the 16 unique addresses and observing data_out to verify it contains the information in the memory map.[image: A420020_1_En_10_Fig27_HTML.gif]
Fig. 10.2216 × 8 asynchronous ROM block diagram







 

	10.4.2Design a Verilog model for the 16 × 8, synchronous, read only memory system shown in Fig. 10.23. The system should contain the information provided in the memory map. Create a test bench to simulate your model by reading from each of the 16 unique addresses and observing data_out to verify it contains the information in the memory map.[image: A420020_1_En_10_Fig28_HTML.gif]
Fig. 10.2316 × 8 synchronous ROM block diagram







 

	10.4.3Design a Verilog model for the 16 × 8, asynchronous, read/write memory system shown in Fig. 10.24. Create a test bench to simulate your model. Your test bench should first read from all of the address locations to verify they are uninitialized. Next, your test bench should write unique information to each of the address locations. Finally, your test bench should read from each address location to verify that the information that was written was stored and can be successfully retrieved.[image: A420020_1_En_10_Fig29_HTML.gif]
Fig. 10.2416 × 8 asynchronous R/W memory block diagram







 

	10.4.4Design a Verilog model for the 16 × 8, synchronous, read/write memory system shown in Fig. 10.25. Create a test bench to simulate your model. Your test bench should first read from all of the address locations to verify they are uninitialized. Next, your test bench should write unique information to each of the address locations. Finally, your test bench should read from each address location to verify that the information that was written was stored and can be successfully retrieved.[image: A420020_1_En_10_Fig30_HTML.gif]
Fig. 10.2516 × 8 synchronous R/W memory block diagram
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This chapter provides an overview of programmable logic devices (PLDs). The term PLD is used as a generic description for any circuit that can be programmed to implement digital logic. The technology and architectures of PLDs have advanced over time. A historical perspective is given on how the first programmable devices evolved into the programmable technologies that are prevalent today. The goal of this chapter is to provide a basic understanding of the principles of programmable logic devices.
Learning Outcomes—After completing this chapter, you will be able to:

            	11.1Describe the basic architecture and evolution of programmable logic devices.


 

	11.2Describe the basic architecture of Field Programmable Gate Arrays (FPGAs).


 




          

11.1 Programmable Arrays
11.1.1 Programmable Logic Array (PLA)
One of the first commercial PLDs developed using modern integrated circuit technology was the programmable logic array (PLA). In 1970, Texas Instrument introduced the PLA with an architecture that supported the implementation of arbitrary, sum of products logic expressions. The PLA was fabricated with a dense array of AND gates, called an AND plane, and a dense array of OR gates, called an OR plane. Inputs to the PLA each had an inverter in order to provide the original variable and its complement. Arbitrary SOP logic expressions could be implemented by creating connections between the inputs, the AND plane, and the OR plane. The original PLAs were fabricated with all of the necessary features except the final connections to implement the SOP functions. When a customer provided the desired SOP expression, the connections were added as the final step of fabrication. This configuration technique was similar to an MROM approach. Figure 11.1 shows the basic architecture of a PLA.
                
              
[image: A420020_1_En_11_Fig1_HTML.gif]
Fig. 11.1Programmable logic array (PLA) architecture





A more compact schematic for the PLA is drawn by representing all of the inputs into the AND and OR gates with a single wire. Connections are indicated by inserting X’s at the intersections of wires. Figue 11.2 shows this simplified PLA schematic implementing two different SOP logic expressions.[image: A420020_1_En_11_Fig2_HTML.gif]
Fig. 11.2Simplified PLA schematic






11.1.2 Programmable Array Logic (PAL)
One of the drawbacks of the original PLA was that the programmability of the OR plane caused significant propagation delays through the combinational logic circuits. In order to improve on the performance of PLAs, the programmable array logic (PAL) was introduced in 1978 by the company Monolithic Memories, Inc. The PAL contained a programmable AND-plane and a fixed-OR plane. The fixed-OR plane improved the performance of this programmable architecture. While not having a programmable OR-plane reduced the flexibility of the device, most SOP expressions could be manipulated to work with a PAL. Another contribution of the PAL was that the AND-plane could be programmed using fuses. Initially, all connections were present in the AND-plane. An external programmer was used to blow fuses in order to disconnect the inputs from the AND gates. While the fuse approach provided one-time-only programming, the ability to configure the logic post-fabrication was a significant advancement over the PLA, which had to be programmed at the manufacturer. Figure 11.3 shows the architecture of a PAL. 
                
              
[image: A420020_1_En_11_Fig3_HTML.gif]
Fig. 11.3Programmable array logic (PAL) architecture






11.1.3 Generic Array Logic (GAL)
As the popularity of the PAL grew, additional functionality was implemented to support more sophisticated designs. One of the most significant improvements was the addition of an output logic macrocell (OLMC). An OLMC provided a D-Flip-Flop and a selectable mux so that the output of the SOP circuit from the PAL could be used either as the system output or the input to a D-Flip-Flop. This enabled the implementation of sequential logic and finite state machines. The OLMC also could be used to route the I/O pin back into the PAL to increase the number of inputs possible in the SOP expressions. Finally, the OLMC provided a multiplexer to allow feedback from either the PAL output or the output of the D-Flip-Flop. This architecture was named a generic array logic (GAL) to distinguish its features from a standard PAL. Figure 11.4 shows the architecture of a GAL consisting of a PAL and an OLMC. 
                
              

                
              
[image: A420020_1_En_11_Fig4_HTML.gif]
Fig. 11.4Generic array logic (GAL) architecture






11.1.4 Hard Array Logic (HAL)
For mature designs, PALs and GALs could be implemented as a hard array logic (HAL) device. A HAL was a version of a PAL or GAL that had the AND plane connections implemented during fabrication instead of through blowing fuses. This architecture was more efficient for high volume applications as it eliminated the programming step post-fabrication and the device did not need to contain the additional programming circuitry.
                
              

In 1983, Altera Inc., was founded as a programmable logic device company. In 1984, Altera released its first version of a PAL with a unique feature that it could be programmed and erased multiple times using a programmer and an UV light source similar to an EEPROM.

11.1.5 Complex Programmable Logic Devices (CPLD)
As the demand for larger programmable devices grew, the PAL”s architecture was not able to scale efficiently due to a number of reasons: first, as the size of combinational logic circuits increased, the PAL encountered fan-in issues in its AND plane; secondly, for each input that was added to the PAL, the amount of circuitry needed on the chip grew geometrically due to requiring a connection to each AND gate in addition to the area associated with the additional OLMC. This led to a new PLD architecture in which the on-chip interconnect was partitioned across multiple PALs on a single chip. This partitioning meant that not all inputs to the device could be used by each PAL so the design complexity increased; however, the additional programmable resources outweighed this drawback and this architecture was broadly adopted. This new architecture was called a complex programmable logic device (CPLD). The term simple programmable logic device (SPLD) was created to describe all of the previous PLD architectures (i.e., PLA, PAL, GAL, and HAL). Figure 11.5 shows the architecture of the CPLD. 
                
              

                
              
[image: A420020_1_En_11_Fig5_HTML.gif]
Fig. 11.5Complex PLD (CPLD) architecture





Concept Check

CC11.1 What is the only source of delay mismatch from the inputs to the outputs in a programmable array?	(A)The AND gates will have different delays due to having different numbers of inputs.


 

	(B)The OR gates will have different delays due to having different numbers of inputs.


 

	(C)An input may or may not go through an inverter before reaching the AND gates.


 

	(D)None. All paths through the programmable array have identical delay.


 








11.2 Field Programmable Gate Arrays (FPGAs)
To address the need for even more programmable resources, a new architecture was developed by Xilinx Inc. in 1985. This new architecture was called a field programmable gate array (FPGA). An FPGA consists of an array of programmable logic blocks (or logic elements) and a network of programmable interconnect that can be used to connect any logic element to any other logic element. Each logic block contained circuitry to implement arbitrary combinational logic circuits in addition to a D-Flip-Flop and a multiplexer for signal steering. This architecture effectively implemented an OLMC within each block, thus providing ultimate flexibility and providing significantly more resources for sequential logic. Today, FPGAs are the most commonly used programmable logic device with Altera Inc. and Xilinx Inc. being the two largest manufacturers. Figure 11.6 shows the generic architecture of an FPGA. 
              
            
[image: A420020_1_En_11_Fig6_HTML.gif]
Fig. 11.6Field programmable gate array (FPGA) architecture





11.2.1 Configurable Logic Block (or Logic Element)
The primary reconfigurable structure in the FPGA is the configurable logic block (CLB) or Logic Element (LE). Xilinx Inc. uses the term CLB while Altera uses LE. Combinational logic is implemented using a circuit called a Look-Up Table (LUT), which can implement any arbitrary truth table. The details of a LUT are given in the next section. The CLB/LE also contains a D-Flip-Flop for sequential logic. A signal steering multiplexer is used to select whether the output of the CLB/LE comes from the LUT or from the D-Flip-Flop. The LUT can be used to drive a combinational logic expression into the D input of the D-Flip-Flop, thus creating a highly efficient topology for finite state machines. A global routing network is used to provide common signals to the CLB/LE such as clock, reset and enable. This global routing network can provide these common signals to the entire FPGA or local groups of CLB/LEs. Figure 11.7 shows the topology of a simple CLB/LE. 
                
              

                
              
[image: A420020_1_En_11_Fig7_HTML.gif]
Fig. 11.7Simple FPGA configurable logic block (or logic element)





CLB/LEs have evolved to include numerous other features such as carry in/carry out signals so that arithmetic operations can be cascaded between multiple blocks in addition to signal feedback and D-flip-Flop initialization.

11.2.2 Look-Up Tables (LUTs)
A look-up table is the primary circuit used to implement combinational logic in FPGAs. This topology has also been adopted in modern CPLDs. In a LUT, the desired outputs of a truth table are loaded into a local configuration SRAM memory. The SRAM memory provides these values to the inputs of a multiplexer. The inputs to the combinational logic circuit are then used as the select lines to the multiplexer. For an arbitrary input to the combinational logic circuit, the multiplexer selects the appropriate value held in the SRAM and routes it to the output of the circuit. In this way, the multiplexer looks up the appropriate output value based on the input code. This architecture has the advantage that any logic function can be created without creating a custom logic circuit. Also, the delay through the LUT is identical regardless of what logic function is being implemented. Figure 11.8 shows a 2-input combinational logic circuit implemented with a 4-input multiplexer. 
                
              
[image: A420020_1_En_11_Fig8_HTML.gif]
Fig. 11.82-input LUT implemented with a 4-input multiplexer





Fan-in limitations can be encountered quickly in LUTs as the number of inputs of the combinational logic circuit being implemented grows. Recall that multiplexers are implemented with an SOP topology in which each product term in the first level of logic has a number of inputs equal to the number of select lines plus one. Also recall that the sum term in the second level of logic in the SOP topology has a number of inputs equal to the total number of inputs to the multiplexer. In the example circuit shown in Fig. 11.8, each product term in the multiplexer will have three inputs and the sum term will have four inputs. As an illustration of how quickly fan-in limitations are encountered, consider the implication of increasing the number of inputs in Fig. 11.8 from two to three. In this new configuration, the number of inputs in the product terms will increase from three to four and the number of inputs in the sum term will increase to from four to eight. Eight inputs is often beyond the fan-in specifications of modern devices, meaning that even a 3-input combinational logic circuit will encounter fan-in issues when implemented using a LUT topology.
To address this issue, multiplexer functionality in LUTs is typically implemented as a series of smaller, cascaded multiplexers. Each of the smaller multiplexers progressively choose which row of the truth table to route to the output of the LUT. This eliminates fan-in issues at the expense of adding additional levels of logic to the circuit. While cascading multiplexers increases the overall circuit delay, this approach achieves a highly consistent delay because regardless of the truth table output value, the number of levels of logic through the multiplexers is always the same. Figure 11.9 shows how the 2-input truth table from Fig. 11.8 can be implemented using a 2-level cascade of 2-input multiplexers.[image: A420020_1_En_11_Fig9_HTML.gif]
Fig. 11.92-input LUT implemented with a 2-level cascade of 2-input multiplexers





If more inputs are needed in the LUT, additional MUX levels are added. Figure 11.10 shows the architecture for a 3-input LUT implemented with a 3-level cascade of 2-input multiplexers.[image: A420020_1_En_11_Fig10_HTML.gif]
Fig. 11.103-Input LUT implemented with a 3-level cascade of 2-input multiplexers





Modern FPGAs can have LUTs with up to 6 inputs. If even more inputs are needed in a combinational logic expression, then multiple CLB/LEs are used that form even larger LUTs.

11.2.3 Programmable Interconnect Points (PIPs)
The configurable routing network on an FPGA is accomplished using programmable switches. A simple model for these switches is to use an NMOS transistor. A configuration SRAM bit stores whether the switch is opened or closed. On the FPGA, interconnect is routed vertically and horizontally between the CLB/LEs with switching points placed throughout the FPGA to facilitate any arbitrary routing configuration. Figure 11.11 shows how the routing can be configured into a full cross-point configuration using programmable switches. 
                
              
[image: A420020_1_En_11_Fig11_HTML.gif]
Fig. 11.11FPGA programmable interconnect






11.2.4 Input/Output Block (IOBs)
FPGAs also contain Input/Output Blocks (IOB) that provide programmable functionality for interfacing to external circuitry. The IOBs contain both driver and receiver circuitry so that they can be programmed to be either inputs or outputs. D-Flip-Flops are included in both the input and output circuitry to support synchronous logic. Figure 11.12 shows the architecture of an FPGA IOB. 
                
              
[image: A420020_1_En_11_Fig12_HTML.gif]
Fig. 11.12FPGA input/output block (IOB)






11.2.5 Configuration Memory
All of the programming information for an FPGA is contained within configuration SRAM that is distributed across the IC. Since this memory is volatile, the FPGA will lose its configuration when power is removed. Upon power-up, the FPGA must be programmed with its configuration data. This data is typically held in a non-volatile memory such as FLASH. The “FP” in FPGA refers to the ability to program the device in the field, or post-fabrication. The “GA” in FPGA refers to the array topology of the programmable logic blocks or elements.
Concept Check

CC11.2 What is the primary difference between an FPGA and a CPLD?	(A)The ability to create arbitrary SOP logic expressions.


 

	(B)The abundance of configurable routing.


 

	(C)The inclusion of D-flip-flops.


 

	(D)The inclusion of programmable I/O pins.


 






Summary

                	A programmable logic device (PLD) is a generic term for a circuit that can be configured to implement arbitrary logic functions.

	There are a variety of PLD architectures that have been used to implement combinational logic. These include the PLA and PAL. These devices contain an AND-plane and an OR-plane. The AND-plane is configured to implement the product terms of a SOP expression. The OR-plane is configured to implement the sum term of a SOP expression.

	A GAL increases the complexity of logic arrays by adding sequential logic storage and programmable I/O capability.

	A CPLD significantly increases the density of PLDs by connecting an array of PALs together and surrounding the logic with I/O drivers.

	FPGAs contain an array of programmable logic elements that each consist of combinational logic capability and sequential logic storage. FPGAs also contain a programmable interconnect network that provides the highest level of flexibility in programmable logic.

	A look-up-table (LUT) is a simple method to create a programmable combinational logic circuit. A LUT is simply a multiplexer with the inputs to the circuit connected to the select lines of the MUX. The desired outputs of the truth table are connected to the MUX inputs. As different input codes arrive on the select lines of the MUX, they select the corresponding logic value to be routed to the system output.




              

Exercise Problems

                Section 11.1: Programmable Arrays
                	11.1.1Name the type of programmable logic described by the characteristic: this device adds an output logic macrocell to a traditional PAL.



 

	11.1.2Name the type of programmable logic described by the characteristic: this device combines multiple PALs on a single chip with a partitioned interconnect system.



 

	11.1.3Name the type of programmable logic described by the characteristic: this device has a programmable AND-plane and programmable OR-plane.



 

	11.1.4Name the type of programmable logic described by the characteristic: this device has a programmable AND-plane and fixed OR-plane.



 

	11.1.5Name the type of programmable logic described by the characteristic: this device is a PAL or GAL that is programmed during manufacturing.



 

	11.1.6For the following unconfigured PAL schematic in Fig. 11.13, draw in the connection points (i.e., the X’s) to implement the two SOP logic expressions shown on the outputs.[image: A420020_1_En_11_Fig13_HTML.gif]
Fig. 11.13Blank PAL Schematic







 




              

                Section 11.2: Field Programmable Gate Arrays (FPGAs)
                	11.2.1Give a general description of a Field Programmable Gate Array that differentiates it from other programmable logic devices.


 

	11.2.2Which part of an FPGA is described by the following characteristic: this is used to interface between the internal logic and external circuitry.



 

	11.2.3Which part of an FPGA is described by the following characteristic: this is used to configure the on-chip routing.


 

	11.2.4Which part of an FPGA is described by the following characteristic: this is the primary programmable element that makes up the array.



 

	11.2.5Which part of an FPGA is described by the following characteristic: this part is used to implement the combinational logic within the array.


 

	11.2.6Draw the logic diagram of a 4-Input Look-Up Table (LUT) to implement the truth table provided in Fig. 11.14. Implement the LUT with only 2-input multiplexers. Be sure to label the exact location of the inputs (A, B, C, and D), the desired value for each row of the truth table, and the output (F) in the diagram.
[image: A420020_1_En_11_Fig14_HTML.gif]
Fig. 11.144-input LUT exercise
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This chapter presents the design and timing considerations of circuits to perform basic arithmetic operations including addition, subtraction, multiplication, and division. A discussion is also presented on how to model arithmetic circuits in Verilog. The goal of this chapter is to provide an understanding of the basic principles of binary arithmetic circuits.
Learning Outcomes—After completing this chapter, you will be able to:

            	12.1Design a binary adder using both the classical digital design approach and the modern HDL-based approach.


 

	12.2Design a binary subtractor using both the classical digital design approach and the modern HDL-based approach.


 

	12.3Design a binary multiplier using both the classical digital design approach and the modern HDL-based approach.


 

	12.4Design a binary divider using both the classical digital design approach and the modern HDL-based approach.


 




          

12.1 Addition
Binary addition is performed in a similar manner to performing decimal addition by hand. The addition begins in the least significant position of the number (p = 0). The addition produces the sum for this position. In the event that this positional sum cannot be represented by a single symbol, then the higher order symbol is carried to the subsequent position (p = 1). The addition in the next higher position must include the number that was carried in from the lower positional sum. This process continues until all of the symbols in the number have been operated on. The final positional sum can also produce a carry, which needs to be accounted for in a separate system.


Designing a binary adder involves creating a combinational logic circuit to perform the positional additions. Since a combinational logic circuit can only produce a scalar output, circuitry is needed to produce the sum and the carry at each position. The binary adder size is pre-determined and fixed prior to implementing the logic (i.e., an n-bit adder). Both inputs to the adder must adhere to the fixed size, regardless of their value. Smaller numbers simply contain leading zeros in their higher order positions. For an n-bit adder, the largest sum that can be produced will require n + 1 bits. To illustrate this, consider a 4-bit adder. The largest numbers that the adder will operate on are 11112 + 11112. (or 1510 + 1510). The result of this addition is 111102 (or 3010). Notice that the largest sum produced fits within 5 bits, or n + 1. When constructing an adder circuit, the sum is always recorded using n-bits with a separate carry out bit. In our 4-bit example, the sum would be expressed as “1110” with a carry out. The carry out bit can be used in multiple word additions, used as part of the number when being decoded for a display, or simply discarded as in the case when using two’s complement numbers.
12.1.1 Half Adders
When creating an adder, it is desirable to design incremental sub-systems that can be re-used. This reduces design effort and minimizes troubleshooting complexity. The most basic component in the adder is called a half adder. This circuit computes the sum and carry out on two input arguments. The reason it is called a half adder instead of a full adder is because it does not accommodate a carry in during the computation, thus it does not provide all of the necessary functionality required for the positional adder. Example 12.1 shows the design of a half adder. Notice that two combinational logic circuits are required in order to produce the sum (the XOR gate) and the carry out (the AND gate). These two gates are in parallel to each other, thus the delay through the half adder is due to only one level of logic. 
                
              
[image: A420020_1_En_12_Fig1_HTML.gif]
Example 12.1Design of a half adder






12.1.2 Full Adders
A full adder is a circuit that still produces a sum and carry out, but considers three inputs in the computations (A, B, and Cin). Example 12.2 shows the design of a full adder. 
                
              
[image: A420020_1_En_12_Fig2_HTML.gif]
Example 12.2Design of a full adder





As mentioned before, it is desirable to re-use design components as we construct more complex systems. One such design re-use approach is to create a full adder using two half adders. This is straightforward for the sum output since the logic is simply two cascaded XOR gates (Sum = A ⊕ B ⊕ Cin). The carry out is not as straightforward. Notice that the expression for Cout derived in Example 12.2 contains the term (A + B). If this term could be manipulated to use an XOR gate instead, it would allow the full adder to take advantage of existing circuitry in the system. Fig. 12.1 shows a derivation of an equivalency that allows (A + B) to be replaced with (A ⊕ B) in the Cout logic expression.[image: A420020_1_En_12_Fig3_HTML.gif]
Fig. 12.1A useful logic equivalency that can be exploited in arithmetic circuits





The ability to implement the carry out logic using the expression Cout = A⋅B + (A ⊕ B)⋅Cin allows us to implement a full adder with two half adders and the addition of a single OR gate. Example 12.3 shows this approach. In this new configuration, the sum is produced in two levels of logic while the carry out is produced in three levels of logic.[image: A420020_1_En_12_Fig4_HTML.gif]
Example 12.3Design of a full adder out of half adders






12.1.3 Ripple Carry Adder (RCA)
The full adder can now be used in the creation of multi-bit adders. The simplest topology exploiting the full adder is called a ripple carry adder (RCA). In this approach, full adders are used to create the sum and carry out of each bit position. The carry out of each full adder is used as the carry in for the next higher position. Since each subsequent full adder needs to wait for the carry to be produced by the preceding stage, the carry is said to ripple through the circuit, thus giving this approach its name. Example 12.4 shows how to design a 4-bit ripple carry adder using a chain of full adders. Notice that the carry in for the full adder in position 0 is tied to a logic 0. The 0 input has no impact on the result of the sum but enables a full adder to be used in the 0th position. 
                
              
[image: A420020_1_En_12_Fig5_HTML.gif]
Example 12.4Design of a 4-bit ripple carry adder (RCA)





While the ripple carry adder provides a simple architecture based on design re-use, its delay can become considerable when scaling to larger inputs sizes (e.g., n = 32 or n = 64). A simple analysis of the timing can be stated such that if the time for a full adder to complete its positional sum is tFA, then the time for an n-bit ripple carry adder to complete its computation is tRCA = n⋅tFA.
If we examine the RCA in more detail, we can break down the delay in terms of the levels of logic necessary for the computation. Example 12.5 shows the timing analysis of the 4-bit RCA. This analysis determines the number of logic levels in the adder. The actual gate delays can then be plugged in to find the final delay. The inputs to the adder are A, B and Cin and are always assumed to update at the same time. The first full adder requires two levels of logic to produce its sum and three levels to produce its carry out. Since the timing of a circuit is always stated as its worst case delay, we say that the first full adder takes three levels of logic. When the carry (C1) ripples to the next full adder (FA1), it must propagate through two additional levels of logic in order to produce C2. Notice that the first half adder in FA1 only depends on A1 and B1, thus it is able to perform this computation immediately. This half adder can be considered as first level logic. More importantly, it means that when the carry in arrives (C1), only two additional levels of logic are needed, not three. The levels of logic for the RCA can be expressed as 3 + 2⋅(n − 1). If each level of logic has a delay of tgate, then a more accurate expression for the RCA delay is tRCA = (3 + 2⋅(n − 1))⋅tgate.[image: A420020_1_En_12_Fig6_HTML.gif]
Example 12.5Timing analysis of a 4-bit ripple carry adder






12.1.4 Carry Look Ahead Adder (CLA)
In order to address the potentially significant delay of a ripple carry adder, a carry look ahead (CLA) adder was created. In this approach, additional circuitry is included that produces the intermediate carry in signals immediately instead of waiting for them to be created by the preceding full adder stage. This allows the adder to complete in a fixed amount of time instead of one that scales with the number of bits in the adder. Example 12.6 shows an overview of the design approach for a CLA. 
                
              
[image: A420020_1_En_12_Fig7_HTML.gif]
Example 12.6Design of a 4-bit carry look ahead adder (CLA) – overview





For the CLA architecture to be effective, the look ahead circuitry needs to be dependent only on the system inputs A, B, and Cin (i.e., C0). A secondary characteristic of the CLA is that it should exploit as much design re-use as possible. In order to examine the design re-use aspects of a multi-bit adder, the concepts of carry generation (g) and propagation (p) are used. A full adder is said to generate a carry if its inputs A and B result in Cout = 1 when Cin = 0. A full adder is said to propagate a carry if its inputs A and B result in Cout = 1 when Cin = 1. These simple statements can be used to derive logic expressions for each stage of the adder that can take advantage of existing logic terms from prior stages. Example 12.7 shows the derivation of these terms and how algebraic substitutions can be exploited to create look ahead circuitry for each full adder that is only dependent on the system inputs. In these derivations, the variable i is used to represent position since p is used to represent the propagate term.[image: A420020_1_En_12_Fig8_HTML.gif]
Example 12.7Design of a 4-bit carry look ahead adder (CLA) – algebraic formation





Example 12.8 shows a timing analysis of the 4-bit carry look ahead adder. Notice that the full adders are modified to add the logic for the generate and propagate bits in addition to removing the unnecessary gates associated with creating the carry out.[image: A420020_1_En_12_Fig9_HTML.gif]
Example 12.8Timing analysis of a 4-bit carry look ahead adder





The 4-bit CLA can produce the sum in four levels of logic as long as fan-in specifications are met. As the CLA width increases, the look ahead circuitry will become fan-in limited and additional stages will be required to address the fan-in. Regardless, the CLA has considerably less delay than a RCA as the width of the adder is increased.

12.1.5 Adders in Verilog
12.1.5.1 Structural Model of a Ripple Carry Adder in Verilog
A structural model of a ripple carry adder is useful to visualize the propagation delay of the circuit in addition to the impact of the carry rippling through the chain. Example 12.9 shows the structural model for a full adder in Verilog consisting of two half adders. The half adders are created using two gate-level primitives for the XOR and AND operations, each with a delay of 1 ns. The full adder is created by instantiating two versions of the half adder as sub-systems plus one additional gate-level primitive for the OR gate. 
                  
                    
                    
                  
                  
                  
                  
                
[image: A420020_1_En_12_Fig10_HTML.gif]
Example 12.9Structural model of a full adder using two half adders in Verilog





Example 12.10 shows the structural model of a 4-bit ripple carry adder in Verilog. The RCA is created by instantiating four full adders. Notice that a logic 1’b0 can be directly inserted into the port map of the first full adder to model the behavior of C0 = 0.[image: A420020_1_En_12_Fig11_HTML.gif]
Example 12.10Structural model of a 4-bit ripple carry adder in Verilog





When creating arithmetic circuitry, testing under all input conditions is necessary to verify functionality. Testing under each and every input condition can require a large number of input conditions. To test an n-bit adder under each and every numeric input condition will take (2n)2 test vectors. For our simple 4-bit adder example, this equates to 256 input patterns. The large number of input patterns precludes the use of manual signal assignments in the test bench to stimulate the circuit. One approach to generating the input test patterns is to use nested for loops. Example 12.11 shows a test bench that uses two nested for loops to generate the 256 unique input conditions for the 4-bit ripple carry adder. Note that the loop variables i and j are declared as type integer and then automatically incremented within the for loops. Within the loops, the loop variables i and j are assigned to the DUT inputs A_TB and B_TB. The truncation to 4-bits is automatically handled in Verilog. The simulation waveform illustrates how the ripple carry adder has a noticeable delay before the output sum is produced. During the time the carry is rippling through the adder chain, glitches can appear on each of the sum bits in addition to the carry out signal. The values in this waveform are displayed as unsigned decimal symbols to make the results easier to interpret.[image: A420020_1_En_12_Fig12_HTML.gif]
Example 12.11Test bench for a 4-bit ripple carry adder using nested for loops in Verilog






12.1.5.2 Structural Model of a Carry Look Ahead Adder in Verilog
A carry look ahead adder can also be modeled using procedural assignments and modified full adder sub-systems. Example 12.12 shows a structural model for a 4-bit CLA in Verilog. In this example, the gate delay is modeled at 1 ns. The delay due to multiple levels of logic is entered manually to simplify the model. The two cascaded XOR gates in the modified full adder are modeled using a single, 3-input gate primitive with 2 ns of delay.[image: A420020_1_En_12_Fig13_HTML.gif]
Example 12.12Structural model of a 4-bit carry look ahead adder in Verilog





Example 12.13 shows the simulation waveform for the 4-bit carry look ahead adder. The outputs still have intermediate transitions while the combinational logic is computing the results; however, the overall delay of the adder is bound to ≤4*tgate.[image: A420020_1_En_12_Fig14_HTML.gif]
Example 12.134-bit carry look ahead adder – simulation waveform






12.1.5.3 Behavior Model of an Adder using Arithmetic Operators in Verilog
Verilog also supports adder models at a higher level of abstraction using the “+” operator. Note that when adding two n-bit arguments the sum produced will be n + 1 bits. This can be handled in Verilog by concatenating the Cout and Sum outputs on the LHS of the assignment. The entire add operation can be accomplished in a single continuous assignment that contains both the concatenation and addition operators. When using continuous assignment, the LHS must be a net data type. This means the outputs Cout and Sum need to be declared as type wire. If it was desired to have the outputs declared of type reg, a procedural assignment could be used instead. Example 12.14 shows the behavioral model for a 4-bit adder in Verilog.[image: A420020_1_En_12_Fig15_HTML.gif]
Example 12.14Behavioral model of a 4-bit adder in Verilog





Concept Check

CC12.1 Does a binary adder behave differently when it’s operating on unsigned vs. two’s complement numbers? Why or why not?	(A)Yes. The adder needs to keep track of the sign bit, thus extra circuitry is needed.


 

	(B)No. The binary addition is identical. It is up to the designer to handle how the two’s complement codes are interpreted and whether two’s complement overflow occurred using a separate system.


 









12.2 Subtraction
Binary subtraction can be accomplished by building a dedicated circuit using a similar design approach as just described for adders. A more effective approach is to take advantage of two’s complement representation in order to re-use existing adder circuitry. Recall that taking the two’s complement of a number will produce an equivalent magnitude number, but with the opposite sign (i.e., positive to negative or negative to positive). This means that all that is required to create a subtractor from an adder is to first take the two’s complement of the subtrahend input. Since the steps to take the two’s complement of a number involve complementing each of the bits in the number and then adding 1, the logic required is relatively simple. Example 12.15 shows a 4-bit subtractor using full adders. The subtrahend B is inverted prior to entering the full adders. Also, the carry in bit C0 is set to 1. This handles the “adding 1” step of the two’s complement. All of the carries in the circuit are now treated as borrows and the sum is now treated as the difference. 
              
            
[image: A420020_1_En_12_Fig16_HTML.gif]
Example 12.15Design of a 4-bit subtractor using full adders





A programmable adder/subtractor can be created with the use of a programmable inverter and a control signal. The control signal will selectively invert B and also change the C0 bit between a 0 (for adding) and a 1 (for subtracting). Example 12.16 shows how an XOR gate can be used to create a programmable inverter for use in a programmable adder/subtractor circuit. 

[image: A420020_1_En_12_Fig17_HTML.gif]
Example 12.16Creating a programmable inverter using an XOR gate





We can now define a control signal called (ADDn/SUB) that will control whether the circuit performs addition or subtraction. Example 12.17 shows the architecture of a 4-bit programmable adder/subtractor. It should be noted that this programmability adds another level of logic to the circuit, thus increasing its delay. The programmable architecture in Example 12.17 is shown for a ripple carry adder; however, this approach works equally well for a carry look ahead adder architecture.[image: A420020_1_En_12_Fig18_HTML.gif]
Example 12.17Design of a 4-bit programmable adder/subtractor





When using two’s complement representation in arithmetic, care must be taken to monitor for two’s complement overflow. Recall that when using two’s complement representation, the number of bits of the numbers is fixed (e.g., 4-bits) and if a carry/borrow out is generated, it is ignored. This means that the Cout bit does not indicate whether two’s complement overflow occurred. Instead, we must construct additional circuitry to monitor the arithmetic operations for overflow. Recall from Chap. 2 that two’s complement overflow occurs in any of these situations:	The sum of like signs results in an answer with opposite sign
(i.e., Positive + Positive = Negative or Negative + Negative = Positive).

	The subtraction of a positive number from a negative number results in a positive number
(i.e., Negative – Positive = Positive).

	The subtraction of a negative number from a positive number results in a negative number
(i.e., Positive – Negative = Negative).





The construction of circuitry for these conditions is straightforward since the sign bit of all numbers involved in the operation indicates whether the number is positive or negative. The sign bits of the input arguments and the output are fed into combinational logic circuitry that will assert for any of the above conditions. These signals are then logically combined to create two’s complement overflow signal.
Concept Check

CC12.2 What modifications can be made to the programmable adder/subtractor architecture so that it can be used to take the 2’s complement of a number?	(A)Remove the input A.


 

	(B)Add an additional control signal that will cause the circuit to ignore A and just perform a complement on B and then add 1.


 

	(C)Add an additional 1 to the original number using an OR gate on Cin.


 

	(D)Set A to 0, put the number to be manipulated on B, and put the system into subtraction mode. The system will then complement the bits on B and then add 1, thus performing two’s complement negation.


 







12.3 Multiplication
12.3.1 Unsigned Multiplication
Binary multiplication is performed in a similar manner to performing decimal multiplication by hand. Recall the process for long multiplication. First, the two numbers are placed vertically over one another with their least significant digits aligned. The upper number is called the multiplicand and the lower number is called the multiplier. Next, we multiply each individual digit within multiplier with the entire multiplicand, starting with the least position. The result of this interim multiplication is called the partial product. The partial product is recorded with its least significant digit aligned with the corresponding position of the multiplier digit. Finally, all partial products are summed to create the final product of the multiplication. This process is often called the shift and add approach. Example 12.18 shows the process for performing long multiplication on decimal numbers highlighting the individual steps. 
                
                  
                
                
                
              

                
                
              
[image: A420020_1_En_12_Fig19_HTML.gif]
Example 12.18Performing long multiplication on decimal numbers





Binary multiplication follows this same process. Example 12.19 shows the process for performing long multiplication on binary numbers. Note that the inputs represent the largest unsigned numbers possible using 4-bits, thus producing the largest possible product. The largest product will require 8-bits to be represented. This means that for any multiplication of n-bit inputs, the product will require 2⋅n bits for the result.[image: A420020_1_En_12_Fig20_HTML.gif]
Example 12.19Performing long multiplication on binary numbers





The first step in designing a binary multiplier is to create circuitry that can compute the product on individual bits. Example 12.20 shows the design of a single-bit multiplier.[image: A420020_1_En_12_Fig21_HTML.gif]
Example 12.20Design of a single-bit multiplier





We can create all of the partial products in one level of logic by placing an AND gate between each bit pairing in the two input numbers. This will require n2 AND gates. The next step involves creating adders that can perform the sum of the columns of bits within the partial products. This step is not as straightforward. Notice that in our 4-bit example in Example 12.19 that the number of input bits in the column addition can reach up to 6 (in position 3). It would be desirable to re-use the full adders previously created; however, the existing full adders could only accommodate 3 inputs (A, B, Cin). We can take advantage of the associative property of addition to form the final sum incrementally. Example 12.21 shows the architecture of this multiplier. This approach implements a shift and add process to compute the product and is known as a combinational multiplier because it is implemented using only combinational logic. Note that this multiplier only handles unsigned numbers. 
                
                
              
[image: A420020_1_En_12_Fig22_HTML.gif]
Example 12.21Design of a 4-bit unsigned multiplier





This multiplier can have a significant delay, which is caused by the cascaded full adders. Example 12.22 shows the timing analysis of the combinational multiplier highlighting the worst case path through the circuit.[image: A420020_1_En_12_Fig23_HTML.gif]
Example 12.22Timing analysis of a 4-bit unsigned multiplier






12.3.2 A Simple Circuit to Multiply by Powers of Two
In digital systems, a common operation is to multiply numbers by powers of two. For unsigned numbers, multiplying by two can be accomplished by performing a logical shift left. In this operation, all bits are moved to the next higher position (i.e., left) by one position and filling the 0th position with a zero. This has the effect of doubling the value of the number. This can be repeated to achieve higher powers of two. This process works as long as the resulting product fits within the number of bits available. Example 12.23 shows this procedure. 
                
                
              
[image: A420020_1_En_12_Fig24_HTML.gif]
Example 12.23Multiplying an unsigned binary number by two using a logical shift left






12.3.3 Signed Multiplication
When performing multiplication on signed numbers, it is desirable to re-use the unsigned multiplier in Example 12.21. Let’s examine if this is possible. Recall in decimal multiplication that the inputs are multiplied together independent of their sign. The sign of the product is handled separately following these rules: 


	A positive number times a positive number produces a positive number.

	A negative number times a negative number produces a positive number.

	A positive number times a negative number produces a negative number.





This process does not work properly in binary due to the way that negative numbers are represented with two’s complement. Example 12.24 illustrates how an unsigned multiplier incorrectly handles signed numbers.[image: A420020_1_En_12_Fig25_HTML.gif]
Example 12.24Illustrating how an unsigned multiplier incorrectly handles signed numbers





Instead of building a dedicated multiplier for signed numbers, we can add functionality to the unsigned multiplier previously presented to handle negative numbers. The process involves first identifying any negative numbers. If a negative number is present, the two’s complement is taken on it to produce its equivalent magnitude, positive representation. The multiplication is then performed on the positive values. The final step is to apply the correct sign to the product. If the product should be negative due to one of the inputs being negative, the sign is applied by taking the two’s complement on the final result. This creates a number that is now in 2⋅n two’s complement format. Example 12.25 shows an illustration of the process to correctly handle signed numbers using an unsigned multiplier.[image: A420020_1_En_12_Fig26_HTML.gif]
Example 12.25Process to correctly handle signed numbers using an unsigned multiplier





Concept Check

CC12.3 Will the AND gates used to compute the partial products in a binary multiplier ever experience an issue with fan-in as the size of the multiplier increases?	(A)Yes. When the number of bits of the multiplier arguments exceed the fan-in specification of the AND gates used for the partial products, a fan-in issue has occurred.


 

	(B)No. The number of inputs of the AND gates performing the partial products will always be two, regardless of the size of the input arguments to the multiplier.


 








12.4 Division
12.4.1 Unsigned Division
There are a variety of methods to perform division, each with trade-offs between area, delay, and accuracy. To understand the general approach to building a divider circuit, let’s focus on how a simple iterative divider can be built. Basic division yields a quotient and a remainder. The process begins by checking whether the divisor goes into the highest position digit in the dividend. The number of times this dividend digit can be divided is recorded as the highest position value of the quotient. Note that when performing division by hand, we typically skip over the condition when the result of these initial operations are zero, but when breaking down the process into steps that can be built with logic circuits, each step needs to be highlighted. The first quotient digit is then multiplied with the divisor and recorded below the original dividend. The next lower position digit of the dividend is brought down and joined with the product from the prior multiplication. This forms a new number to be divided by the divisor to create the next quotient value. This process is repeated until each of the quotient digits have been created. Any value that remains after the last subtraction is recorded as the remainder. Example 12.26 shows the long division process on decimal numbers highlight each incremental step.
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Example 12.26Performing long division on decimal numbers





Long division in binary follows this same process. Example 12.27 shows the long division process on two 4-bit, unsigned numbers. This division results in a 4-bit quotient and a 4-bit remainder.[image: A420020_1_En_12_Fig28_HTML.gif]
Example 12.27Performing long multiplication on binary numbers





When building a divider circuit using combinational logic, we can accomplish the computation using a series of iterative subtractors. Performing division is equivalent to subtracting the divisor from the interim dividend. If the subtraction is positive, then the divisor went into the dividend and the quotient is a 1. If the subtraction yields a negative number, then the divisor did not go into the interim dividend and the quotient is 0. We can use the borrow out of a subtraction chain to provide the quotient. This has the advantage that the difference has already been calculated for the next subtraction. A multiplexer is used to select whether the difference is used in the next subtraction (Q = 0), or if the interim divisor is simply brought down (Q = 1). This inherently provides the functionality of the multiplication step in long division. Example 12.28 shows the architecture of a 4-bit, unsigned divider based on the iterative subtraction approach. Notice that when the borrow out of the 4-bit subtractor chain is a 0, it indicates that the subtraction yielded a positive number. This means that the divisor went into the interim dividend once. In this case, the quotient for this position is a 1. An inverter is required to produce the correct polarity of the quotient. The borrow out is also fed into the multiplexer stage as the select line to pass the difference to the next stage of subtractors. If the borrow out of the 4-bit subtractor chain is a 1, it indicates that the subtraction yielded a negative number. In this case, the quotient is a 0. This also means that the difference calculated is garbage and should not be used. The multiplexer stage instead selects the interim dividend as the input to the next stage of subtractors. 
                
                
              
[image: A420020_1_En_12_Fig29_HTML.gif]
Example 12.28Design of a 4-bit unsigned divider using a series of iterative subtractors





To illustrate how this architecture works, Example 12.29 walks through each step in the process where 11112 (1510) is divided by 01112 (710). In this example, the calculations propagate through the logic stages from top to bottom in the diagram.[image: A420020_1_En_12_Fig30_HTML.gif]
Example 12.29Dividing 11112 (1510) by 01112 (710) using the iterative subtraction architecture






12.4.2 A Simple Circuit to Divide by Powers of Two
For unsigned numbers, dividing by two can be accomplished by performing a logical shift right. In this operation, all bits are moved to the next lower position (i.e., right) by one position and then filling the highest position with a zero. This has the effect of halving the value of the number. This can be repeated to achieve higher powers of two. This process works until no more ones exist in the number and the result is simply all zeros. Example 12.30 shows this process. 
                
                
              
[image: A420020_1_En_12_Fig31_HTML.gif]
Example 12.30Dividing an unsigned binary numbers by two using a logical shift right






12.4.3 Signed Division
When performing division on signed numbers, a similar strategy as in signed multiplication is used. The process involves first identifying any negative numbers. If a negative number is present, the two’s complement is taken on it to produce its equivalent magnitude, positive representation. The division is then performed on the positive values. The final step is to apply the correct sign to the divisor and quotient. This is accomplished by taking the two’s complement if a negative number is required. The rules governing the polarities of the quotient and remainders are:


	The quotient will be negative if the input signs are different (i.e., pos/neg or neg/pos).

	The remainder has the same sign as the dividend.





Concept Check

CC12.4 Could a shift register help reduce the complexity of a combinational divider circuit? How?	(A)Yes. Instead of having redundant circuits holding the different shifted versions of the divisor, a shift register could be used to hold and shift the divisor after each subtraction.


 

	(B)No. A state machine would then be needed to control the divisor shifting, which would make the system even more complex.


 






Summary

                	Binary arithmetic is accomplished using combinational logic circuitry. These circuits tend to be the largest circuits in a system and have the longest delay. Arithmetic circuits are often broken up into interim calculations in order to reduce the overall delay of the computation.

	A ripple carry adder performs addition by reusing lower level components that each performs a small part of the computation. A full adder is made from two half adders and a ripple carry adder is made from a chain of full adders. This approach simplifies the design of the adder but leads to long delay times since the carry from each sum must ripple to the next higher position’s addition before it can complete.

	A carry look ahead adder attempts to eliminate the linear dependence of delay on the number of bits that exists in a ripple carry adder. The carry look ahead adder contains dedicated circuitry that calculates the carry bits for each position of the addition. This leads to a more constant delay as the width of the adder increases.

	A binary multiplier can be created in a similar manner to the way multiplication is accomplished by hand using the shift and add approach. The partial products of the multiplication can be performed using 2-input AND gates. The sum of the partial products can have more inputs than the typical ripple carry adder can accommodate. To handle this, the additions are performed two bits at a time using a series of adders.

	Division can be accomplished using an iterative subtractor architecture.




              

Exercise Problems

                Section 12.1 – Addition
                	12.1.1Give the total delay of the full adder shown in Fig. 12.2 if all gates have a delay of 1 ns.[image: A420020_1_En_12_Fig32_HTML.gif]
Fig. 12.2Full Adder Timing Exercise







 

	12.1.2Give the total delay of the full adder shown in Fig. 12.2 if the XOR gates have delays of 5 ns while the AND and OR gates have delays of 1 ns.


 

	12.1.3Give the total delay of the 4-bit ripple carry adder shown in Fig. 12.3 if all gates have a delay of 2 ns.[image: A420020_1_En_12_Fig33_HTML.gif]
Fig. 12.34-Bit RCA Timing Exercise







 

	12.1.4Give the total delay of the 4-bit ripple carry adder shown in Fig. 12.3 if the XOR gates have delays of 10 ns while the AND and OR gates have delays of 2 ns.



 

	12.1.5Design a Verilog model for an 8-bit Ripple Carry Adder (RCA) using a structural design approach. This involves creating a half adder (half_adder.v), full adder (full_adder.v), and then finally a top-level adder (rca.v) by instantiating eight full adder sub-systems. Model the logic operations using gate level primitives. Give each gate primitive a delay of 1 ns. The general topology and module definition for the design are shown in Fig. 12.4. Create a test bench to exhaustively verify your design under all input conditions. The test bench should drive in different values every 30 ns in order to give sufficient time for the results to ripple through the adder.[image: A420020_1_En_12_Fig34_HTML.gif]
Fig. 12.44-Bit RCA Module Definition







 

	12.1.6Give the total delay of the 4-bit carry look ahead adder shown in Fig. 12.5 if all gates have a delay of 2 ns.[image: A420020_1_En_12_Fig35_HTML.gif]
Fig. 12.54-Bit CLA Timing Exercise







 

	12.1.7Give the total delay of the 4-bit carry look ahead adder shown in Fig. 12.5 if the XOR gates have delays of 10 ns while the AND and OR gates have delays of 2 ns.


 

	12.1.8Design a Verilog model for an 8-bit Carry Look Ahead Adder (cla.v). The model should instantiate eight instances of a modified full adder (mod_full_adder.v), which is implemented with gate-level primitives. The carry look ahead logic should be implemented using continuous assignment with logical operators within the cla.v module. All logic operations should have 1 ns of delay. The topology and port definition for the design are shown in Fig. 12.6. Create a test bench to exhaustively verify this design under all input conditions. The test bench should drive in different values every 30 ns in order to give sufficient time for the signals to propagate through the adder.[image: A420020_1_En_12_Fig36_HTML.gif]
Fig. 12.64-Bit CLA Module Definition







 




              

                Section 12.2 – Subtraction
                	12.2.1How is the programmable add/subtract topology shown in Fig. 12.7 analogous to 2’s complement arithmetic?[image: A420020_1_En_12_Fig37_HTML.gif]
Fig. 12.7Programmable Adder/Subtractor Block Diagram







 

	12.2.2Will the programmable adder/subtractor architecture shown in Fig. 12.7 work for negative numbers encoded using signed magnitude or 1’s complement?


 

	12.2.3When calculating the delay of the programmable adder/subtractor architecture shown in Fig. 12.7 does the delay of the XOR gate that acts as the programmable inverter need to be considered?


 

	12.2.4Design a Verilog model for an 8-bit, programmable adder/subtractor. The design will have an input called “ADDn_SUB” that will control whether the system behaves as an adder (0) or as a subtractor (1). The design should operate on two’s complement signed numbers. The result of the operation(s) will appear on the port called “Sum_Diff”. The model should assert the output “Cout_Bout” when an addition creates a carry or when a subtraction creates a borrow. The circuit will also assert the output Vout when either operation results in two’s complement overflow. The port definition and block diagram for the system is shown in Fig. 12.8. Create a test bench to exhaustively verify this design under all input conditions.[image: A420020_1_En_12_Fig38_HTML.gif]
Fig. 12.8Programmable Adder/Subtractor Module Definition







 




              

                Section 12.3 – Multiplication
                	12.3.1Give the total delay of the 4-bit unsigned multiplier shown in Fig. 12.9 if all gates have a delay of 1 ns. The addition is performed using a ripple carry adder.[image: A420020_1_En_12_Fig39_HTML.gif]
Fig. 12.94-Bit Unsigned Multiplier Block Diagram







 

	12.3.2For the 4-bit unsigned multiplier shown in Fig. 12.9, how many levels of logic does it take to compute all of the partial products?


 

	12.3.3For the 4-bit unsigned multiplier shown in Fig. 12.9, how many AND gates are needed to compute the partial products?


 

	12.3.4For the 4-bit unsigned multiplier shown in Fig. 12.9, how many total AND gates are used if the additions are implemented using full adders made of half adders?


 

	12.3.5Based on the architecture of a unsigned multiplier in Fig. 12.9, how many AND gates are needed to compute the partial products if the inputs are increased to 8-bits?


 

	12.3.6For an 8-bit multiplier, how many bits are needed to represent the product?


 

	12.3.7For an 8-bit unsigned multiplier, what is the largest value that the product can ever take on? Give your answer in decimal.


 

	12.3.8For an 8-bit signed multiplier, what is the largest value that the product can ever take on? Give your answer in decimal.


 

	12.3.9For an 8-bit signed multiplier, what is the smallest value that the product can ever take on? Give your answer in decimal.


 

	12.3.10What is the maximum number of times that a 4-bit unsigned multiplicand can be multiplied by two using the logical shift left approach before the product is too large to be represented by an 8-bit-product? Hint: The maximum number of times this operation can be performed corresponds to when the multiplicand starts at its lowest possible non-zero value (i.e., 1).


 

	12.3.11Design a Verilog model for an 8-bit unsigned multiplier using whatever modeling approach you wish. Create a test bench to exhaustively verify this design under all input conditions. The port definition for this multiplier is given in Fig. 12.10.[image: A420020_1_En_12_Fig40_HTML.gif]
Fig. 12.108-Bit Unsigned Multiplier Module Definition







 

	12.3.12Design a Verilog model for an 8-bit signed multiplier using whatever modeling approach you wish. Create a test bench to exhaustively verify this design under all input conditions. The port definition for this multiplier is given in Fig. 12.11.[image: A420020_1_En_12_Fig41_HTML.gif]
Fig. 12.118-Bit Signed Multiplier Module Definition







 




              

                Section 12.4 – Division
                	12.4.1For a 4-bit divider, how many bits are needed for the quotient?


 

	12.4.2For a 4-bit divider, how many bits are needed for the remainder?


 

	12.4.2Explain the basic concept of the iterative-subtractor approach to division.


 

	12.4.4For the 4-bit divider shown in Example 12.28, estimate the total delay assuming all gates have a delay of 1 ns.
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One of the most common digital systems in use today is the computer. A computer accomplishes tasks through an architecture that uses both hardware and software. The hardware in a computer consists of many of the elements that we have covered so far. These include registers, arithmetic and logic circuits, finite state machines, and memory. What makes a computer so useful is that the hardware is designed to accomplish a predetermined set of instructions. These instructions are relatively simple, such as moving data between memory and a register or performing arithmetic on two numbers. The instructions are comprised of binary codes that are stored in a memory device and represent the sequence of operations that the hardware will perform to accomplish a task. This sequence of instructions is called a computer program. What makes this architecture so useful is that the preexisting hardware can be programmed to perform an almost unlimited number of tasks by simply defining the sequence of instructions to be executed. The process of designing the sequence of instructions, or program, is called software development or software engineering.
            
              
            
            
            
          

            
            
          

            
            
          

            
            
          

The idea of a general purpose computing machine dates back to the 19th century. The first computing machines were implemented with mechanical systems and were typically analog in nature. As technology advanced, computer hardware evolved from electromechanical switches to vacuum tubes and ultimately to integrated circuits. These newer technologies enabled switching circuits and provided the capability to build binary computers. Today’s computers are built exclusively with semiconductor materials and integrated circuit technology. The term microcomputer is used to describe a computer that has its processing hardware implemented with integrated circuitry. Nearly all modern computers are binary. Binary computers are designed to operate on a fixed set of bits. For example, an 8-bit computer would perform operations on 8-bits at a time. This means it moves data between registers and memory and performs arithmetic and logic operations in groups of 8-bits.
This chapter will cover the basics of a simple computer system and present the design of an 8-bit system to illustrate the details of instruction execution. The goal of this chapter is to provide an understanding of the basic principles of computer systems.
Learning Outcomes—After completing this chapter, you will be able to:

            	13.1Describe the basic components and operation of computer hardware.


 

	13.2Describe the basic components and operation of computer software.


 

	13.3Design a fully operational computer system using Verilog.


 

	13.4Describe the difference between the Von Neumann and Harvard computer architectures.


 




          

13.1 Computer Hardware

Computer hardware refers to all of the physical components within the system. This hardware includes all circuit components in a computer such as the memory devices, registers, and finite state machines. Figure 13.1 shows a block diagram of the basic hardware components in a computer. 


[image: A420020_1_En_13_Fig1_HTML.gif]
Fig. 13.1Hardware components of a computer system





13.1.1 Program Memory
The instructions that are executed by a computer are held in program memory. Program memory is treated as read only memory during execution in order to prevent the instructions from being overwritten by the computer. Some computer systems will implement the program memory on a true ROM device (MROM or PROM), while others will use a EEPROM that can be read from during normal operation but can only be written to using a dedicated write procedure. Programs are typically held in non-volatile memory so that the computer system does not lose its program when power is removed. Modern computers will often copy a program from non-volatile memory (e.g., a hard disk drive) to volatile memory after startup in order to speed up instruction execution. In this case, care must be taken that the program does not overwrite itself.




13.1.2 Data Memory
Computers also require data memory, which can be written to and read from during normal operation. This memory is used to hold temporary variables that are created by the software program. This memory expands the capability of the computer system by allowing large amounts of information to be created and stored by the program. Additionally, computations can be performed that are larger than the width of the computer system by holding interim portions of the calculation (e.g., performing a 128-bit addition on a 32-bit computer). Data memory is implemented with R/W memory, most often SRAM or DRAM.




13.1.3 Input/Output Ports
The term port is used to describe the mechanism to get information from the output world into or out of the computer. Ports can be input, output, or bidirectional. I/O ports can be designed to pass information in a serial or parallel format.
                
                
              


13.1.4 Central Processing Unit
The central processing unit (CPU) is considered the brains of the computer. The CPU handles reading instructions from memory, decoding them to understand which instruction is being performed, and executing the necessary steps to complete the instruction. The CPU also contains a set of registers that are used for general purpose data storage, operational information, and system status. Finally, the CPU contains circuitry to perform arithmetic and logic operations on data.
                
                
              

13.1.4.1 Control Unit
The control unit is a finite state machine that controls the operation of the computer. This FSM has states that perform fetching the instruction (i.e., reading it from program memory), decoding the instruction, and executing the appropriate steps to accomplish the instruction. This process is known as fetch, decode, and execute and is repeated each time an instruction is performed by the CPU. As the control unit state machine traverses through its states, it asserts control signals that move and manipulate data in order to achieve the desired functionality of the instruction.




13.1.4.2 Data Path – Registers
The CPU groups its registers and ALU into a sub-system called the data path. The data path refers to the fast storage and data manipulations within the CPU. All of these operations are initiated and managed by the control unit state machine. The CPU contains a variety of registers that are necessary to execute instructions and hold status information about the system. Basic computers have the following registers in their CPU:



                  
                  
                
	
Instruction Register (IR) – The instruction register holds the current binary code of the instruction being executed. This code is read from program memory as the first part of instruction execution. The IR is used by the control unit to decide which states in its FSM to traverse in order to execute the instruction.




	
Memory Address Register (MAR) – The memory address register is used to hold the current address being used to access memory. The MAR can be loaded with addresses in order to fetch instructions from program memory or with addresses to access data memory and/or I/O ports.




	
Program Counter (PC) – The program counter holds the address of the current instruction being executed in program memory. The program counter will increment sequentially through the program memory reading instructions until a dedicated instruction is used to set it to a new location.




	
General Purpose Registers – These registers are available for temporary storage by the program. Instructions exist to move information from memory into these registers and to move information from these registers into memory. Instructions also exist to perform arithmetic and logic operations on the information held in these registers.
                        
                        
                      


	
Condition Code Register (CCR) – The condition code register holds status flags that provide information about the arithmetic and logic operations performed in the CPU. The most common flags are negative (N), zero (Z), two’s complement overflow (V), and carry (C). This register can also contain flags that indicate the status of the computer, such as if an interrupt has occurred or if the computer has been put into a low-power mode.
                        
                        
                      







13.1.4.3 Data Path – Arithmetic Logic Unit (ALU)
The arithmetic logic unit is the system that performs all mathematical (i.e., addition, subtraction, multiplication, and division) and logic operations (i.e., and, or, not, shifts, etc.). This system operates on data being held in CPU registers. The ALU has a unique symbol associated with it to distinguish it from other functional units in the CPU.
                  
                  
                

Figure 13.2 shows the typical organization of a CPU. The registers and ALU are grouped into the data path. In this example, the computer system has two general purpose registers called A and B. This CPU organization will be used throughout this chapter to illustrate the detailed execution of instructions.[image: A420020_1_En_13_Fig2_HTML.gif]
Fig. 13.2Typical CPU organization







13.1.5 A Memory Mapped System
A common way to simplify moving data in or out of the CPU is to assign a unique address to all hardware components in the memory system. Each input/output port and each location in both program and data memory are assigned a unique address. This allows the CPU to access everything in the memory system with a dedicated address. This reduces the number of lines that must pass into the CPU. A bus system facilitates transferring information within the computer system. An address bus is driven by the CPU to identify which location in the memory system is being accessed. A data bus is used to transfer information to/from the CPU and the memory system. Finally, a control bus is used to provide other required information about the transactions such as read or write lines. Figure 13.3 shows the computer hardware in a memory mapped architecture. 
                
                
              
[image: A420020_1_En_13_Fig3_HTML.gif]
Fig. 13.3Computer hardware in a memory mapped configuration





To help visualize how the memory addresses are assigned, a memory map is used. This is a graphical depiction of the memory system. In the memory map, the ranges of addresses are provided for each of the main subsections of memory. This gives the programmer a quick overview of the available resources in the computer system. Example 13.1 shows a representative memory map for a computer system with an address bus with a width of 8-bits. This address bus can provide 256 unique locations. For this example, the memory system is also 8-bits wide, thus the entire memory system is 256 × 8 in size. In this example 128 bytes are allocated for program memory; 96 bytes are allocated for data memory; 16 bytes are allocated for output ports; and 16 bytes are allocated for input ports.[image: A420020_1_En_13_Fig4_HTML.gif]
Example 13.1Memory map for a 256 × 8 memory system





Concept Check

CC13.1 Is the hardware of a computer programmed in a similar way to a programmable logic device?	(A)Yes. The control unit is reconfigured to produce the correct logic for each unique instruction just like a logic element in an FPGA is reconfigured to produce the desired logic expression.


 

	(B)No. The instruction code from program memory simply tells the state machine in the control unit which path to traverse in order to accomplish the desired task. 
                          
                          
                        



 








13.2 Computer Software
Computer software refers to the instructions that the computer can execute and how they are designed to accomplish various tasks. The specific group of instructions that a computer can execute is known as its instruction set. The instruction set of a computer needs to be defined first before the computer hardware can be implemented. Some computer systems have a very small number of instructions in order to reduce the physical size of the circuitry needed in the CPU. This allows the CPU to execute the instructions very quickly, but requires a large number of operations to accomplish a given task. This architectural approach is called a reduced instruction set computer (RISC). The alternative to this approach is to make an instruction set with a large number of dedicated instructions that can accomplish a given task in fewer CPU operations. The drawback of this approach is that the physical size of the CPU must be larger in order to accommodate the various instructions. This architectural approach is called a complex instruction set computer (CISC).
              
              
            

13.2.1 Opcodes and Operands
A computer instruction consists of two fields, an opcode and an operand. The opcode is a unique binary code given to each instruction in the set. The CPU decodes the opcode in order to know which instruction is being executed and then takes the appropriate steps to complete the instruction. Each opcode is assigned a mnemonic, which is a descriptive name for the opcode that can be used when discussing the instruction functionally. An operand is additional information for the instruction that may be required. An instruction may have any number of operands including zero. Figure 13.4 shows an example of how the instruction opcodes and operands are placed into program memory. 



                
                
              
[image: A420020_1_En_13_Fig5_HTML.gif]
Fig. 13.4Anatomy of a computer instruction






13.2.2 Addressing Modes
An addressing mode describes the way in which the operand of an instruction is used. While modern computer systems may contain numerous addressing modes with varying complexities, we will focus on just a subset of basic addressing modes. These modes are immediate, direct, inherent, and indexed.



13.2.2.1 Immediate Addressing (IMM)

Immediate addressing is when the operand of an instruction is the information to be used by the instruction. For example, if an instruction existed to put a constant into a register within the CPU using immediate addressing, the operand would be the constant. When the CPU reads the operand, it simply inserts the contents into the CPU register and the instruction is complete.
                  
                  
                


13.2.2.2 Direct Addressing (DIR)

Direct addressing is when the operand of an instruction contains the address of where the information to be used is located. For example, if an instruction existed to put a constant into a register within the CPU using direct addressing, the operand would contain the address of where the constant was located in memory. When the CPU reads the operand, it puts this value out on the address bus and performs an additional read to retrieve the contents located at that address. The value read is then put into the CPU register and the instruction is complete.
                  
                  
                


13.2.2.3 Inherent Addressing (INH)

Inherent addressing refers to an instruction that does not require an operand because the opcode itself contains all of the necessary information for the instruction to complete. This type of addressing is used on instructions that perform manipulations on data held in CPU registers without the need to access the memory system. For example, if an instruction existed to increment the contents of a register (A), then once the opcode is read by the CPU, it knows everything it needs to know in order to accomplish the task. The CPU simply asserts a series of control signals in order to increment the contents of A and then the instruction is complete. Notice that no operand is needed for this task. Instead, the location of the register to be manipulated (i.e., A) is inherent within the opcode.
                  
                  
                


13.2.2.4 Indexed Addressing (IND)

Indexed addressing refers to instructions that will access information at an address in memory to complete the instruction, but the address to be accessed is held in another CPU register. In this type of addressing, the operand of the instruction is used as an offset that can be applied to the address located in the CPU register. For example, let’s say an instruction existed to put a constant into a register (A) within the CPU using indexed addressing. Let’s also say that the instruction was designed to use the contents of another register (B) as part of the address of where the constant was located. When the CPU reads the opcode, it understands what the instruction is and that B holds part of the address to be accessed. It also knows that the operand is applied to B to form the actual address to be accessed. When the CPU reads the operand, it adds the value to the contents of B and then puts this new value out on the address bus and performs an additional read. The value read is then put into the CPU register A and the instruction is complete.





13.2.3 Classes of Instructions
There are three general classes of instructions: (1) loads and stores; (2) data manipulations; and (3) branches. To illustrate how these instructions are executed, examples will be given based on the computer architecture shown in Fig. 13.3.
13.2.3.1 Loads and Stores
This class of instructions accomplishes moving information between the CPU and memory. A load is an instruction that moves information from memory into a CPU register. When a load instruction uses immediate addressing, the operand of the instruction is the data to be loaded into the CPU register. As an example, let’s look at an instruction to load the general purpose register A using immediate addressing. Let’s say that the opcode of the instruction is x″86″, has a mnemonic LDA_IMM, and is inserted into program memory starting at x″00″. Example 13.2 shows the steps involved in executing the LDA_IMM instruction. 
                  
                  
                  
                
[image: A420020_1_En_13_Fig6_HTML.gif]
Example 13.2Execution of an instruction to “Load Register A Using Immediate Addressing”





Now let’s look at a load instruction using direct addressing. In direct addressing, the operand of the instruction is the address of where the data to be loaded resides. As an example, let’s look at an instruction to load the general purpose register A. Let’s say that the opcode of the instruction is x″87″, has a mnemonic LDA_DIR, and is inserted into program memory starting at x″08″. The value to be loaded into A resides at address x″80″, which has already been initialized with x″AA″ before this instruction. Example 13.3 shows the steps involved in executing the LDA_DIR instruction.[image: A420020_1_En_13_Fig7_HTML.gif]
Example 13.3Execution of an instruction to “Load Register A Using Direct Addressing”





A store is an instruction that moves information from a CPU register into memory. The operand of a store instruction indicates the address of where the contents of the CPU register will be written. As an example, let’s look at an instruction to store the general purpose register A into memory address x″E0″. Let’s say that the opcode of the instruction is x″96″, has a mnemonic STA_DIR, and is inserted into program memory starting at x″04″. The initial value of A is x″CC″ before the instruction is executed. Example 13.4 shows the steps involved in executing the STA_DIR instruction.[image: A420020_1_En_13_Fig8_HTML.gif]
Example 13.4Execution of an instruction to “Store Register A Using Direct Addressing”






13.2.3.2 Data Manipulations
This class of instructions refers to ALU operations. These operations take action on data that resides in the CPU registers. These instructions include arithmetic, logic operators, shifts and rotates, and tests and compares. Data manipulation instructions typically use inherent addressing because the operations are conducted on the contents of CPU registers and don’t require additional memory access. As an example, let’s look at an instruction to perform addition on registers A and B. The sum will be placed back in A. Let’s say that the opcode of the instruction is x″42″, has a mnemonic ADD_AB, and is inserted into program memory starting at x″04″. Example 13.5 shows the steps involved in executing the ADD_AB instruction. 
                  
                  
                  
                
[image: A420020_1_En_13_Fig9_HTML.gif]
Example 13.5Execution of an instruction to “Add Registers A and B”






13.2.3.3 Branches
In the previous examples the program counter was always incremented to point to the address of the next instruction in program memory. This behavior only supports a linear execution of instructions. To provide the ability to specifically set the value of the program counter, instructions called branches are used. There are two types of branches: unconditional and conditional. In an unconditional branch, the program counter is always loaded with the value provided in the operand. As an example, let’s look at an instruction to branch always to a specific address. This allows the program to perform loops. Let’s say that the opcode of the instruction is x″20″, has a mnemonic BRA, and is inserted into program memory starting at x″06″. Example 13.6 shows the steps involved in executing the BRA instruction. 
                  
                  
                  
                
[image: A420020_1_En_13_Fig10_HTML.gif]
Example 13.6Execution of an instruction to “Branch Always”





In a conditional branch, the program counter is only updated if a particular condition is true. The conditions come from the status flags in the condition code register (NZVC). This allows a program to selectively execute instructions based on the result of a prior operation. Let’s look at an example instruction that will branch only if the Z flag is asserted. This instruction is called a branch if equal to zero. Let’s say that the opcode of the instruction is x″23″, has a mnemonic BEQ, and is inserted into program memory starting at x″05″. Example 13.7 shows the steps involved in executing the BEQ instruction.[image: A420020_1_En_13_Fig11_HTML.gif]
Example 13.7Execution of an instruction to “Branch if Equal to Zero”





Conditional branches allow computer programs to make decisions about which instructions to execute based on the results of previous instructions. This gives computers the ability to react to input signals or take action based on the results of arithmetic or logic operations. Computer instruction sets typically contain conditional branches based on the NZVC flags in the condition code registers. The following instructions are based on the values of the NZVC flags.	BMI – Branch if minus (N = 1)

	BPL – Branch if plus (N = 0)

	BEQ – Branch if equal to Zero (Z = 1)

	BNE – Branch if not equal to Zero (Z = 0)

	BVS – Branch if two’s complement overflow occurred, or V is set (V = 1)

	BVC – Branch if two’s complement overflow did not occur, or V is clear (V = 0)

	BCS – Branch if a carry occurred, or C is set (C = 1)

	BCC – Branch if a carry did not occur, or C is clear (C = 0)






Combinations of these flags can be used to create more conditional branches.	BHI – Branch if higher (C = 1 and Z = 0)

	BLS – Branch if lower or the same (C = 0 and Z = 1)

	BGE – Branch if greater than or equal ((N = 0 and V = 0) or (N = 1 and V = 1)), only valid for signed numbers

	BLT – Branch if less than ((N = 1 and V = 0) or (N = 0 and V = 1)), only valid for signed numbers

	BGT – Branch if greater than ((N = 0 and V = 0 and Z = 0) or (N = 1 and V = 1 and Z = 0)), only valid for signed numbers

	BLE – Branch if less than or equal ((N = 1 and V = 0) or (N = 0 and V = 1) or (Z = 1)), only valid for signed numbers





Concept Check

CC13.2 Software development consists of choosing which instructions, and in what order, will be executed to accomplish a certain task. The group of instructions is called the program and is inserted into program memory. Which of the following might a software developer care about?	(A)Minimizing the number of instructions that need to be executed to accomplish the task in order to increase the computation rate.


 

	(B)Minimizing the number of registers used in the CPU to save power.


 

	(C)Minimizing the overall size of the program to reduce the amount of program memory needed.


 

	(D)Both A and C.


 









13.3 Computer Implementation – An 8-Bit Computer Example
13.3.1 Top Level Block Diagram
Let’s now look at the detailed implementation and instruction execution of a computer system. In order to illustrate the detailed operation, we will use a simple 8-bit computer system design. Example 13.8 shows the block diagram for the 8-bit computer system. This block diagram also contains the Verilog file and module names, which will be used when the behavioral model is implemented. 
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Example 13.8Top level block diagram for the 8-Bit computer system





We will use the memory map shown in Example 13.1 for our example computer system. This mapping provides 128 bytes of program memory, 96 bytes of data memory, 16x output ports, and 16x input ports. To simplify the operation of this example computer, the address bus is limited to 8-bits. This only provides 256 locations of memory access, but allows an entire address to be loaded into the CPU as a single operand of an instruction.

13.3.2 Instruction Set Design
Example 13.9 shows a basic instruction set for our example computer system. This set provides a variety of loads and stores, data manipulations, and branch instructions that will allow the computer to be programmed to perform more complex tasks through software development. These instructions are sufficient to provide a baseline of functionality in order to get the computer system operational. Additional instructions can be added as desired to increase the complexity of the system. 



[image: A420020_1_En_13_Fig13_HTML.gif]
Example 13.9Instruction set for the 8-Bit computer system






13.3.3 Memory System Implementation
Let’s now look at the memory system details. The memory system contains program memory, data memory, and input/output ports. Example 13.10 shows the block diagram of the memory system. The program and data memory will be implemented using lower level components (rom_128x8_sync.v and rw_96x8_sync.v), while the input and output ports can be modeled using a combination of RTL blocks and combinational logic. The program and data memory sub-systems contain dedicated circuitry to handle their addressing ranges. Each output port also contains dedicated circuitry to handle its unique address. A multiplexer is used to handle the signal routing back to the CPU based on the address provided. 



[image: A420020_1_En_13_Fig14_HTML.gif]
Example 13.10Memory system block diagram for the 8-Bit computer system





13.3.3.1 Program Memory Implementation in Verilog
The program memory can be implemented in Verilog using the modeling techniques presented in Chapter 12. To make the Verilog more readable, the instruction mnemonics can be declared as parameters. This allows the mnemonic to be used when populating the program memory array. The following Verilog shows how the mnemonics for our basic instruction set can be defined as parameters.parameter LDA_IMM = 8'h86; //-- Load Register A with Immediate Addressing
parameter LDA_DIR = 8'h87; //-- Load Register A with Direct Addressing
parameter LDB_IMM = 8'h88; //-- Load Register B with Immediate Addressing
parameter LDB_DIR = 8'h89; //-- Load Register B with Direct Addressing
parameter STA_DIR = 8'h96; //-- Store Register A to memory (RAM or IO)
parameter STB_DIR = 8'h97; //-- Store Register B to memory (RAM or IO)
parameter ADD_AB = 8'h42; //-- A <= A + B
parameter SUB_AB = 8'h43; //-- A <= A - B
parameter AND_AB = 8'h44; //-- A <= A and B
parameter OR_AB = 8'h45; //-- A <= A or B
parameter INCA = 8'h46; //-- A <= A + 1
parameter INCB = 8'h47; //-- B <= B + 1
parameter DECA = 8'h48; //-- A <= A - 1
parameter DECB = 8'h49; //-- B <= B - 1
parameter BRA = 8'h20; //-- Branch Always
parameter BMI = 8'h21; //-- Branch if N=1
parameter BPL = 8'h22; //-- Branch if N=0
parameter BEQ = 8'h23; //-- Branch if Z=1
parameter BNE = 8'h24; //-- Branch if Z=0
parameter BVS = 8'h25; //-- Branch if V=1
parameter BVC = 8'h26; //-- Branch if V=0
parameter BCS = 8'h27; //-- Branch if C=1
parameter BCC = 8'h28; //-- Branch if C=0




Now the program memory can be declared as an array type with initial values to define the program. The following Verilog shows how to declare the program memory and an example program to perform a load, store, and a branch always. This program will continually write x″AA” to port_out_00.
reg[7:0] ROM[0:127];

initial
begin
ROM[0] = LDA_IMM;
ROM[1] = 8'hAA;
ROM[2] = STA_DIR;
ROM[3] = 8'hE0;
ROM[4] = BRA;
ROM[5] = 8'h00;
end




The address mapping for the program memory is handled in two ways. First, notice that the array type defined above uses indices from 0 to 127. This provides the appropriate addresses for each location in the memory. The second step is to create an internal enable line that will only allow assignments from ROM to data_out when a valid address is entered. Consider the following Verilog to create an internal enable (EN) that will only be asserted when the address falls within the valid program memory range of 0 to 127.
always @ (address)
begin
if ( (address >= 0) && (address <= 127) )
EN = 1'b1;
else
EN = 1'b0;
end




If this enable signal is not created, the simulation and synthesis will fail because data_out assignments will be attempted for addresses outside of the defined range of the ROM array. This enable line can now be used in the behavioral model for the ROM as follows:always @ (posedge clock)
begin
if (EN)
data_out = ROM[address];
end





13.3.3.2 Data Memory Implementation in Verilog
The data memory is created using a similar strategy as the program memory. An array signal is declared with an address range corresponding to the memory map for the computer system (i.e., 128 to 223). An internal enable is again created that will prevent data_out assignments for addresses outside of this valid range. The following is the Verilog to declare the R/W memory array:reg[7:0] RW[128:223];




The following is the Verilog to model the local enable and signal assignments for the R/W memory:always @ (address)
begin
if ( (address >= 128) && (address <= 223) )
EN = 1'b1;
else
EN = 1'b0;
end

always @ (posedge clock)
begin
if (write && EN)
RW[address] = data_in;
else if (!write && EN)
data_out = RW[address];
end





13.3.3.3 Implementation of Output Ports in Verilog
Each output port in the computer system is assigned a unique address. Each output port also contains storage capability. This allows the CPU to update an output port by writing to its specific address. Once the CPU is done storing to the output port address and moves to the next instruction in the program, the output port holds its information until it is written to again. This behavior can be modeled using an RTL procedural block that uses the address bus and the write signal to create a synchronous enable condition. Each output port is modeled with its own block. The following Verilog shows how the output ports at x″E0″ and x″E1″ are modeled using address specific procedural blocks.//-- port_out_00 (address E0)
always @ (posedge clock or negedge reset)
begin
if (!reset)
port_out_00 <= 8'h00;
else
if ((address == 8'hE0) && (write))
port_out_00 <= data_in;
end

//-- port_out_01 (address E1)
always @ (posedge clock or negedge reset)
begin
if (!reset)
port_out_01 <= 8'h00;
else
if ((address == 8'hE1) && (write))
port_out_01 <= data_in;
end

:
“the rest of the output port models go here…”
:





13.3.3.4 Implementation of Input Ports in Verilog
The input ports do not contain storage, but do require a mechanism to selectively route their information to the data_out port of the memory system. This is accomplished using the multiplexer shown in Example 13.10. The only functionality that is required for the input ports is connecting their ports to the multiplexer.

13.3.3.5 Memory data_out Bus Implementation in Verilog
Now that all of the memory functionality has been designed, the final step is to implement the multiplexer that handles routing the appropriate information to the CPU on the data_out bus based on the incoming address. The following Verilog provides a model for this behavior. Recall that a multiplexer is combinational logic, so if the behavior is to be modeled using a procedural block, all inputs must be listed in the sensitivity list and blocking assignments are used. These inputs include the outputs from the program and data memory in addition to all of the input ports. The sensitivity list must also include the address bus as it acts as the select input to the multiplexer. Within the block, an if-else statement is used to determine which sub-system drives data_out. Program memory will drive data_out when the incoming address is in the range of 0 to 127 (x″00″ to x″7F″). Data memory will drive data_out when the address is in the range of 128 to 223 (x″80″ to x″DF″). An input port will drive data_out when the address is in the range of 240 to 255 (x″F0″ to x″FF″). Each input port has a unique address so the specific addresses are listed as nested if-else clauses.always @ (address, rom_data_out, rw_data_out,
port_in_00, port_in_01, port_in_02, port_in_03,
port_in_04, port_in_05, port_in_06, port_in_07,
port_in_08, port_in_09, port_in_10, port_in_11,
port_in_12, port_in_13, port_in_14, port_in_15)

begin: MUX1

if ( (address >= 0) && (address <= 127) )
data_out = rom_data_out;
else if ( (address >= 128) && (address <= 223) )
data_out = rw_data_out;
else if (address == 8'hF0) data_out = port_in_00;
else if (address == 8'hF1) data_out = port_in_01;
else if (address == 8'hF2) data_out = port_in_02;
else if (address == 8'hF3) data_out = port_in_03;
else if (address == 8'hF4) data_out = port_in_04;
else if (address == 8'hF5) data_out = port_in_05;
else if (address == 8'hF6) data_out = port_in_06;
else if (address == 8'hF7) data_out = port_in_07;
else if (address == 8'hF8) data_out = port_in_08;
else if (address == 8'hF9) data_out = port_in_09;
else if (address == 8'hFA) data_out = port_in_10;
else if (address == 8'hFB) data_out = port_in_11;
else if (address == 8'hFC) data_out = port_in_12;
else if (address == 8'hFD) data_out = port_in_13;
else if (address == 8'hFE) data_out = port_in_14;
else if (address == 8'hFF) data_out = port_in_15;

end






13.3.4 CPU Implementation
Let’s now look at the central processing unit details. The CPU contains two components, the control unit (control_unit.v) and the data path (data_path.v). The data path contains all of the registers and the ALU. The ALU is implemented as a sub-system within the data path (alu.v). The data path also contains a bus system in order to facilitate data movement between the registers and memory. The bus system is implemented with two multiplexers that are controlled by the control unit. The control unit contains the finite state machine that generates all control signals for the data path as it performs the fetch-decode-execute steps of each instruction. Example 13.11 shows the block diagram of the CPU in our 8-bit microcomputer example. 
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Example 13.11CPU block diagram for the 8-Bit computer system





13.3.4.1 Data Path Implementation in Verilog
Let’s first look at the data path bus system that handles internal signal routing. The system consists of two 8-bit busses (Bus1 and Bus2) and two multiplexers. Bus1 is used as the destination of the PC, A, and B register outputs, while Bus2 is used as the input to the IR, MAR, PC, A, and B registers. Bus1 is connected directly to the to_memory port of the CPU to allow registers to write data to the memory system. Bus2 can be driven by the from_memory port of the CPU to allow the memory system to provide data for the CPU registers. The two multiplexers handle all signal routing and have their select lines (Bus1_Sel and Bus2_Sel) driven by the control unit. The following Verilog shows how the multiplexers are implemented. Again, a multiplexer is combinational logic so all inputs must be listed in the sensitivity list of its procedural block and blocking assignments are used. Two additional signal assignments are also required to connect the MAR to the address port and to connect Bus1 to the to_memory port.
always @ (Bus1_Sel, PC, A, B)
begin: MUX_BUS1
case (Bus1_Sel)
2'b00 : Bus1 = PC;
2'b01 : Bus1 = A;
2'b10 : Bus1 = B;
default : Bus1 = 8'hXX;
endcase
end

always @ (Bus2_Sel, ALU_Result, Bus1, from_memory)
begin: MUX_BUS2
case (Bus2_Sel)
2'b00 : Bus2 = ALU_Result;
2'b01 : Bus2 = Bus1;
2'b10 : Bus2 = from_memory;
default : Bus1 = 8'hXX;
endcase
end

always @ (Bus1, MAR)
begin
to_memory = Bus1;
address = MAR;
end




Next, let’s look at implementing the registers in the data path. Each register is implemented using a dedicated procedural block that is sensitive to clock and reset. This models the behavior of synchronous latches, or registers. Each register has a synchronous enable line that dictates when the register is updated. The register output is only updated when the enable line is asserted and a rising edge of the clock is detected. The following Verilog shows how to model the instruction register (IR). Notice that the signal IR is only updated if IR_Load is asserted and there is a rising edge of the clock. In this case, IR is loaded with the value that resides on Bus2.
always @ (posedge clock or negedge reset)
begin: INSTRUCTION_REGISTER
if (!reset)
IR <= 8'h00;
else
if (IR_Load)
IR <= Bus2;
end




A nearly identical block is used to model the memory address register. A unique signal is declared called MAR in order to make the Verilog more readable. MAR is always assigned to address in this system.
always @ (posedge clock or negedge reset)
begin: MEMORY_ADDRESS_REGISTER
if (!reset)
MAR <= 8'h00;
else
if (MAR_Load)
MAR <= Bus2;
end




Now let’s look at the program counter block. This register contains additional functionality beyond simply latching in the value of Bus2. The program counter also has an increment feature that will take place synchronously when the signal PC_Inc coming from the control unit is asserted. This is handled using an additional nested if-else clause under the portion of the block handling the rising edge of clock condition.
always @ (posedge clock or negedge reset)
begin: PROGRAM_COUNTER
if (!reset)
PC <= 8'h00;
else
if (PC_Load)
PC <= Bus2;
else if (PC_Inc)
PC <= MAR + 1;
end




The two general purpose registers A and B are modeled using individual procedural blocks as follows:
always @ (posedge clock or negedge reset)
begin: A_REGISTER
if (!reset)
A <= 8'h00;
else
if (A_Load)
A <= Bus2;
end

always @ (posedge clock or negedge reset)
begin: B_REGISTER
if (!reset)
B <= 8'h00;
else
if (B_Load)
B <= Bus2;
end




The condition code register latches in the status flags from the ALU (NZVC) when the CCR_Load line is asserted. This behavior is modeled using a similar approach as follows:always @ (posedge clock or negedge reset)
begin: CONDITION_CODE_REGISTER
if (!reset)
CCR_Result <= 8'h00;
else
if (CCR_Load)
CCR_Result <= NZVC;
end





13.3.4.2 ALU Implementation in Verilog
The ALU is a set of combinational logic circuitry that performs arithmetic and logic operations. The output of the ALU operation is called Result. The ALU also outputs 4 status flags as a 4-bit bus called NZVC. The ALU behavior can be modeled using case and if-else statements that decide which operation to perform based on the input control signal ALU_Sel. The following Verilog shows an example of how to implement the ALU addition functionality. A case statement is used to decide which operation is being performed based on the ALU_Sel input. Under each operation clause, a series of procedural statements are used to compute the result and update the NZVC flags. Each of these flags is updated individually. The N flag can be simply driven with position 7 of the ALU result since this bit is the sign bit for signed numbers. The Z flag can be driven using an if-else condition that checks whether the result was x″00″. The V flag is updated based on the type of the operation. For the addition operation, the V flag will be asserted if a POS + POS = NEG or a NEG + NEG = POS. These conditions can be checked by looking at the sign bits of the inputs and the sign bit of the result. Finally, the C flag can be computed as the 8th bit in the addition of A + B.
always @ (A, B, ALU_Sel)
begin
case (ALU_Sel)
3'b000 : begin //-- Addition

//-- Sum and Carry Flag
{NZVC[0], Result} = A + B;

//-- Negative Flag
NZVC[3] = Result[7];

//-- Zero Flag
if (Result == 0)
NZVC[2] = 1;
else
NZVC[2] = 0;

//-- Two's Comp Overflow Flag
if ( ((A[7]==0) && (B[7]==0) && (Result[7] == 1)) ||
((A[7]==1) && (B[7]==1) && (Result[7] == 0)) )
NZVC[1] = 1;
else
NZVC[1] = 0;

end

:
//-- other ALU operations go here...
:

default : begin
Result = 8'hXX;
NZVC = 4'hX;
end
endcase

end





13.3.4.3 Control Unit Implementation in Verilog
Let’s now look at how to implement the control unit state machine. We’ll first look at the formation of the Verilog to model the FSM and then turn to the detailed state transitions in order to accomplish a variety of the most common instructions. The control unit sends signals to the data path in order to move data in and out of registers and into the ALU to perform data manipulations. The finite state machine is implemented with the behavioral modeling techniques presented in Chapter 9. The model contains three processes in order to implement the state memory, next state logic, and output logic of the FSM. Parameters are created for each of the states defined in the state diagram of the FSM. The states associated with fetching (S_FETCH_0, S_FETCH_1, S_FETCH_2) and decoding the opcode (S_DECODE_3) are performed each time an instruction is executed. A unique path is then added after the decode state to perform the steps associated with executing each individual instruction. The FSM can be created one instruction at a time by adding additional state paths after the decode state. The following Verilog code shows how the user-defined state names are created for nine basic instructions (LDA_IMM, LDA_DIR, STA_DIR, LDB_IMM, LDB_DIR, STB_DIR, ADD_AB, BRA and BEQ). Eight bit state variables are created for current_state and next_state to accommodate future state codes. The state codes are assigned in binary using integer format to allow additional states to be easily added.



reg [7:0] current_state, next_state;
parameter S_FETCH_0 = 0, //-- Opcode fetch states
S_FETCH_1 = 1,
S_FETCH_2 = 2,

S_DECODE_3 = 3, //-- Opcode decode state

S_LDA_IMM_4 = 4, //-- Load A (Immediate) states
S_LDA_IMM_5 = 5,
S_LDA_IMM_6 = 6,

S_LDA_DIR_4 = 7, //-- Load A (Direct) states
S_LDA_DIR_5 = 8,
S_LDA_DIR_6 = 9,
S_LDA_DIR_7 = 10,
S_LDA_DIR_8 = 11,

S_STA_DIR_4 = 12, //-- Store A (Direct) States
S_STA_DIR_5 = 13,
S_STA_DIR_6 = 14,
S_STA_DIR_7 = 15,

S_LDB_IMM_4 = 16, //-- Load B (Immediate) states
S_LDB_IMM_5 = 17,
S_LDB_IMM_6 = 18,

S_LDB_DIR_4 = 19, //-- Load B (Direct) states
S_LDB_DIR_5 = 20,
S_LDB_DIR_6 = 21,
S_LDB_DIR_7 = 22,
S_LDB_DIR_8 = 23,

S_STB_DIR_4 = 24, //-- Store B (Direct) States
S_STB_DIR_5 = 25,
S_STB_DIR_6 = 26,
S_STB_DIR_7 = 27,

S_BRA_4 = 28, //-- Branch Always States
S_BRA_5 = 29,
S_BRA_6 = 30,

S_BEQ_4 = 31, //-- Branch if Equal States
S_BEQ_5 = 32,
S_BEQ_6 = 33,
S_BEQ_7 = 34,

S_ADD_AB_4 = 35; //-- Addition States




Within the control unit module, the state memory is implemented as a separate procedural block that will update the current state with the next state on each rising edge of the clock. The reset state will be the first fetch state in the FSM (i.e., S_FETCH_0). The following Verilog shows how the state memory in the control unit can be modeled. Note that this block models sequential logic so non-blocking assignments are used.always @ (posedge clock or negedge reset)
begin: STATE_MEMORY
if (!reset)
current_state <= S_FETCH_0;
else
current_state <= next_state;
end





The next state logic is also implemented as a separate procedural block. The next state logic depends on the current state, instruction register (IR), and the condition code register (CCR_Result). The following Verilog gives a portion of the next state logic process showing how the state transitions can be modeled.
always @ (current_state, IR, CCR_Result)
begin: NEXT_STATE_LOGIC
case (current_state)
S_FETCH_0 : next_state = S_FETCH_1; //-- Path for FETCH instruction
S_FETCH_1 : next_state = S_FETCH_2;
S_FETCH_2 : next_state = S_DECODE_3;

S_DECODE_3 : if (IR == LDA_IMM) next_state = S_LDA_IMM_4;//-- Register A
else if (IR == LDA_DIR) next_state = S_LDA_DIR_4;
else if (IR == STA_DIR) next_state = S_STA_DIR_4;
else if (IR == LDB_IMM) next_state = S_LDB_IMM_4;//-- Register B
else if (IR == LDB_DIR) next_state = S_LDB_DIR_4;
else if (IR == STB_DIR) next_state = S_STB_DIR_4;
else if (IR == BRA) next_state = S_BRA_4;//-- Branch Always
else if (IR == ADD_AB) next_state = S_ADD_AB_4;//-- ADD
else next_state = S_FETCH_0;//-- others go here

S_LDA_IMM_4 : next_state = S_LDA_IMM_5; //-- Path for LDA_IMM instruction
S_LDA_IMM_5 : next_state = S_LDA_IMM_6;
S_LDA_IMM_6 : next_state = S_FETCH_0;

:
Next state logic for other states goes here…
:
endcase
end




Finally, the output logic is modeled as a third, separate procedural block. It is useful to explicitly state the outputs of the control unit for each state in the machine to allow easy debugging and avoid synthesizing latches. Our example computer system has Moore type outputs so the process only depends on the current state. The following Verilog shows a portion of the output logic process.always @ (current_state)
begin: OUTPUT_LOGIC
case (current_state)

S_FETCH_0 : begin //-- Put PC onto MAR to provide address of Opcode
IR_Load = 0;
MAR_Load = 1;
PC_Load = 0;
PC_Inc = 0;
A_Load = 0;
B_Load = 0;
ALU_Sel = 3'b000;
CCR_Load = 0;
Bus1_Sel = 2'b00; //-- "00"=PC, "01"=A, "10"=B
Bus2_Sel = 2'b01; //-- "00"=ALU, "01"=Bus1, "10"=from_memory
write = 0;
end

S_FETCH_1 : begin //-- Increment PC, Opcode will be available next state
IR_Load = 0;
MAR_Load = 0;
PC_Load = 0;
PC_Inc = 1;
A_Load = 0;
B_Load = 0;
ALU_Sel = 3'b000;
CCR_Load = 0;
Bus1_Sel = 2'b00; //-- "00"=PC, "01"=A, "10"=B
Bus2_Sel = 2'b00; //-- "00"=ALU, "01"=Bus1, "10"=from_memory
write = 0;
end;

:
Output logic for other states goes here…
:

endcase
end




13.3.4.3.1 Detailed Execution of LDA_IMM
Now let’s look at the details of the state transitions and output signals in the control unit FSM when executing a few of the most common instructions. Let’s begin with the instruction to load register A using immediate addressing (LDA_IMM). Example 13.12 shows the state diagram for this instruction. The first three states (S_FETCH_0, S_FETCH_1, S_FETCH_2) handle fetching the opcode. The purpose of these states is to read the opcode from the address being held by the program counter and put it into the instruction register. Multiple states are needed to handle putting PC into MAR to provide the address of the opcode, waiting for the memory system to provide the opcode, latching the opcode into IR, and incrementing PC to the next location in program memory. Another state is used to decode the opcode (S_DECODE_3) in order to decide which path to take in the state diagram based on the instruction being executed. After the decode state, a series of three more states are needed (S_LDA_IMM_4, S_LDA_IMM_5, S_LDA_IMM_6) to execute the instruction. The purpose of these states is to read the operand from the address being held by the program counter and put it into A. Multiple states are needed to handle putting PC into MAR to provide the address of the operand, waiting for the memory system to provide the operand, latching the operand into A, and incrementing PC to the next location in program memory. When the instruction completes, the value of the operand resides in A and PC is pointing to the next location in program memory, which is the opcode of the next instruction to be executed. 
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Example 13.12State diagram for LDA_IMM





Example 13.13 shows the simulation waveform for executing LDA_IMM. In this example, register A is loaded with the operand of the instruction, which holds the value x″AA″.[image: A420020_1_En_13_Fig17_HTML.gif]
Example 13.13Simulation waveform for LDA_IMM






13.3.4.3.2 Detailed Execution of LDA_DIR
Now let’s look at the details of the instruction to load register A using direct addressing (LDA_DIR). Example 13.14 shows the state diagram for this instruction. The first four states to fetch and decode the opcode are the same states as in the previous instruction and are performed each time a new instruction is executed. Once the opcode is decoded, the state machine traverses five new states to execute the instruction (S_LDA_DIR_4, S_LDA_DIR_5, S_LDA_DIR_6, S_LDA_DIR_7, S_LDA_DIR_8). The purpose of these states is to read the operand and then use it as the address of where to read the contents to put into A.[image: A420020_1_En_13_Fig18_HTML.gif]
Example 13.14State diagram for LDA_DIR





Example 13.15 shows the simulation waveform for executing LDA_DIR. In this example, register A is loaded with the contents located at address x″80″, which has already been initialized to x″AA″.[image: A420020_1_En_13_Fig19_HTML.gif]
Example 13.15Simulation waveform for LDA_DIR






13.3.4.3.3 Detailed Execution of STA_DIR
Now let’s look at the details of the instruction to store register A to memory using direct addressing (STA_DIR). Example 13.16 shows the state diagram for this instruction. The first four states are again the same as prior instructions in order to fetch and decode the opcode. Once the opcode is decoded, the state machine traverses four new states to execute the instruction (S_STA_DIR_4, S_STA_DIR_5, S_STA_DIR_6, S_STA_DIR_7). The purpose of these states is to read the operand and then use it as the address of where to write the contents of A to.[image: A420020_1_En_13_Fig20_HTML.gif]
Example 13.16State diagram for STA_DIR





Example 13.17 shows the simulation waveform for executing STA_DIR. In this example, register A already contains the value x″CC″ and will be stored to address x″E0″. The address x″E0″ is an output port (port_out_00) in our example computer system.[image: A420020_1_En_13_Fig21_HTML.gif]
Example 13.17Simulation waveform for STA_DIR






13.3.4.3.4 Detailed Execution of ADD_AB
Now let’s look at the details of the instruction to add A to B and store the sum back in A (ADD_AB). Example 13.18 shows the state diagram for this instruction. The first four states are again the same as prior instructions in order to fetch and decode the opcode. Once the opcode is decoded, the state machine only requires one more state to complete the operation (S_ADD_AB_4). The ALU is combinational logic so it will begin to compute the sum immediately as soon as the inputs are updated. The inputs to the ALU are Bus1 and register B. Since B is directly connected to the ALU, all that is required to start the addition is to put A onto Bus1. The output of the ALU is put on Bus2 so that it can be latched into A on the next clock edge. The ALU also outputs the status flags NZVC, which are directly connected to the condition code register. A_Load and CCR_Load are asserted in this state. A and CCR_Result will be updated in the next state (i.e., S_FETCH_0).[image: A420020_1_En_13_Fig22_HTML.gif]
Example 13.18State diagram for ADD_AB





Example 13.19 shows the simulation waveform for executing ADD_AB. In this example, two load immediate instructions were used to initialize the general purpose registers to A = x″FF″ and B = x″01″ prior to the addition. The addition of these values will result in a sum of x″00″ and assert the carry (C) and zero (Z) flags in the condition code register.[image: A420020_1_En_13_Fig23_HTML.gif]
Example 13.19Simulation waveform for ADD_AB






13.3.4.3.5 Detailed Execution of BRA
Now let’s look at the details of the instruction to branch always (BRA). Example 13.20 shows the state diagram for this instruction. The first four states are again the same as prior instructions in order to fetch and decode the opcode. Once the opcode is decoded, the state machine traverses four new states to execute the instruction (S_BRA_4, S_BRA_5, S_BRA_6). The purpose of these states is to read the operand and put its value into PC to set the new location in program memory to execute instructions.[image: A420020_1_En_13_Fig24_HTML.gif]
Example 13.20State diagram for BRA





Example 13.21 shows the simulation waveform for executing BRA. In this example, PC is set back to address x″00″.[image: A420020_1_En_13_Fig25_HTML.gif]
Example 13.21Simulation waveform for BRA






13.3.4.3.6 Detailed Execution of BEQ
Now let’s look at the branch if equal to zero (BEQ) instruction. Example 13.22 shows the state diagram for this instruction. Notice that in this conditional branch, the path that is taken through the FSM depends on both IR and CCR. In the case that Z = 1, the branch is taken, meaning that the operand is loaded into PC. In the case that Z = 0, the branch is not taken, meaning that PC is simply incremented to bypass the operand and point to the beginning of the next instruction in program memory.[image: A420020_1_En_13_Fig26_HTML.gif]
Example 13.22State diagram for BEQ





Example 13.23 shows the simulation waveform for executing BEQ when the branch is taken. Prior to this instruction, an addition was performed on x″FF″ and x″01″. This resulted in a sum of x″00″, which asserted the Z and C flags in the condition code register. Since Z = 1 when BEQ is executed, the branch is taken.[image: A420020_1_En_13_Fig27_HTML.gif]
Example 13.23Simulation waveform for BEQ when taking the branch (Z = 1)





Example 13.24 shows the simulation waveform for executing BEQ when the branch is not taken. Prior to this instruction, an addition was performed on x″FE″ and x″01″. This resulted in a sum of x″FF″, which did not assert the Z flag. Since Z = 0 when BEQ is executed, the branch is not taken. When not taking the branch, PC must be incremented again in order to bypass the operand and point to the next location in program memory.[image: A420020_1_En_13_Fig28_HTML.gif]
Example 13.24Simulation waveform for BEQ when the branch is not taken (Z = 0)





Concept Check

CC13.3 The 8-bit microcomputer example presented in this section is a very simple architecture used to illustrate the basic concepts of a computer. If we wanted to keep this computer an 8-bit system but increase the depth of the memory, it would require adding more address lines to the address bus. What changes to the computer system would need to be made to accommodate the wider address bus?	(A)The width of the program counter would need to be increased to support the wider address bus.


 

	(B)The size of the memory address register would need to be increased to support the wider address bus.


 

	(C)Instructions that use direct addressing would need additional bytes of operand to pass the wider address into the CPU 8-bits at a time.


 

	(D)All of the above.


 










13.4 Architecture Considerations
13.4.1 Von Neumann Architecture
The computer system just presented represents a very simple architecture in which all memory devices (i.e., program, data, and I/O) are grouped into a single memory map. This approach is known as the Von Neumann architecture, named after the 19th century mathematician that first described this structure in 1945. The advantage of this approach is in the simplicity of the CPU interface. The CPU can be constructed based on a single bus system that executes everything in a linear progression of states, regardless of whether memory is being accessed for an instruction or a variable. One of the drawbacks of this approach is that an instruction and variable data cannot be read at the same time. This creates a latency in data manipulation since the system needed to be constantly switching between reading instructions and accessing data. This latency became known as the Von Neumann bottleneck.

13.4.2 Harvard Architecture
As computer systems evolved and larger data sets in memory were being manipulated, it became apparent that it was advantageous to be able to access data in parallel with reading the next instruction. The Harvard architecture was proposed to address the Von Neumann bottleneck by separating the program and data memory and using two distinct bus systems for the CPU interface. This approach allows data and program information to be accessed in parallel and leads to performance improvement when large numbers of data manipulations in memory need to be performed. Figure 13.5 shows a comparison between the two architectures.[image: A420020_1_En_13_Fig29_HTML.gif]
Fig. 13.5Von Neumann vs. Harvard Architecture





Concept Check

CC13.4 Does a computer with a Harvard architecture require two control unit state machines?	(A)Yes. It has two bus systems that need to be managed separately so two finite state machines are required.


 

	(B)No. A single state machine is still used to fetch, decode, and execute the instruction. The only difference is that if data is required for the execute stage, it can be retrieved from data memory at the same time the state machine fetches the opcode of the next instruction from program memory.


 






Summary

                	A computer is a collection of hardware components that are constructed to perform a specific set of instructions to process and store data. The main hardware components of a computer are the central processing unit (CPU), program memory, data memory, and input/output ports.

	The CPU consists of registers for fast storage, an arithmetic logic unit (ALU) for data manipulation, and a control state machine that directs all activity to execute an instruction.

	
A CPU is typically organized into a data path and a control unit. The data path contains all circuitry used to store and process information. The data path includes the registers and the ALU. The control unit is a large state machine that sends control signals to the data path in order to facilitate instruction execution.

	The control unit continuously performs a fetch-decode-execute cycle in order to complete instructions.

	The instructions that a computer is designed to execute is called its instruction set.

	Instructions are inserted into program memory in a sequence that when executed will accomplish a particular task. This sequence of instructions is called a computer program.

	An instruction consists of an opcode and a potential operand. The opcode is the unique binary code that tells the control state machine which instruction is being executed. An operand is additional information that may be needed for the instruction.

	An addressing mode refers to the way that the operand is treated. In immediate addressing the operand is the actual data to be used. In direct addressing the operand is the address of where the data is to be retrieved or stored. In inherent addressing all of the information needed to complete the instruction is contained within the opcode so no operand is needed.

	A computer also contains data memory to hold temporary variables during run time.

	A computer also contains input and output ports to interface with the outside world.

	A memory mapped system is one in which the program memory, data memory, and I/O ports are all assigned a unique address. This allows the CPU to simply process information as data and addresses and allows the program to handle where the information is being sent to. A memory map is a graphical representation of what address ranges various components are mapped to.

	There are three primary classes of instructions. These are loads and stores, data manipulations, and branches.

	Load instructions move information from memory into a CPU register. A load instruction takes multiple read cycles. Store instructions move information from a CPU register into memory. A store instruction takes multiple read cycles and at least one write cycle.

	Data manipulation instructions operate on information being held in CPU registers. Data manipulation instructions often use inherent addressing.

	Branch instructions alter the flow of instruction execution. Unconditional branches always change the location in memory of where the CPU is executing instructions. Conditional branches only change the location of instruction execution if a status flag is asserted.

	Status flags are held in the condition code register and are updated by certain instructions. The most commonly used flags are the negative flag (N), zero flag (Z), two’s complement overflow flag (V), and carry flag (C).




              

Exercise Problems

                Section 13.1: Computer Hardware
                	13.1.1What computer hardware sub-system holds the temporary variables used by the program?


 

	13.1.2What computer hardware sub-system contains fast storage for holding and/or manipulating data and addresses?


 

	13.1.3What computer hardware sub-system allows the computer to interface to the outside world?


 

	13.1.4What computer hardware sub-system contains the state machine that orchestrates the fetch-decode-execute process?


 

	13.1.5What computer hardware sub-system contains the circuitry that performs mathematical and logic operations?


 

	13.1.6What computer hardware sub-system holds the instructions being executed?


 




              

                Section 13.2: Computer Software
                	13.2.1In computer software, what are the names of the most basic operations that a computer can perform?


 

	13.2.2Which element of computer software is the binary code that tells the CPU which instruction is being executed?


 

	13.2.3Which element of computer software is a collection of instructions that perform a desired task?


 

	13.2.4Which element of computer software is the supplementary information required by an instruction such as constants or which registers to use?


 

	13.2.5Which class of instructions handles moving information between memory and CPU registers?


 

	13.2.6Which class of instructions alters the flow of program execution?


 

	13.2.7Which class of instructions alters data using either arithmetic or logical operations?


 




              

                Section 13.3: Computer Implementation – An 8-bit Computer Example
                	13.3.1Design the example 8-bit computer system presented in this chapter in Verilog with the ability to execute the three instructions LDA_IMM, STA_DIR, and BRA. Simulate your computer system using the following program that will continually write the patterns x″AA” and x″BB″ to output ports port_out_00 and port_out_01:
initial
begin
ROM[0] = LDA_IMM;
ROM[1] = 8'hAA;
ROM[2] = STA_DIR;
ROM[3] = 8'hE0;
ROM[4] = STA_DIR;
ROM[5] = 8'hE1;
ROM[6] = LDB_IMM;
ROM[7] = 8'hBB;
ROM[8] = STB_DIR;
ROM[9] = 8'hE0;
ROM[10] = STB_DIR;
ROM[11] = 8'hE1;
ROM[12] = BRA;
ROM[13] = 8'h00;
end






 

	13.3.2Add the functionality to the computer model from 13.3.1 the ability to perform the LDA_DIR instruction. Simulate your computer system using the following program that will continually read from port_in_00 and write its contents to port_out_00:
initial
begin
ROM[0] = LDA_DIR;
ROM[1] = 8'hF0;
ROM[2] = STA_DIR;
ROM[3] = 8'hE0;
ROM[4] = BRA;
ROM[5] = 8'h00;
End






 

	13.3.3Add the functionality to the computer model from 13.3.2 the ability to perform the instructions LDB_IMM, LDB_DIR, and STB_DIR. Modify the example programs given in exercise 13.3.1 and 13.3.2 to use register B in order to simulate your implementation.


 

	13.3.4Add the functionality to the computer model from 13.3.3 the ability to perform the addition instruction ADD_AB. Test your addition instruction by simulating the following program. The first addition instruction will perform x″FE″ + x″01″ = x″FF″ and assert the negative (N) flag. The second addition instruction will perform x″01″ + x″FF″ = x″00″ and assert the carry (C) and zero (Z) flags. The third addition instruction will perform x″7F″ + x″7F″ = x″FE″ and assert the two’s complement overflow (V) and negative (N) flags.
initial
begin
ROM[0] = LDA_IMM; //-- test 1
ROM[1] = 8'hFE;
ROM[2] = LDB_IMM;
ROM[3] = 8'h01;
ROM[4] = ADD_AB;
ROM[5] = LDA_IMM; //-- test 2
ROM[6] = 8'h01;
ROM[7] = LDB_IMM;
ROM[8] = 8'hFF;
ROM[9] = ADD_AB;
ROM[10] = LDA_IMM; //-- test 3
ROM[11] = 8'h7F;
ROM[12] = LDB_IMM;
ROM[13] = 8'h7F;
ROM[14] = ADD_AB;
ROM[15] = BRA;
ROM[16] = 8'h00;
end






 

	13.3.5Add the functionality to the computer model from 13.3.4 the ability to perform the branch if equal to zero instruction BEQ. Simulate your implementation using the following program. The first addition in this program will perform x″FE″ + x″01″ = x″FF″ (Z = 0). The subsequent BEQ instruction should NOT take the branch. The second addition in this program will perform x″FF″ + x″01″ = x″00″ (Z = 1) and SHOULD take the branch. The final instruction in this program is a BRA that is inserted for safety. In the event that the BEQ is not operating properly, the BRA will set the program counter back to x″00″ and prevent the program from running away.
initial
begin
ROM[0] = LDA_IMM; //-- test 1
ROM[1] = 8'hFE;
ROM[2] = LDB_IMM;
ROM[3] = 8'h01;
ROM[4] = ADD_AB;
ROM[5] = BEQ; //--NO branch
ROM[6] = 8'h00;

ROM[7] = LDA_IMM; //-- test 2
ROM[8] = 8'h01;
ROM[9] = LDB_IMM;
ROM[10] = 8'hFF;
ROM[11] = ADD_AB;
ROM[12] = BEQ; //-- Branch
ROM[13] = 8'h00;

ROM[14] = BRA;
ROM[15] = 8'h00;
end






 

	13.3.6Add the functionality to the computer model from 13.3.4 all of the remaining instructions in the set shown in Example 13.9. You will need to create test programs to verify the execution of each instruction.


 




              

                Section 13.4: Architectural Considerations
                	13.4.1Would the instruction set need to be different between a Von Neumann versus a Harvard architecture? Why or why not?


 

	13.4.2Which of the three classes of computer instructions (loads/stores, data manipulations, and branches) are sped up by moving from the Von Neumann architecture to the Harvard architecture.


 

	13.4.3In a memory mapped, Harvard architecture, would the I/O system be placed in the program memory or data memory block?


 

	13.4.4A Harvard architecture requires two memory address registers to handle two separate memory systems. Does it also require two instruction registers? Why or why not?


 

	13.4.5A Harvard architecture requires two memory address registers to handle two separate memory systems. Does it also require two program counters? Why or why not?
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A Useful Logic Equivalency that can be Exploited in Arithmetic Circuits
The logic expression forthe carry out of  fll adder was given as: o = AB + (A +B) Ca.
Ittums out that the exact same output s produced by the expression AB + (A @ B) Cs,
Let's examine how this is possible by breaking down the expressions into their individual
parts and solving at each step.

FA | Desied

Inputs | Output

Cos_|ABL(A*B)C,IAB +(A+B)C,

Cou=AB+(A+B)Cp Cou=AB+(A®B)Cy

©B) CoAB + (A®B)C|

B
[]
1
0
1
[]
1
[}
1

R )
asao|acoo
osaolocococo

~ocoof-coo
saso|acoo

‘B+(A+B)Cr=AB+(A®B)Cp t

Equivalent !
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Example: Using Blocking Assignments to Model Combinational Logic.
In this model, each of the inputs A, B, and C are listed in the sensitivity st 5o that the
procedural block is triggered on any input transition. When using blocking assignments, the
assignments inside of the block are evaluated and executed immediately. These two

behaviors allow us to model combinational logic.

module BlockingExl (output reg s,
input wire A, B, C);

reg nl;

alvays ¢ (&, B, ©)
begin
= A~
5 =nnc
end

7/ statement 1
77 statement 2

endmodule

Resulting Circuit

A nt
B
s
c
Both statement 1 and statement 2 are
reated as separate circuts that exectte

concurrently when using blocking
assignments.
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DC Operating Conditions for a Sample of 7400 Series Logic Families

Logic DC Operating Condition Speed|
Year

Family Vee Vo Vonm Voums| Votnin Vatmsx | Vatmia | Vicmas  Viumin | lec | lomas sy | (MH2)

Org.(TTL) 1964 45 | +5 | +24 | 404 GND | +5 | +2 | +08 GND 40m -4stom | 25
LS(TTL) (1976 45 | +5 | +24 | 404 GND 5 | 42 | +08 GND 88m -4:dm | 40

HC (CMOS) 1962 426 Voo 08Voo 033 | GND | Ve 07Vec03Voo GND | 40u | #/25m | 50

AC (cMOS) 1985 +2:6 | Vec 08Vec 033 | GND | Voo 07ec03Vee GND | 80u | +50m | 125

Note 1: Al voltage specifications have units of volts. All current specifications have units of amps.

Note 2: The Vo and V; specifications for the AC and HC logic families are worst case and vary

depending on the Vi selection and the output current.

Note 3: All specifications are given for the commercial temperature range (74 series).
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Example: Vending Machine Controller in Verilog ~ Full Model

module Vending (output reg Dispense, Change,
input wire Clock, Reset, D_in, Q_in);
reg [1:0] current_state, next_state; _ State variables and
Parametar sWait = 3'B0D, 525 21501, 550 = 2'b10; * state encoding.

aluays @ (posedge Clock or negedge Reset)
begin: STATE MEMORY
if (IReset)
current_state <= sWait; «+— State memory block.
else
current_state <= next_state;

— Nextstate logic block.

alvays ¢ (current state or D_in or Q_in)
begin: OUTPUT_LBGIC
case (current_state)

St i EE (boin == 1'b1)
begin
Dispense = 1'b1; Change = 1'b1;
and
alie
begin
Dispense = 1'b0; Change = 1'b0;
. o — Outputiogic
E  begin
Dispense = 1'b0; Change = 1'b0; Rosks
end
50 i f (0in == 1'b1)
begin
Dispense = 1'b1; Change = 1'b0;
and
elia
besin

 Dispense = 1'b0; Change = 1'b0;
default : begin
Dispense = 1'b0; Change = 1'b0;
end
endease.

endmodule
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SR’ Latch Truth Table
‘The following is the final truth table for the SR Latch.

s
Q & g
v oof 1 1 Don't Use
01 1 o Set
v 10 0 1 Reset
11

LastQ LastQn  Hold or Store

an
r—
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fsml.v

module fsml
(output wire Dout,
input wire Clock, Reset,
input wire Din);

endmodule
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CMOS Inverter Operation

In —l>o— out

Operation when I
Ve The output is

connected directly to
Vee, which is a logic
Closed HIGH in CMOS.
T bl
In=0 Out=1

Open

aND

In | Out
o1
1)0

Operation when In:

In=1 out=0
1 lo The output is
Closod w1 connected directly to
GND, which is a
L logic LOW in CMOS.
GND
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Example: State Diagram for ADD_AB

The following is the state diagram for ADD_AB. This instruction will use the ALU to add A
and B and store the sum back in A. The status flags NVZC will also be generated by the
ALU and latched by the condition code register.

The same fetch/decode states are executed
on every instruction,

S _FETCH 2
us2_Seietom_memory
Losd

o

S_DECODE 3

\D 0 other instructions.

If (R=ADD_AB)

“This instruction uses inherent addressing
5010 operand is needed. A s placed on
11 (R=LDA_DIR) Bus1, which is connected directly to the.
11(R=LDA_IMM) ALU. B s also connected directly to the

ALU. The ALU_Sel s set to the code
corresponding {o adtion. Since the
ALU is combinational logic, the adition
begins immediately. A_Load and
CCR_Load are asserted in this state. A
‘and the CCR will be updated in the next
state.
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Example: Using a K-map to find a Minimized Product of Sums Expression (2-i
Step 1: Circle groups of O's in the K-map

We form the largest group of neighboring
0's possible that s a power of 2.

put)

Itis useful to change the
variable polarites lsted
along the sides of the K-
map (o reflect how the
variables are entered into
the sum terms.

Step 2: Create a product term for each prime implicant
We take each variable one-by-one and evaluate how and it s ncluded in the sum term for the
prime implicant,

. A A v Evaluating variable A: The circle covers a region where Alis
botha 0 anda 1. This means Als excluded from the sum

o [T o tom o ime mpicar
== " Evaluating variable B: The circle covers a region where B s,
gadi s -
uncomplemented.
LA ‘The sum term for this prime implicantis simply B.
Step 3: Multiply all of the sums terms for each prime implicant
There is only one product term since there is only one circle. This means the final minimized

POS expression is: F=B <« Thisgives the exact same logic as the
SOP form obtained by circling 1's.
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Example: 3-t0-8 One-Hot Decoder — Verilog Modeling using Logical Operators
‘The block diagram and truth table for this system are as follows:
decoder_hot_3t08

ps A B C|F7 F6 F5 F4 F3 F2 F1 FO

Fl— 000[0 0000001

001/0 00000 10

—A F2— 010/00 000100
—s F3— 011f00 001000
—c b 1700/0 0010000
101(0 0 1 000 00

FeI— 11001 000000

F7|— 111/1 0000000

To implement this in Verilog using logical operators, we must first determine the logic that
will be used in the continuous assignment. Again, since each logic function only has one
input code corresponding to an output of ‘1", the minterm can be used to implement the logic.

FO = Zapc(0) = A'B'C F4 = Zascld) = AB'C'
F1 = Zupc(l) = A'B'C F5 = Zapcl) = AB'C
F2 = Tyc(d) = A'BC F6 = Tapc(e) = ABC
F3 = Tuscld) = A'BC F7 = Zppc(?) = ABC

In Verilog, each of the outputs requires a separate continuous assignment,

module decoder_lhot_3tod
(output wire 0, FL, F2, F3, P4, FS, F6, F7,
input wire A, B, €):

assign FO = ~A & ~B & ~C;
assign F1 = ~A & ~B & C:
assign F2 = ~A & B & ~C;
assign F3 = ~A & B & C
Sssign Fd = A& ~B & ~C
assign F5 = A& ~B & C
assign F6 = A& B & ~Ci
assign F7 = A& B & C;

endmodule
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Example: Simulation Waveform for BEQ When Taking the Branch (Z=1)
Let's look at the timing diagram when executing a branch if equal to zero instruction when
the branch is taken. Prior to this instruction, the addition X'FF"+x'01"=x00" was
performed. This prior addition set the zero and carry flag in the condition code register.
Since Z=1 during this BEQ instruction, the branch wil be taken. The BEQ instruction is
located at addresses x'05" and x'06" in program memory. The opcode for this instruction

isx'23". BEQ x'00"

'S_FETCH_0 puts PC into MAR S.BEQ4
o provids the addross of the. provi
lopcode. MAR i updated on the operand.
next clock edge. the n

puls PC into MAR o
the address of the
MAR is updated on
ext clock edge.

In'S_FETGH_2, the opoode 15
lavailable from memory. We route i
o Bus2 and assert IR_Load. IR vil
e updated on the next clock edge.

in'S_BEQ_6. the operand s available]
from memory. We routo i to Bus2
‘and assert PC_Load. PC willbe
updated on the nex! clock edge.

[whils waiing for the memory o produce|
he opcode. PC takes on it now value!
o the next edge of clock.

In'S_FETCH 1, the PC i incremented 'S_BEQ_5 is needod whie walting

for the memry system to provide
the operand. There is no need fo
increment PC in this state.

S_DECODE 3 decodes e opcode and knows that
his is a “branch if equal to zero”. The decode.
process also checks the Z flag. Since Z=1, the next
state is S _BEQ 4 in ordor o take the branch.

2=1 coming
into this
instruction.

PG has been loaded wih the
[operand, thus completing the|
branch.
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Example: Proving the Unilting Theorem
Uniting theorem states that A'B + A’ = A. Let's use the other Boolean algebra theorems
to manipulate the original expression in order to prove this theorem.

‘The original expression: ——————————— F=AB+AB'

Using the distributive property, we can rewrite the

expression as:

‘The “complements theorem” states that B+B'
now rewrite the expression as:

———— F=A(B+B)

s0we can
— F=A1

‘The identity theorem states that A-1=A, so the expression __, ¢
‘can be written in its final form.

“This proves that the uniting theorem holds true. Uniting theorem is also called
minimization or combining.

=A
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Example: Vending Machine Controller (Part 1)
Wort ription

We are going to design a simple vending machine controller. The vending machine will
sell botiles of water for 75¢. Customers can enter either a dollar bill or quarters. Once a
sufficient amount of money is entered, the vending machine will dispense a bottle of water.
If the user entered a dollar it will return one quarter in change. A “Money Receiver” detects
when money has been entered. The receiver sends two logic signals to our circuit
indicating whether a dollar bill or quarter was received. A “Bottle Dispenser” system holds
the water bottles and will release one bottle when its input signal is asserted. A “Coin
Return" system holds quarters for change and will release one quarter when its input signal
is asserted. The money receiver will reject money if a dollar and quarter are entered
simultaneously or if a dollar is entered once the user has started entering quarters.

“Money Receiver’ _“Finite State Machine® Botle Dispenser”

T Ve
Dispense Ll .
Dollar D_in M\y .

Quarter] a_in “Coin Retum” ¢, .,
ooy
—$ Change QAAAX 5

iagram an n Tabl *

To implement this state machine, we will need an inital state that the machine will wait in
until a customer enters money (Wait). If a dolar is entered, the machine will assert the
“Dispense” signal 1o release a bottle of water and assert the ‘Change” signal to give one
quarter in change. We do not need an additional state for the condition of when a dollar is
entered because the machine will simply assert the output signals and return to the Wait
state. When the customer pays with quarters, our machine needs o keep track of how
many quarters have been received. We'll need two interim states that keep track of how
many quarters have been entered (25¢ and 50¢). Once the third quarter has been entered,
our machine will assert the “Dispense” signal and retun to the Wait state.

(inputs) (Qutputs)

[Current State[Q_in]D_in |Next State] Dispense|Change
Wat | 0 | 0 | Watt 0 0
wait | 0| 1| wait 1 1
Wait 10| 25 [ [
25¢ o[ x| 25¢ 0 0
25¢ 1] x| so¢ 0 0
50¢ o[ X[ s0¢ 0 0
50¢ 1] x| wait 1 [

State diagrams can be simpliied by only drawing
transitions when a signal is asserted.

(Dispense=1)
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Defintion of Posiional Weight

Weight = radix’

dz dy do .dqda2ds
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(radi)’  (radix)’  (radix)®
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Example: Behavior of Statement Groups begin/end vs. fork/join
When using the statement group begin/end, all statements are evaluated in sequence.
When using the statement group fork/join, allstatements are executed in paraliel.

nodule StatementGroupExl () ;
reg [7:0] 5_1B;
initial
begin: Exl // group name
5_TB = 8'h00;
#10 STTB = 8'hSS;
#15 STTB = 8'hAA;
end
endmodule

module StatementGroupEx2 ():
reg [7:0] 5_m8;

initial
fork: Ex2 // group name
5_TB = 8'h00;
#10 STTB = 8'hSS;
#15 STTB = 8'hAA;
oin
endnodule

In the begin/end example, the statements are executed in order. This treats the delays as a
sequence. Attime 10, the signal S_TB is assigned 8h55. Then 15 time units later, tis assigned
BhAA. The assignment of 8hAA takes place at absolute time 25.

In the fork/join example, the statements are executed in parallel. This treats the delays as taking
place in absolute time. At absolute time unit 10, the signal S_TB is assigned 8h55. At absolute time.

unit 15, the signal S_T8 s assigned ShAA.

Timing Waveform: begin/end

Timing Waveform: forkfjoin

haA

s_-rai b0 | wes

s_mi hoo [ nes | haA

| +>

I..‘./r‘._>

R
Assignment of hAA occurs at absolute time 25,

b + +
IRNAEEEEEEE)

Assignment of hAA occurs at absolute time 15.
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Example: Convert 111011.11111; o Hexadecimal
111011. 11111,

Part 15 Fom goups of 4 b representnghex symbals.
(0011)(1011).(1111)(1000),

T TN T

‘Whole number groupings startatthe  Fractional number groupings start al
radix point and work eft the radix point and work right.
Leading 0's are added as necessary. 0's are added as necessary.

Part 2 Perform a dect substtuton of the bit groupings iththe cquvalent hox symbol
(0011)(1011).(1111)(1000),

.\

3B.F8
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D-Flip-Flop (Rising Edge Triggered) Schematic, Symbol, and Truth Table

Data D a o al—a
c an C anf—an N
o =
Glocke Clk Q  an

D

X [ LastQ Lastan store
X | LastQ LastQn Store
of o 1 Update
1 1 0 Update
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Example: Dividing 11112 (1510) by 01112 (70) Using the Iterative Subtraction Architecture
This division will yield a 4-bit quotient of 0010; (210) and a 4-bit remainder of 0001 (11o).

0 0 0 1 1 1 1] > 150

0 1 1 ) 7o

—X_7X »xQ\"
0o 1

0 0 1 0, W0 0
n Y
Quotient (240) Remainder (110)

J
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Modern Digital Design Flow

Specifications
Incorre
A
Fumcionel |0
Design
Correct
Incorrect
Y
Synthesis  [—#[ Simulation
Correct
vy
Technology | oo
Mapping
Correct
vy
Place and
[—>[Simulation
Route
Correct
L 4
Verification
Fabrication

- The iniial design i in the form of an HDL
behavioral description. This design is
simulated to verify its proper functionality

- After synthesis, the design is described at
the gate-level. A logic simulation is used to
verify that the functionality of the gate-level
logic matches the functionality of the pre-
synthesis behavioral description.

- After technology mapping, an estimate of
the gate delays can be used in the
simulation to make sure the timing
requirements of the design are met.

- After place and route, an estimate of the
wiring delays can be included in the
simulation to make sure the timing
requirements of the design are met.

- The final design is analyzed to see if it
meets the original design specifications.

- Fabrication is typically in the form of an
ASIC or a programmable device.
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Floating Gate Transistor ~ Erasing with Electricity

A floating gate transistor can also be erased by applying a relatively high voltage across
the secondary oxide.

+ Vs =

‘This high voltage provides a sufficiently high energy to extract
the trapped charge from the secondary oxide material. This.
restores it o an insulator. This process can be applied to
individual bits on the device. The circuiry to erase the device
can be included on the same IC 5o this process can take
place without removing the chip from its system.






OEBPS/A420020_1_En_6_Fig16_HTML.gif
Fa Fy Fc Fy Fe Fr Fyq

7-Segment
Display Decoder

£

Ly
Tow>

TTTT

7-Segment Display
Layout






OEBPS/A420020_1_En_4_Fig53_HTML.gif
in K-maps (4-input)
ABCODI|F

XOR Checkerboard Pattems Obss






OEBPS/A420020_1_En_10_Fig4_HTML.gif
Asynchronous vs. Synchronous ROM Operation During a Read Cycle
Asynchronous memory updates Data_Out immediately upon receiving an address.

| Address  Data_Out

Address] | 00 o1 10 11

Data_out]' 1110 0010 111 0100

S —

‘Synchronous memory updates Data_Out on the fising edge of a clock edge.

( Address Data )
2 4 1o [y |
A{nddess  Data_Out i — ! Bhrte] |
2] | i EEER
| 3 DIl
Clock |, £y f f f
Address - 00 01 10 1
Data_Out n — 110 o0 | 1111 0100
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Gate Level Depiction of the Distributive Property
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Example: Push-Button Window Controller - State Transition Table
A state transition table contains the same information as the state diagram butin a tabular
format. This format is similar to a truth table and makes logic synthesis straight forward.
Each state and input condition is lsted in the table along with the corresponding next state
and outputs.

(Input) (Outputs)
Current State | Press | Next State | Open_CW | Close_CCW.
w_closed | 0 | w_closed [ ]
w_olosed | 1 | w_open 1 0
w_open 0 | w_open 0 0
w_open 1| w_closed 0 1
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Example: Memory System Block Diagram for the 8-Bit Computer System
‘The following s the block diagram for the memory system of our 8-bit computer system
example. memory.v

fom_12868_syncy.

address aiross data_out
clock
_9618_syney
address data_out
dta_in data_in
e vits
lock
| (tox, 85t
16 Qutput Ports e
P . port_out_xx b port_out_xx
[
(15x, 801 ik (procecural
inputports) =
portin_xr
16 nput Ports

data_out

clock
reset
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F=2agc(2,4,6)
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#BRSHR Register out(3) out(2) out(1) out(0)

Input D Ql D Q) D Q) D Ql

|-1> Qn |—P Qn| P an |—|> Qn
ook W = o W

co ] L L L LF L LE L
Input ; D0 D1 D2 D3 04 D5 D6 | o7
ou [ b0 | b1 | 02 | 03 [ o | b5 | 6 | o7
ou [ b0 | o1 | b2 | 03 | o4 | b5 | 06
out(1) ; Do o1 D2 D3 D4 D5
ou [ Do | b1 | b2 | b3 | D4

t ° -

© Afertho st fourclock edges, the first sequence f bits are held by the shif egister and can be
read out as 8 4.it value
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Example: 4-to-1 Multiplexer — Verilog Modeling using Continuous Assignment
‘The symbol and truth table for the 4-o-1 multiplexer are as follows:

“The following are two different ways to implement the behavior of the multiplexer vith
continuous assignment: (1) with logical operators; and (2) with conditional operators.

module mux_dtol (output wire F,
input wire A, B, C, D
input wire [1:0] sel)

() | assion = (s ~sel(1] & ~sel[0]) |
(& ~sel(1] & sel[o]) |
(© & sel(1] & ~sel[o]) |
© & sel(] & selfo]);
endmodule

module mux_dtol (output wire F,
input wire A, B, C, D,
input wire [1:0] 61);

assign F = (Sel == 2'b00)
@ (Sel == 2'b01)
2'b10)
21p11)

endmodule
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Example: Behavioral Model of a 4-Bit Adder in Verilog

module adder_dbit (output wire [3:0] Sum, __ \when usihg conthuous
output. wire cout, assignment the LHS neads.
input wire [3:0] A, B ; o be.anet data type.

B

‘St sum. Cout and Sum are concatenated on
endmodule the RHS of the assignmentto accomidate 5-bits.

Since no delay was included in the behavioral model,
the outputs are produced instantaneously.
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Example: Modeling Combinational Logic using Continuous Assignment with Conditional
Operators (1)

Implement the following truth table using a continuous
‘assignment with conditional operators.

R P
~soco|a=oco
~o-o|so=0o
c-ocolo~o=|n

We can implement the entire truth table in its current form by nesting conditional operators
to explicitly list out each possible input code and ts corresponding output as follows:

module System: (output wire F,
input wire A, B, C);

assign F = ((A == 1'b0) &6 (B == 1'b0) && (C == 1'b0)) ? 1'b1 :
(@ &6 (3 == 1'50) & 1'B1)) 7 1'b0
(@ 86 (3 == 1'B1) & 1'50)) 2 1'b1
(@ &6 (3 == 1'B1) & 1'b1)) 7 1'b0
(@ 56 (8 == 1'50) & 1'50)) 5 1'b0
(@ &6 (3 == 1'50) & 1'B1)) 2 1'b0
(@ 86 (3 == 1'B1) & 1'50)) ? 1'b1
(a &6 (3 == 1'B1) & 1'B1)) 2 1'b0 :

endmodule

We can reduce the length of this model by only explicitly listing the input conditions for
when the output is TRUE and allowing the final FALSE value to cover all other inputs.

module System: (output wire F,
input wire A, B, C);

assign F = ((A == 1'b0) & (B == 1'b0) & (C == 1'b0)) ? 1'b1
((A == 1'b0) & (8 == 1'b1) && (C == 1'b0)) ? 1'b1
((A == 1'b1) &6 (B == 1'bl) & (C == 1'b0)) ? 1'b1
10

endmodule
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DRAM Charge Pumping of Word Lines

A charge pump gradually raises the
voltage of an intemal node untilit
reaches a sufficiently high voltage. This
voltage can then be used to drive the
word line,

Charge
Pump

Word Line

Vi 2 (Vec + Vr)
to turn ON
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Example: 7-Segment Decoder - Verilog Modeling using Conditional Operators

‘The block diagram and truth table for this system are as follows:
2 b oo d e f
ABC_| ) £ Fi) £ £ ) £)

decoder_7: 0001 1 11110
S 2000 1 10000

5 7 01011 01 1 0 1
#ABc Fr= 111 1 1100 1
00'[0 1 1 00 1 1

“otl1 0 11 01 1

1001001 1 11 1

“1l1 1 1000 0

‘The following shows a technique to model the decoder using continuous assignment with
conditional operators.

module decoder_7seg (output wire (6:0] F,
input wire [2:0] ABC):

assign F = (ABC == 3'b000) ? 7'blil 1110 :
(ABC == 3'b001) » 7'b01120000
(ABC == 3'010) » 7'b11071101
(ABC == 3'b011) ? 7'b111_1001
(ABC == 3'b100) ? 7'b01170011
(ABC == 3'p101) » 7'b10171011
(RBC == 3'6110) » 7'b10171111
(ABC == 3'b111) 2 7'b11170000 :

8" b0 000K

endmodule
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Example: Printing Test Bench Results to the Transcript
SystemX_TB

Stimulus SystemX (ouT)

0 oo 9

The test bench needs to
ABC  F| F_TB | waitfor the DUT to respond
before printing the output,

ABC_TB

+ <+
The inputs and output values can be printed to the transcript
using either Scisplay(), Swrite(), Sstrobe(), or $monitor().

SystemX _TB.v

“timescale 1ns/lps

Even if the DUT model does not

module SystemX_TB () contain delay, the test bench
toror ame neds to delay befors evaluating
reg (2:
wire F_18; Hheloitpat
e o s
snitinl
bein
saioplay (aBc | 1)
o1 Saisnlay(reb 1 'she) mc_mm, B mm)s
o SO | e Ao, 2w
#9 #1 Sdisplay("sb | ABC_TB, F_TB) :
13 A8c- SEE o | e A, mm)
§9 NBcTTB-a'b100, #1 Saisplay('ab | 4B, ABCTTR, EEB)
49 ABCTooI BI0N, 41 Sdisplay(rib | bt ABTma, 5im);
§9 MecTmooab120, 1 Saispiay(tab | B, AT, ETB)
13 ABCTTB3 BIAL WL SdieplayOen | Abe, ABCTTR, FTB) ]
nt
endnodule

The above test bench will print out the following message to the transcript of the simulator tool.

Hu

00
01
o0
o1
100
101
110
fres
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Example: 2-Bit Binary Up/Down Counter (Part 1)
Word Description
We are going to design a 2-bit binary up/down counter. When the
system input “Up" is asserted, the counter will increment by 1 on every ~ —]UP 2
rising edge of the clock. When Up=0, the counter will decrement by 1 on N ONT[=
every rising edge of the clock. The output of the counter is called CNT.
iagre T l

The state diagram for this counter is below. In this diagram, if the input Up=
wil traverse the states in order to create an incrementing count. f the input Up=0, the.
machine will traverse the states in the opposite order. The outputs of this machine again
only depend on the current state so they are written inside of the state circles. This is a

the machine

Moore machine (Input) (Output)
Current State] Up | Next State | ONT
co 0 c3 00"
1 c1
cf 0 co 01
1 c2
c2 0 ct 0"
1 c3
c3 0 cz K
1 co

‘Again, this counter will use “state-encoded outputs’. Let's name the current state variables
Q1_cur and QO_cur and the next state variables Q1_nxt and Q0_nxt. The state code
assignments and updated state transition table are below.

Current State Input Next State Outputs

Qi_cur[Qoour| Up QT_n[Q0_nx| ONT

State  Code |C0| O 0 0o || 1 T o
o -oo || 0 0 oot o | 1| w0
¢t =or [C1] 0 T o |c| o o or
c2 =10 |ct| o 1 12| 4 o | or
G =M e 4 0 o |ct| o T 0
c2| 1 0 1 e | a 1| o

3| 1 1 0 c2 1 0 ETH

cs| 1 1 1 foo | o | o] ar
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Data Sheet Excerpt (1) Coutesy Texas Instruments

B T s By

HEXINVERTERS

‘section gives a brief
‘overview of the part.

Farass
s5u5y
HE T

Fasuy

RgEeT

DESCRIPTIONIORDERIG INFORMATION
e 04 evces oo s depencn verrs Thy e e Sucken cton ¥ K st g
oroesme wroRMATON

soc-0. [Red 2800 [SIRIOONGS fd The same digital
T ciruit can come with|
PR stoiunad [Soecancacs o |different temperature|
oo s [ = speciications,
T — package styles, and
rssoe - et o ‘shipping options.
5 BT, e o e S 582 s S

FeATURES
- Wi Opwseng VotageRsnge 2106V
" apiascon v U o 0 LT Lo The part number gives information
- oo G S o about the manacturer,
DD functonalty and ather pars that
© Lo gt e o 114 M will work with this device. A data
sheet often covers the operation of
o o T multple implementations of a
The ‘Features’ FTT) particular circuit

“Plastic Dual-In-Line Package™
and requires mounting holes for the CEIEHESE) T
part to be solderedin. This part can
be pluggedinto a breadboard so s
often used for low-speed prototypes
and university lab exercises.

to surface pads.

(PDIP). This s an older technology e i ’

more modern package
technology and s soldered
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Example: Push-Button Window Controller in Verilog — Changing State Codes
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Timing Analysis of a Finite State Machine

‘The following figure shows the sources of delay in a finite state machine that must be
considered when calculating the maximum clock frequency.

e s
Clock — —

Trin

Minimum Clock Period

T

‘The nex rising edge of clock
cannot occur sooner than this or
the D-flip-flop may go unstable.

=tca * tomb + tint + tsetup + tmargin
Maximum Clock Frequency

1 1

Tmin (tca *+ temb * tint * tsetup *+ tmargin)

Fmax
Where

ta = The clock-to-Q delay of the D-flp-flop if o 2 ts (MoSt common).
1f toa < tho, replace this specification with .
Ly * o = The longest delay through the next state logic considering both
the gate and interconnect,
taws = The setup time of the D-flip-flop
toagn = The desired margin. This is found by SUMMING tca, tems, ter, and teup and
multiplying by the margin percentage.
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Formation of ad-nput K-map A gt K map v have 2 calls, o 16calls, iput
Creating a 4-Input K-map codes on both the top and side of the K-map can only
differ from their neighbors by one bit.
o1 1110

Notice how the input
codes for C and D are
entered such that they.
only differ by one bit
between codes.

Populating a 4-Input K-map
‘Again, care must be taken when populating the K-map since the cells are not arranged sequentially.

AB

230m|~oaslenaofd

~-oo|sacol-sco|-ace|e
o_aaloooolo‘aaooool'ﬂ
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APrimer on Ohm's Law

Ohm's Law describes the relationship between current and voltage in a resistor. This
simple equation is used in nearly all electrical circuit analysis. The equation is as follows:

+

V=R vZR|

A resistor is characterized by its resistance, which describes how much current will flow when
avoltage is present across its two terminals. The units for resistance are Ohms (2 = Volts /
Amp). The current in Ohm's Law is defined to flow from the + to — of the voltage.

Example: Use Ohm's Law to find the current flowing through the following resistor.

. Solution: Plugging the parameters directly into Oh's Law
‘we find:
V=434 ZR=1kQ ¥ =R
34410

R l | .

0.0034 A
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Example: What s the diflerence between 1011.0; and 0100.1;7 Did this subiraction require a
borrowin?
“The way this question is phrased indicates that 1011.0; i the minuend and 0100.1;s the
subirahend. The two numbers are aligned at the radix point and sublraction begins al the-
least significant position. Borrows are taken as needed from the next higher order positon.
Bomow  Borrow The difference of hese two numbers
Required  Required 0110.1;and it id not require a borrow in.
% % To double-check i this subtraction
o 9 18 Thesublmcion yorked, we can look at the decimal
A WAL 0 < sartsn e loast  gquivalents ofthe numbers: 10110,
0100, 4 Cofeentposiion (11,)-01001;(45,)=0110.1:(65«
LA A K P which verfes the sublraction was corect

0110.1
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Example: Behavioral Model of a 4x4 Asynchronous Read/Write Memory in Verilog

rw_dxd_asyno.v. N

"Contents to be written:
Aaddress  data_out

A datain
Zwe

module rw_ixd_async
(output reg [3:0] data_out,
input wire [1:0] addrass,
input wire E,
input wire [3:0] data_in);

£eg(3:0] RWI0:315 +—————L AnMxN array is declared called "RW".

slyave & (address ox WEox datain) - This provides the asynchionous behavior
(Seladdress] = datain;| - Wing o the RW array when WE=
data_out = RW[address

1~ Reading from the RW array when WE=0.

B g g BN
Y
On start-up, the memory is empty s the reads ~ Data is then written to  When reads are performed

from the four addresses yield “uninitialized. the four addresses.  again, the data that was.
wiitten appears.
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Commonly Used Names to Describe The Size of Digital Logic

Name Example # of Transistors
S8 - Small Scale Integrated Circuits Individual Gates (NAND, INV) 105
MS! - Medium Scale Integrated Circuits. Decoders, Multiplexers 1005
LSl - Large Scale Integrated Circuits Avithmetic Circuits, RAM k= 10k

s Microprocessors. 100k - 1M

VLS - Very Large Scale Integrated Ci

While there are names for logic sizes above 1M transistor such as ULSI (Ullra), the term
“VLSI"is now used to describe all integrated circuits that are o large they require CAD
tools for their design, synthesis and implementation.
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NAND Gate
Symbol

: n P- out

Truth Table

A
00
01
10
11

Out

S

Logic Function Waveform
alo o7 1
Out=AB gloT]of™
ou|[T T 1|0
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Example: Minimizing a Logic Expression Algebraically

Given: The following truth table. Tow|AB C minterm
000 of1|m=ABC
11001
2010

Find: A minimized logic expression 3 |0 1 1

using algebraic manipulations. 2100
51101
6|1 10

Solution: 71111

The first step is to write the canonical
sum. The minterms are written in the
ruth table 50 this sum can be written
directy as:

B B + AC A Next, we notce that B exists in each of
Lia CHB(AC +ACHACHAC) these product terms. Let's factor it out
F=ABC +BAC + ACHAC + AC) using the disiributive property.

"4+ BA(A(C' +C) +A(C + >Nawwanoxunmmawxmm
BAC+O)+AC+C) factored out of these product terms using

.C' + B(A(C + C) + A(C' +C)) the distributive property.
=ABC - ™\ The new expression contains terms that
AL an be minimized using the complements

theorem.

'+ B(A+A)
T The deny provey willgetidof

F=A'B'C'+B(A+A) anything AND'd with a 1.
F=A'B'C+B(1) The complements theorem i again used
BEAECE followed by identiy to reduce this term

entirely to .
F=AB'C+ABC+B ‘The next step involves recognizing that one of
= the eliminated product terms could also have
F=ACUED+B been used toreduce A°8"C'. We can wie the
“C1+8 term back in the expression without impacting the

result. We then apply factoring, complements
and identity to reduce the expression.
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Example: RTL Model of a 4-Stage, 8-Bit Shift Register in Verilog

module shide Register
(output 'rag (7:0] Dout0, Doutl, Dout2, Doutd,

input wire Clock; Reset,
input wire [7:0] Dim);

always @ (posedge Clock or negedge Reset)
begin: SHIFT REGISTER
if ('Reset]

begin
Dout0 <= 8'h00; Doutl <= 8'h00; Dout2 <= 8'h00; Dout3 <= 8'h00;

end
else

Dout0 <= Din; Doutl <= Doutd; Dout2 <= Doutl; Dout3 <= Dout2;

end

i
7
‘The Data shifts through the four, 8-bit registers on the rising edge of clock. The data is shown in HEX.
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Example: Structural Model of a Full Adder Using Two Half Adders in Verilog
full_adder.v

half_adder.y.

half_adder.v

SUM=A®B&Cy

Cou=AB+(A®B)Cp
e

“timescale 1ns/lps

module half_adder (output wire Sum, Cout,
input wire A, B);

xor MLUL (Sum A/ )i Gatelevel primties wih delay are used
and A1 2 (Cout, A, B); 1o buld the half add

endmodule

“timescale 1ns/lps

module full_adder (output wire Sum, Cout, Two halfadders are
input wire A, B, Cinj: nstantiated in the ol
wire HAI_Sum, HAL_Cout, HA2 Cout: i
half adder UL (.Sun(HAL Sum) , .Cout(HAL Cout), .A(A), @)
half adder U2 (iSum(Sum),  .Cout(HA2Cout), -A(HAL sum), B(Cin));
SE #1 U3 (Cout, HAZ_Cout, HALCout); . One addtional gate level
= = prmiive is needed o
endnodule complete the ful adder

‘The Sum and Cout are produced correctly, but ater the worst-case gate delay of the entire system.
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Logic Expression Formal\Rn
F(ABC)=A® B&C
or
Fasc=A®B®C
or
F=A®B®C

~aaoloocoo
s 20o0|s—2oolw

s ooalo-=olmn
n
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Definition and Gate Level Depiction of a Maxterm

Each maxterm is a sum term that produces a 0 for one
and only one input code. Each maxterm must contain
every literal. Complements are applied to the input
variables to create the correct logic.

Maxterm
A+B

A+B'
A+B
A+B

zzzz

/7N

We use an upper case “M" o represent a
maxterm expression. The row number is
given as a subscript to indicate the particular
maxterm expression

oo
A o .
BO__ 0
™

AD__O

O F
51500
TN
A 0
Bl [ F
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Overview of Verilog Test Benches

Atest bench is used to drive in signals and observe the outputs of a “device under test” or
DUT. A test bench has no inputs or outputs. It calls the DUT as a lower-level module and
then generates the inputs to verify ts functionality.

SystemX_TB.v
/ . Stimulus SystemX.v (OuT)

‘The test bench is
typically named the | ¢ 2[*]o]"
‘same as the DUT but
with*_TB" at the end

‘The design to be tested
s instantiated in the
test bench. Signals are
F_TB | declaredto connect to

o of T o[

o the ports of the DUT.
Stimulus patterns are generated in the test ‘The output of the DUT can be viewed as a
bench and driven into the DUT. The patterns waveform in a simulation tool. Verilog also has
‘should cover every possible input condition. constructs to perform automated checking

against a desciiption ofthe expected outputs

module System:_TB () ;

reg A_TB, B_TB, C_TB;
wire F_TB!

Systemx DUT (F_TB, A_TB, B_TB, C_TB);
// Stimulus Generation to Drive A_TB, B_TB and C_TB (covered in Ch. 8)

// Automated Output Checking & Reporting for F_TB (covered in Ch. 8)

endnodule
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Examining Metastability ~ Moving Toward the State Q=0.
Let's consider how this circuit responds when s initial value at the input to U1 is directly in

between a0 anda 1 (e.g., Veo/2).
v - ‘The input to U1 is Vec/2, which creates an output of
= 2 Veol2.
Q
(! —— The output of U1 is fed to the input of U2, again

producing an output of Vec/2 on U2

Qo The outputof U2 s fed o theinput o U', thuss
Ve | e einforcing the original value of Veo/2. We can say
& 2 that the circuitis in an equilibrium state.

Now let's consider how this circuit responds when a small amount of positive noise (V) is
added o the input of U1 when itis at Ve/2. The Veo/2 component is not shown for
simpldity. (2) This noisa is amplified by
(1) A small amount of the invertr with a negative
noise is added to Vieo/2 gain, pushing it sightly
atthe nputof U1. This toward a logic O
pushes it sightly
toward alogic 1

(4) The noise is amplified
again, thus creating an even
larger, positive voltage that is
fed back to the original input
of U1

(3) The amplified noise is
fed to the input of U2

(5) When the noise is fed
back tothe input of U1, it —»
pushes it even more
toward a logic 1.

(6) The noise is amplified
further, pushing the output
even more toward a logic 0.

(8) The noise is amplified
again, thus creating an even
larger, positive voliage that is
fed back o the original input
of U,

(7) The ampiified noise is
fod to the input of U2, ——»

This process continues until the voltage at the input of U1 reaches Vec and cannot be
increased further. Simultaneously, the voltage at the input to U2 is decreased until it

reaches GND and cannot be decreased further. At that point, the system is at a stable
state and will store Q=0.

+— In this stable state, the
Q system is holding, or
storing a value of Q=0.

he system reaches —
stability once the input of

U1 cannot be increased
any further.
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Example: Simulation Waveform for LDA_DIR

Let's look at the timing diagram when executing the following load instruction located at
addresses x'08" and x'09" in program memory. The opcode for this instruction is X'87".
The address x"80" is in data memory, which in this example is already holding X’AA" prior

to this instruction. LDA DR x'80°

In'S_FETCH_2. the opoode is In'S_LDA_DIR 6, the operand is
lavaiable from memory. We route t]  [availabie from memory. We route i

Bus2 and assert IR_Load. IRwil] | toBus2 and assert MAR_Load to
|be updated on the next ciock edge. put it on the address bus.

S FETo o pi PG oA S oA ot o o

& o syl he WAoo o ares ot | | [SL0A DI st
lopcode. MAR i updated on thl e operand. MAR i updated o
next clock edge. on the next clock edge. pond:

—— -
L — —
E= =

In'S_FETCH_1, the PC is incremented. In'S_LDA_DIR 5, the PC is incremented

|while waitng for the memory 10 producel [while waitng for he memory to produce thel

the opcode. PC takes on its new value| operand. PC takes on s new value on the.
on the next edge of lock. next edge of cock.

'S DECODE 3 decodes e 6peode and Tn'S_LDA_DIR_B, the contents of
nows tha this is 2 ‘load A with direct memory are avaiable. We route it to
addressing® and that the operand is the Bus 2 and assert A_Load. A willbe

address of the contents to be loaded into A ‘updated on the next cock edge.
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BUT Inverter Operation (Simplified) Operation when In=1

Voo Voo
In —Do— out
s
R, "12R
in | out
ol 1 out _ Out=LOW=0
e ={, oN o
% 2) The output is
connected to GND
TTL Inverter Schematic (Simplifet 1) The input through Q1
v GND voltageishigh  GND  Noice that thers
g enough to is an intemal
turnon Q1. current that flows
through the Grcui.
Ry
Qperation when In=0
o Veo Veo
n —
Ry Ry ki
GND) ou _ Out=HIGH =1
In=0 =1, OFF 2) The output is
Connected to Vec.
1) The input through the resistor
voltageistoo  There willbe a voltage
GhD, low to turn Q1 drop across R, which
on limits how much voltage

is provided at the output.
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Example: Binary Counter with Load in Verilog

module Counter_dbit Up (output reg [3:0] CNT,
input wire Clock, Reset, N, Load,
input wire [3:0] CNT_in)

always @ (posedge Clock or negedge Reset)
begin: COUNTER
if (1Reset)
oNT <= 0;
olse
if (=)
if (Load)
ONT <= oNT_in; T\
else -

oNT <= NT + 1;

end A nested if-else statementis used to load CNT
with CNT_in when the Load signal is asserted
endnodule and the counter receives a fsing edge of clock.

ten B caiNTUBES

e






OEBPS/A420020_1_En_7_Fig36_HTML.gif
Example: Push-Button Window Controller - State Encoding

This state machine contains two states, w_closed and w_open. The following are the three
possible ways these states could be encoded.

State Name  Binary GrayCode  One-Hol
w_closed 0 0 o1
w_open Y 1 10

Since this machine is so small, there is no difference between the binary and gray code
approaches. Both of these techniques wil require one D-Flip-Flop to hold the state code.
The one-hot approach wil require two D-Flip-Flops. Let's choose binary state encoding for
this example. Let's use the state variable names Q_cur and Q_nxt.

Once the state codes and state variables are chosen, the state tran:
with the new detailed information about the design.

n table is updated

CurrentState | Input | Next State Outputs

Q_cur | Press Q_nxt| Open_CW [ Close_CCW
w_closed | 0 0 [w_closed [ 0 o 0
w_closed | 0 1 | wopen | 1 1 J
w_open | 1 0 | w_open [ 1 o o
w_open | 1 1 |wclosed | 0 0 1
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Sountes S0t _grayonde up. v

module counter_3bit_graycode_up
(output wiFe Count[2:0],
input wire Clock, Reset);

endnodule
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—

Note that the input to
the Verilog model is
dedlared as a 4-bit

st
-+ ABCD
vector.

O R SO .

o-o- oror|orov o-ox
cor+0Or~ 0O 0O~
0000 ~+-+r| 0000~

0000 0000 rrrr v
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Finite State Machine Reset State
In the original logic diagram for the one-hot up counter, the circuitry to initialize the state
machine was assumed to put the machine into the first state of Hot_0="001". Let's look at
how this circuit would operate if the reset line alone was used to initialize the machine.

Hot(0) Hot(1) Hot(2)
o o —gron i e garer | e e +
Roset I |'Pa.s.. Roset
Clock: T T T
Reset- }

all of the D-Fip-Flops are configured ke this, each ofthe Q outputs wil bo frced 100 upon an
assarton on the system reset ne (Reset=0). Due [0 the “ing’ configuration o th circuil, the
outputs will never change to a1, and the state machine wil not roduce the one-hot count.

In order to initialize the counter to its first state (Hot_0="001"), both the reset and preset

lines must be used. Consider the following logic diagram where the system reset is used

o drive the reset lines of the D-Flip-Fiops for Q1_cur and Q2_cur and the presetline of the

Hol(0) Hol(1) Holf2)

Clock
Reset

When the system reset s asserted (Reset=0), it wil force Q0_cur- X
Now when the state machine begins normal operation it will behave as a one-hot up counter.
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Example: Registers as Agents on a Data Bus — Simulation Waveform

A

When a register's synchronous enable is asserted, it will laich
the value of data_bus on the next ising edge of clock.
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Logic Waveform Format
A
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XNOR Gate
‘Symbol

Logic Function
A

Out=AGB B

out

Waveform
o o1 1
of o7
1]o of1
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Example: Convert AB.C:g to Oclal

AB.Cys

Part 1: Convertthe hex number into binary. Each hex symbol is represented with 4 bts.

AB.Css
— N
(1010)(1011).(1100)2
+

10101011 . 11,
Part2; Convert th binay nuetber o cal. For groupsof 3 bis represening ol symbol,
et (010)(101)(011).(110),

~
Step 2: \‘25369






OEBPS/A420020_1_En_7_Fig57_HTML.gif
Example: 3-Bit One-Hot Up/Down Counter (Part 1)

Word De tion
We are going to design a 3-bit one-hot up/down counter. When the
system input “Up" is asserted, the counter will output an incrementing —{UP 3
one-hot pattem on every rising edge of the clock (001", “010°,“100"). | Hot=
When the input Up=0, the counter will output a decrementing one-hot

pattern (100, “010", “001"). The output of the counter is called Hot.

iagrs it Tabl
The state diagram and state transition table for this counter are below.

oy (input) (Output)

Hot="001"). Current State[ Up [Next State [ Hot
HoLo | 0 | Hot2 |-001"
Hoto | 1| Hot1 |00t
HoL1 | 0 | Hoto |-0i0"
Hot1 | 1| Hot2 |00
Hot2 | 0 | Hot1 |-100°
Hot2 | 1| Hoto |-100°

State Encoding

Let's use “state-encoded outputs” and name the current state variables Q2_cur, Q1_cur
and QO_cur and the next state variables Q2_nxt, Q1_nxt and Q0_nxt. The state code
assignments and updated state transition table are below.

Current State inpu] Next State Outputs|
[Q2_cur]Q1_cur]Q0_cur| Up [Q2_n]Q1_n]Q0_nxt| Hot

Hoto[ o [ o [ 1 [o [Hot2[ 1 [ o [ o [oor

Hoto| 0 | o | 1 |1 [Hot1| o | 1 o | oot

L Hot1| o | 1 o [o[roto[ o | 0 1| 010"
Hot2 ="100"|Hot 4| 0 | 1 0 |1 |Hot2| 1 | 0 | o |00
Hotz[ 1 [ o [ o [o [rota] o [ 1 0 [ 100"

Hot2| 1 | o [ o |1 [Hoto| o [ o [ 1 |-100"
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Example: Single Bit Binary Sublraction

“There are four possible results when sublracting two bits.

Borow _, 10
0 Required. rs 1
0 1 0

1 <—Minuend
1 <—Subtrahend

0 1 1
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fam2_behavioral.v

module fem2 behavioral
(output Teg  Dout,
input wire Clock, Reset, Din);
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Example: Push-Button Window Controller - Word Description
Design a system that will allow a user to open and close a window with the push of a button.
The window s connected to a motor that has two inputs. The first input to the motor is
asserted when the motor needs to spin in a clockwise (CW) direction to open the window,
while the second input is asserted when the motor needs to spin in a counterclockwise
(CCW) direction to close the window. The signals to the motor do not need to be held for the
duration of the window opening/closing. Once the motor observes an assertion on one of its
inputs, it will spin until the window is in the correct position and then stop. The inputs are not
allowed to be asserted at the same time. The user will press a single button to either open
o close the window so the system must keep track of whether the window is in the open or
closed position in order to send the correct signals to the motor when the button is pressed

L “Finite State Machine”
CW = Open
Bution Press  Open CW oW, P
Press = 1 or” )
otor
No Press =0 — Close_CCW cow
CCW = Close
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Generic Array Logic (GAL) Architecture
Adding an output logic macrocell to a PAL allows the system to implement feedback, create

sequential logic, or use the I/O pin as either an input or output

Programmable
Array Logic

Output Logic MacroCell

Feedback
Select

1o
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Example: CPU Block Diagram for the 8-Bit Computer System

‘The following is the block diagram for the CPU of our 8-bit computer system example.
cpu.v ControL ity Tata_patny.
Fsm)

1R _Load
”

address.

MAR_Load

PC_Load
FC_inc.

ALoad

B_Load

ALU_Sel

CCR_Result
CCR_Load

Bus2_Sel

Busi_sel
clock

reset

wite

;
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Main Components of a Finite State Machine
Mealy Machine - The output(s) depend on both the current state and system inpu(s).

Next State |22 state [ EE
Input(s) Logic Memory [Current|  Logic
+ State
Clock
The next state logic creates  The state memory holds the The output logic creates the
the signal “nex state’ based  current state. The curent sate  system oulputs. The output
onthe curent state and any is updated with ‘next stale" on  logic aways depends on the
system inpuis. This blockis  the rsing edge of the clock. curent sate of the machine
implomented with “This block is implemented with and optionally (Meally vs.
combinationa logic O-Flp-Fiops. Moore) the inputs of the
system.
Moore Machine — The output(s) depends only on the current state.
Next State 24|  State Output + Cutputts)
Input(s) Logic Memory [Current|  Logic
State

Clock
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Counter_16bit_wLoad.v

. i
—JCountIn Gount_out (X

Reset
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Example: Eliminating a Timing Hazard by Including Non-Essential Prime Implicants
Let's examine how including a non-essential prime implicant eliminates a timing hazard.

AB _n A B, :)E

s
C\\ 00 01 11 10 c

Bk
163 R > R =
EIracmsincs s

The following timing diagram shows how the signals propagate through the gates when the

inputs codes change:
, The iniialinput code of ABC = 111 where F=1

4
Al 1 1
B 1 1
1 The input code changes to ABC = 110 where again F=1
el 0
. o There is 1ns of delay in the AND gate for B-C
8C]’ -
. in at There is 1ns of delay in the INV for C"
B | et el There is 1ns of delay in the AND gate for A'C,
) 1, butitdoesntsee C unti after the INV delay
AC
]
as]'
N
F=BC+AC | P -

$o

T T
Atthis point, the OR gate now sees.
the additional product term of

AB=1s0it remains ata 1

f —t——

Atthis point, the OR gate sees B-C=0  The gltch is eliminated by

and A-C'=1 on its input, which also  including an adiional
produces an output of 1 prime implicant.
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Floating Gate Transistor - Erasing with UV Light

A floati

gate transistor can be erased, or un-programmed, by exposing it to a strong

ultra-violet light through a transparent plate on the top of the chip.

v Light N

‘The UV light pushes the trapped charge out of the
floating oxide restoring it to an insulator. The UV light
enters the device through a transparent plate on the.
top of the device. Every floating gate transistor is
erased at once using this process. A separate UV
light source is required so the device needs to be
removed from its system in order to erase it
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3-Bit Ripple Counter

Count(0) Count(1) Count(2)
b q D q [D ql
CIock—P Qn| Qn| an—
o = =
cok], _F1FLF LS LFLFLELS
BBl
0]
Coum“);
. @
Count2)]!
Count || [Fo00"[ 00t [ 010" [ o1t | oo [ -tor | 110" | it | o0
-

® When e @ output of U1 ransilons from a 110 0, the Qn outputof U ansiions fom a 010 1,
thus producing a rising edge that is used to clock U2. This rising edge causes U2 to toggle.

@ When the Q autput of U2 transitons from a 10 0, the Gn output of U2 ransitions from a 0 to 1,
thus producing a rising edge that is used to clock U3. This rising edge causes U3 to toggle.
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Example: Performing Long Division on Binary Numbers

Let's highlight the steps when performing binary division. In the following example, two 4-
bit numbers are divided. The dividend is 11112 (15) and the divisor is 0111, (710). The
division wil yield a 4-bit quotient of 0010 (21c) and a 4-bit remainder of 0001 (110).

Q3Q:Q1Qo, R3RzR1Ro

B3B2B1Bo ) A3A2A1A¢

0

‘The highest digit of the dividend (1, or “00017) is
0111 1 divided to create Qs.

Qs is then multiplied with the divisor and recorded.
A subtraction is performed and the next bit of the
dividend is brought down to form the next number to
be divided (11", or "0011") to create Q..

- lo
=lo
ala

ocloo|a a|loa|e

‘This process is repeated to form the next number to
be divided (111", or 0111 to create Qi

‘This process s repeated to form the next number to
be divided (‘0001") to create Qo.

olo o|a oo 4y
olo o =4
&

1 After Qo has been created, anything left from the final
subtraction is recorded as the ‘remainder”.
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Example: Behavioral Model of a D-Latch in Verilog

cb|l @ an

0 x [ LastQ Lastan Sstore
10| 0 1 Track
1] 1 0 Track

- module dlateh (output reg @, on,

Snput wize C, D)

c  an| always ¢ (c or D)
127t == 1B
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Symbols for Diodes and Light Emitting Diodes (LED)

Symbol for a Diode:
Anode

Forward , Forward
Voltage " l' Current

Cathode

‘Symbol for a Light Emitting Diode (LED)

N
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Original
A=A

Gate Level Depiction of the Involution Theorem

A—{>o-|>o—r = A—F

or

A -0-F = A—F
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CMOS 2-Input NOR Gate Schematic
ZIransistor-Level Schematic
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Example: Different Behavior when using Blocking vs. Non-Blocking Assignments (2)
In these examples, there is a signal interdependency and the sensitvity lst is triggered by
the edge of a clock. The intent of this model is to create a 2-stage sequential logic circuit
such that the outputs only update when there is a rising edge of the clock.

nodule BlockingExd module NonBlockingExd  CORRECT
(output reg ¥, (output reg ¥,
input wire A, input wire A,
input wire Clock); input wire Clock);
reg B; reg B;
always @ (posedge Clock) always @ (posedge Clock)
begin begin
B =a; // statement 1 B <= A // statement 1
F=B; // statement 2 F<=B; // statement 2
end end
endmodule endmodule

In both cases, the procedural block willtrigger on the ising edge of a clock. Also in each case, the
assignment in statement 1 wil produce the same result.

However, statement 2 has a signal dependency and will NOT produce the same result in both cases.

Blocking Assignment Case (=) Blocking assignments take place immediately. This means that the
assignment of A to B and then B to F willresultin simply F = A. This willstil result in sequential
logic, butthe output F will be updated with the input A on every rising edge of clock.

Non-Blocking Assignment Case (<=): Non-blocking assignments take place atthe end of the
procedural block. This means that an input on A will be stored to B on rising edge of clock, but not
1o F on the same edge. Instead, the subsequent clock edge will cause the result stored in B to be

stored to F. This will resultin sequential logic that has two edge triggered storage elements instead

of just one as in the blocking example.

A+ — At —

Since blocking assignments take place. Since non-blocking assignments take place at
immediately, F =B = A the end of the block, it takes two edges for the
output F to receive the input A

cad | L | ed L
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The Anatomy of a Verilog File

Module definition
and name

| Port names, direction and types

| _ Internal deciarations
(signals,constants,parametes, et

{— Comments

| Behavior description
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Exampl: Single Bit Binary Addition
“There are four possible results when adding two bils.

0 0 1 1

+0 + 1 +0 + 1

[} 1 1 cany—=10
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Typical CPU Organization
ACPU is functionally organized into a control unit and a data path. The control unit
contains the FSM to orchestrate the fetch-decode-execute process. The registers and
ALU are grouped into a unit called the data path. The control unit sends control signals to
the data path to move and manipulate data. The control unit uses status signals from the
data path to decide which states to traverse in its FSM.

Central Processing Unit

(CPU)
Control Unit Data Path
IR
Control
Signals | AR
@ & =
Status X
Signals
| &
CCR
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Example: Execution of an Instruction to “Store Register A Using Direct Addressing”
A store instruction using direct addressing will put the value held in a CPU register into
memory at the address provided by the operand. Let's create a program that
register A in the CPU to address location X'EQ". We can assume A holds x'CC” prior to
this instruction. The program is as follows:

Using Mnemonics Using Hex Values
STADIR x"E0" or x"96" x"EQ"
When the opcode and operand are put into program memory at x'04", they look like this:
cPy Memory

R EE ‘_g; X-z:sy' } STA DR XEO"
VAR X z

x06" [ Nextopcode

PC

XE0" -+ ] O Outputport
)

“The purpose o this instruction
s 10 put A into address X E0"

When the CPU begins executing the program, it will perform the following steps:
Step 1 - Fetch the opcode

‘The program counter begins at x'04", meaning that this address is the location of the
instruction opcode. The PC address is put on the address bus using the MAR and a
read is performed. The information read from memory (e.g., the opcode) is placed into
the instruction register. The PC is then incremented {0 point to the next address in
program memory. After this step, the IR holds 96" and the PC holds x'05".

Step 2 - Decode the instruction

The CPU decodes x'96" and understands that itis a *store A with direct addressing”. It
also knows from the opcode that the instruction has an operand that exists at the next
address location.

Step 3 - Execute the instruction

The GPU now needs to read the operand. It places the PC address (05") on the
address bus using the MAR and a read is performed. The information read from
memory (e.g., the operand) s the address of where A will be written. The operand is
immediately put on the address bus using the MAR, A is put on the data bus, and a
wiite is performed. After this step, location x'EQ" in memory contains x'CC". Also in
this step, the PC is incremented to point to the next location in memory (x'06"), which
holds the opcode of the next instruction to be executed. The write did not effect

ter A so it still contains x'CC" after the instruction completes.
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Observing how K-Maps Visually Highlight Logic Minimizations
Let's look at how a K-map highlights minimizations. First, we put the truth table into
K-map form.

Each of the outputs.
. that are true have an
The canonical sum of products for this truth table s F = A8 + A'B ~— associated minterm.

Let's first write the canonical SOP expression:

Next, let's minimize the canonical SOP algebraically to find the correct answer.
F=AB+AB
F=B(A'+A) <— Faclor out the variable B using the distributive property.

F=B(1) ~— Replace (A'+ A) = 1 sing the complements theorem.
F=B ~— Reduce to just B using the identity theorem,

Let's now look at the K-map. Notice that if we examine the grouping of cells 1and 3, we can
observe the dependence of the group on the input variables.

A This group spans both A and A'. This means that f  single

B\ 0 1 product term was crealed to produce these oulputs, the

§ variable A would not impact the result._This is a graphical
ojojo way 10 notice a variable that can be factored through the
distributive property. reduced (o 1 through the complements.
theorem and removed from the product term using the
dentiy theorem,

“This group spans only the fiteral B This means B must be
included in the product term.

‘These two observations yield a product term that is associated with the grouping that is
simply: =B
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Example: Modeling Combinational Logic using Continuous Assignment with Logical Operators

Implement the following truth table using continuous ABC|F
assignment with logical operators,

00 o1
0010
Let's call the module SystemX. First, let's declare the ports. 0 1 01
The module will have three inputs (A, B, C) and one output 0 1 1/ 0
(F). We'll use the type wire for all inputs/outputs so that this 1 0 0| 0
will synthesize directly into real circuitry 101]0
Systemxy Tide

—A

B F
—c

Now we can design the behavior. We will create a canonical sum of products logic
expression for this truth table using minterms.

F = Z45c(026) = A'B'C'+ A'BC +ABC'
Drawing out the logic diagram will help us understand which intermal signals need to be
declared for the interim connections. Since there is a need for the complement of each of
the inputs, the first set of logic will be three inverters. We'll need to create three wires to
hold the inverted versions of the inputs. Let's callthem An, Bn and Cn. We'll also need
three wires to hold the outputs of the AND gates. Let's call them m0, m2 and m6. Using
these internal wires, the port names, and logical operators, we can describe the behavior of
the logic expression above.

module System (output wire F,
input wire A, B, C);

S| wiee am, m, my 7 dntaceai nasd
A wire m0 m2, me:
B F
assign An = ~a: /1 vots
c aseign on -

assign Cn = ~C;

assignm0 = An & Bn & Cn; // AND's
assignm2 = An & B & Cn:
Sesignmé = A & B & Cn;

assign F =m0 | m2 | m6; // OR

endmodule
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Example: Reading Test Bench Stimulus Vectors from an Exteral File
External File SystemX_TB

[Bomne vt - @ x
e 68 st o i

000

o1

SystemX (ouT)

Vectors_In[7:0] 3

100
161
1
“The inputs will be read from an ‘The inputs and output values will be printed
external fle using Smemreadbi) o the transcript using Sdisplay().

SystemX TB.v

“timescale lns/lps
. An 8x3 array called “Vectors_In’ is declared to
modLy. SystenltiEn ()7 hold the values read from the external file.
reg [2:0] ABC_TB;
wire F_18:

L L Sreadmembi) treats each symbal n the

input fle as a binary value. It populates the
Systemx DUT (.F(F_TB), .ABC(ABC_TB)); entie Vectors_In array when called

initial
begin

Sreadmend ("Data_In.txt", Vectors

ABC_TB=Vectors_In[0]; #1 51);
#9 ARG TB=Vectors_In(1]; 1 F18) 5
o 2]; 0 ¥ ;
#9 ABC_TB=Vectors_In(3]; F18) ;
i In(4); #1 Sdisplay("ib ¥ ;
#9 ABC_TB=Vectors_In[5]; 1 Sdisplay("ib | %b"; ¥mm)
#9 ABC TB=Vectors_In[6]: #1 Sdisplay("sh | %b", ¥ ;
#9 ABC_TB=Vectors_In[7]; #1 Sdisplay("ih | wb", ¥mm)
end >

Entiies in the Vectors_in array can be
endnodule assigned to the inputs of the DUT.

The above test bench will print out the following message to the transcript of the simulator tool
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Example: Creating a Canonical Sum of Products Logic Circuit using Minterms
Given: The following truth table.

Find: The Canonical SOP

Solution: Let's first tart by writing the minterms for the rows that correspond to a 1.0 the
output. These can then be implemented using inverters and AND gates. The final step is
1o feed the outputs of each minterm circuit nto a single OR gate.

Let's now check that this circuitperforms s intended by testing it under each input code
for A and B and observing the output F.
Notce that m;
4
AL o o A“ﬁ s producing a 1
BI—0 8T N
'

At 8=t

;
i
"
o9

st niac P
e

: D
7 D
"\ Notice that m;
= s producing a 1 b

“This circuit operates as intended.
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Example: 2-Bit Gray Code Up Counter (Part 1)

Word Description
We are going to design a 2-bit gray code up counter. The counter will 3
output an incrementing gray code pattern on every rising edge of the Gray~

clock (00", “01", “11", “10). When the counter reaches “11", it will start
over counting at “00". The output of the counter is called Gray.

tate Diagram & State Transition T

The state diagram for this counter is below. Notice that there are no inputs to the state
machine. Also notice that the machine transitions in a linear pattern through the states and
continually repeats the sequence of states. The outputs of this machine depend only on
the current state, 5o they are witten inside of the state circles. This is a Moore machine.

(Output)
Current State] Next State | Gray
GC0 GC_1 | 00"
. ec_1 Gc2 | ot
GC_2 Gc3 | 11
Gc.3 Gco | “10"

State Encoding
When implementing this counter, we can use “state-encoded outputs™. This means that we
choose the state codes so that they match the desired output at each state. This allows
the machine to simply use the current state variables for the system outputs. Let's name
the current state variables Q1_cur and QO_cur and the next state variables Q1_nxt and
QO_nxt. The state code assignments and updated state transition table are below.

State Current State Next State Outputs
- Q1_cur[ Q0_cur| Qi_nxt|Q0_nxt| Gray
Ge1 Gco| o 0 |[ec1| o 1T o0
GC_2 G| o 1 GC_2 1 1 01"
GE3 ec2| 1 1 |eca| 1 0 “ar
cc3| 1 o [eco| o 0o | o
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8-to-1 Multiplexer

Sel, Sel, Sely

Sel; Sel; Sely.

ssasocooo
~soco==oo
2020 a0a0
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module decoder_7seg_din
(output wire [ 1 F,
input wire [ ] ABCD) ;
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Vee
m-?l Tl I=1mA

Transmitting
Circuit
(M)

lm=7l ¢

GND

Vorn=HIGH loy=10mA
el dsicckl ™ SR

Vow=Low lom=10mA
—_—
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Example: Behavioral Model of a D-Flip-Flop with Synchronous Enable in Verilog

‘FLmset

R PCKEND| @ an
o™l 0 X XX X[ 0 1 Reset
10 x x x| 1 0 Preset
—EN 11 0 X X|[LastQ Lastan Store
-5 11 1 X X |LastQ LastQn Store
11 5 0 X |[LastQ LastQn Disabled (ignore clock)
Reset 11 £ 10| 0 1 Update
LR B B 0 Update
module dflipflop (output reg Q, On,
nput wire Clock, Reset, Preset, D, EN):
aluays ¢ (posedge Clock or negedge Reset or negedge Preset)
1 Uresaty
begin
§ "= 1m0,
on <= 11}
ond
lse if (tPreset)
begin
G < 1L
g2 Since EN is notlstad n the sensitity st it
else — does nottigger the block when it transitons.
i @ This “fstatement is only reachedif there is
begin _ arising edge ofthe clock. This models an
e <o enable that i synchronousto the clock.
end
endnodule
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rw_16x8_sync.v

address  data_out

dat






OEBPS/A420020_1_En_10_Fig24_HTML.gif
Example: Behavioral Model of a 4x4 Synchronous Read/Wiite Memory in Verilog

w_dxd_sync.v

Contents to be written:

if (um)

else

endnodule

2

A|addiess  data_out

f

A datain

—we
x4_sync
xeg [3:0] data out,
wire [1:0] adaress,
wire e,
wire [3:0] data in,
wire Clock) ;
RWI0:31;

always ¢ (posedge Clock)
Ri[address] = data_in;

data_out = RW[address];

|| Reads and writes only ocour on the rising edge of
the clock.

Reads are performed on the rising
edge of clock when WE=0,

Data s wiitten on the rising
‘edge of clock when WE=1.
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Example: 2-10-4 One-Hot Decoder - Logic Synthesis by Hand
The block diagram and truth table for this system are as follows:

Each output asserts
decoder_thot 2to4 Vuraspep ic input

FO code. This is where

—IA F1 the term “one-hot"
—8 F2 comes from. Each
3 outputis only *hot"

for one input code.
When designing this circuit, each output needs to have its own separate combinational
logic circuit. This is the same as if there were four separate truth tables. This design could
be implemented using 4x, 2-input K-maps to form the logic expressions for these outputs;
however, by inspection a minterm list for each output will be the most minimal circuit.

FO = Zap(0) = A'B' F2 = 26(2) = AB

F1

Zie(1) = AB F3 = X.6(3) = AB

When implementing the final decoder, the input inversions for A and B can be shared across
all of the AND gates.

decoder_ihot_2to4 Timing Waveform
Al o
8] ofTlo[T]
PR
BN i
AN 1.
/] i






OEBPS/A420020_1_En_6_Fig23_HTML.gif
module demux_1to8
(output wire [7:0] F,
input wire A,
input wire [2:0] Sel);
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Example: Design of a 4-Bit Carry Look Ahead Adder (CLA) — Algebraic Formation

The look ahead circiiry considers whether the prior adder stages create a carry by
considering two conditions: 1) whether a stage will generate (g) a carry; and 2) whether
the stage will propagate (p) a carry. Let's look at the truth table for a full adder.

CoA
For the input codes where C;,=0, the full adder “generates” a new
carry when A=1 and B=1. This behavior can be described with
the expression: g

For the input codes where C
incoming carry when either A
described with the expressior

=1, the full adder “propagates” the
This behavior can be

A+B

sasalocoo

The entire expression for the carry out can be written as:
Cos=g+pCn
Cou=AB+(A+B)C
Let's see how this can be used to our advantage in a multiple bit adder. Recall that for any
arbitrary adder position, the generate, propagate, and carry out terms are:

Note: We'll use the subscript ‘" to denote
position since we're using “p" for propagate.

We can now write expressions for the subsequent carry terms as:

Ci=go+ poCo The C; expression only depends on the
inputs A, B, and Co

Co=gi+piC; ¥ For C;, we can plug in the expression for

Cz2=9; +pr(go + PoCo) C; to create an expression that only

C2=g1+prgo+ prpoCo depends on A, B, and Co.

Co=g2+prCy and again for Cs...

Cs= 2+ (@1 + Prgy + puprCo)

92+ P2g1 + P2Prgo + P2PrPoCo

95+ psCs and again for Cy..
G0 Dy(@: + P21+ rprGs + PrpiprCo)
93+ PGz + PyP2Q1 + PyP2Prgo * PsP2PrPoCo

[
C.
€
C.

Al of these expressions only depend on the inputs A, B, and Co. Also notice that each
expression is in a 2-level sum of products form.
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Example: Calculating lcc and loxo when Sourcing Multiple Loads.

Given: The driver is specified to have a quiescent current of 1mA and is driving a logic
HIGH on two of its output pins. Each of the two loads on the output pins is being sourced
with 4mA of current from the driver.

Voo 4 | tee

Transmitting

Find: lcc and lono

Solution: The current into the device must equal the current out of the device. The
quiescent current of 1mA s sed for the functional operation of the transistors within the
transmitter and willflow into the device through the Vi pin and out of the device on the
GND pin. The output currents that are being sourced by the driver exit the circuit on the
two output pins Vo) and Vorz). An equal amount of current must also flow into the device
(logy * loz = 8mA), which enters the device on the Ve pin. This means the total amount of
current flowing into the circuit on the Ve pin is:

o+ logy * log = 1A + 4mA + 4mA = ImA
‘The total amount of current flowing out of the circuit on the GND pin is simply the quiescent

current
lowo

+log+ log = 1MA + 4mA + 4mA = 9mA

Vo lom=4mA

Vou low=4mA

Check: Does the total amount of current entering the circuit equal the total amount of
current exiting the circuit?

Yes, there is 9mA entering the circuit through the Ve pin. There is also 9mA exiting the
circuit using the Vo, Vo and GND pins.
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Systeml.vhd
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Original Dual

AB+AB A (A+B)(A+B) = A
Gate Level Depiction of the Uniting Theorem
Original Dual
A A
8 8
F =A—F F = A—F
A A
B B
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Example: Design of a 4-Bit Unsigned Multiplier
1f we break the sum of the partial product columns into incremental addtion steps, we can

then use full adders. A3A2A1 Ao
x B;B,B1Bo
P7PsPsP4P;P,P,Py

4

AsBo| [AxBof [ArBo| [AsBg

AsBi| [AzBy

AsBa| | [A2B:| | [A1B|

AsBs| | [A2Bs| | [ArBs] | |AoBs]
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Example: Determining the Logic Expression from a Logic Diagram
Given: The following combinationallogic diagram.

=

s

—) >

Find: The logic expression for the output F.
Solution: Fist,lets label each of the internal nodes of the circuit. We'l cal these nodes
1,02, and n3. Next, let's insert the logic expression for each node working from the eft to
the right. Finally, we can write the final output logic expression for F based on all of the
prior internal nodie expressions. Substitutions can be made within each expression (0 put
the logic n terms of only the input variable names (i.e., A, B, and C).

A 7m )= (a-8)
Po-nis

B
)

P w60 @00)

2+n3
(A-B) + (8'C)
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Example: Dividing an Unsigned Binary Number by Two Using a Logical Shift Right

Let's consider the decimal number 150 represented as an 8-bit, unsigned number. If we
shift all bits one position to the right and fill the 7" position with a 0, this has the effect of
halving the number. This can be repeated to achieve division by powers of 2.

insigned Binary Number Decimal Equivalent

;10010110 150
Logical Shift Right Notice the
inaccuracy
401001011 75/:::3::5:&,

Logical Shift Righ

«00100101 37 by2
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Bipolar Junction Transistors (BJT)
PNP Transistor
PP Symbol Emitter (E)

Base (B)

Collector (C)
Overly Simpified Swich
Lovel Equivalent
Glosed when Vo<Ve
Open when Vi>Ve
3
(Input)

pa—

NPN Transistor
NN Symbol Collector (C)
Base (B)
Emitter (E)

Overly Simplifed Switch
Level Equivalent

Closed when Ve>Ve
Open when V<V
B

(input)

o—o
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Example: Serial Bit Sequence Detector in Verilog - Design Description and Port Definition
“This circuit will monitor an incoming serial bit stream . The information in the bit stream
represents data in groups of 3-bils. The code “111” represents that an error has occurred in
the transmitter. The FSM will monitor the incoming bit stream and assert a signal called
*ERR" if the sequence 111" is detected. At all other times ERR=0.

Timing Diagram

Dmt; % [ o [ [ o [on [ & [ o [ on [ &

Bit Sequence #1 Bit Sequence #2 Bit Sequence #3
State Diagram Port
Seq_Detv
Din=1 Din  ERR[—
Reset

module Seq Det
(output Teg ERR,
input wire Clock, Reset, Din);

Din=0 Din=x
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CMOS 2-Input NAND Gate Schematic

Transiste
Vee

vel Schemati
Ve

A-e|m e-qm

A—‘E

B _|"[2|

— out

GND

GND
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counter_3bit binary up down.v

module counter_3bit_binary up_down
(output wiTe Count[2:07,
input wire Clock, Reset,
input wire Up);

endmodule
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Example: Performing Long Multiplication on Decimal Numbers
Let's look at an example of performing long multiplication on decimal numbers to highlight
the steps in the process.

Terminology Steps

41 5 <— Multiplicand 15
x 1 5 <— Multiplier 15 1) Partial Product for 5
2 2 5 < Product gy 2) Partial Product for 1
+ 15 3) Sum of partal product
digits in position 0
5) Sum of partial product 225 4) Sum of partial product

digitsinposion2  _A W__digits in position 1
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Storage using a Cross-Coupled Inverter Pair
Storinga 0

Storinga 1

an
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Original Dual
At =1 A0=0

Gate Level Depiction of the Null Element Theorem

Original
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Example: Use 4-bi, two's complement additon to find the diferences between 6o and 3.
The answer in decimal to this problem is 6,0 — 30 = 315. Instead of using subtraction, we.
will use the two's complement representation of 31 and add the two numbers.

60 6u
23w T *(3w)
310 310

Step 1 Find the 4, two's complement codes for +6,. and -3
Since 6 s posiive, its code is simply its 4-bitbinary equivalent (4614 = 0110;)

Since 3 s negalive, we'l need to take the two's complement o s 4-bit positive
binary equivalen (+31, = 0011;)

1) Complement the number 0 0‘1 12
1100,

251, gnorocaryouitany 1100

+ 1
1101,

Sl 2 Add he o ces, gnors cay outfany

610 0110,
+(3n) <+ 1101,
30 10011,

“The sum resuited in a carry out, but in two's complement addion, tis bits gnored.

The result o the addiion was 001 1;or +3:, vrifying tha this approach was correct. Also,
two's complement overflow did not occur because the resutof this operation was within
the range of possible values thal a 4-bit, two's complement number can represent

(9. Bio 10 +7:).
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4x4 SRAM Array Topol

logy

BL3 BL3n BL2 Bl2n  BL1 Blin  BLO BLOn
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w2
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w3
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Differential Amplifiers
[ T T g
Line Drivers Nowr \owr R
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Data Line Controller
F—F

Data_ln  Data_Out
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Example: Simulation Waveform for STA_DIR

Let's look at the timing diagram when executing the following store instruction located at
addresses x'04” and x'05" in program memory. The opcode for this instruction is x'96".
The address XEQ" is for port_out_00. A already contains x'CC".

STA_DIR x'E0"

'S_STA_DIR_4 puts PC into

MAR 1o provide the address of

the operand. MAR is updated
on the next clock edge.

'S_FETCH_0 puts PC inlo MAR
o provide the address of the.
lopcode. MAR s updated on the
next cock edge.

Addross X'E0" has.
boen updated with
the contents of A.

In'S_FETGH_2, the opoode 18
[available from memry. We route
lto Bus2 and assert IR_Load. IR will
e updated on the next clock edge.

In'S_STA_DIR_6. the operand is
lavailable from memory. We route i
to.Bus2 and assert MAR_Load to
putiton the address bus.

7
—

=

A8 *agens 850 5

25

In'S_FETCH 1. the PC i incremented

il waing for the memory o producel

the opcode. PC takes on its new value
n the next edge of clock.

[/nS_STA_DIR 5. the PG is incremented]

while wailng for the memory to produce

the operand. PC takes on is new value
on the next edge of clock.

"S_DECODE _3 decodes e opoods and
Knows that iisis @ “store A with direct
‘addressing” and that the operand s the
addross to wrte A to.

Tn'S_STA_DIR 7, As put onto Bus1,
which drives to_memory, and wie is
asserted. The contents of A show up at
‘address X'E0" on the next dock edge.
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Formation of a 2-input K-map
Creating a 2-Input K-map

Create a cell for each input code. A 2-input K-map will have 2 cels, or 4 cells. Each cell

cortesponds (o a fow in he truth table. A
Each input code corresponds

List variables top to bottom. ——#= B 1o a particular column of row.
0 1 It can be beneficial to wite the
Listall possible values of the u literal outside of the K-map.
input variables along the sides’ 0 B’ This will be used later when
diffeing only by one bit we begin the minimization.

in each cell for clarity B’ and B respectively.

f—t— 2
T ot ] pngmge

L__J L__1 4— These columns correspond
A A 1o A" and A respectively.
Populating a 2-Input K-map

A

‘The output values for each
fow in the truth table are
entered into the
corresponding K-map cell

- O |o
alol-

»
>
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3-Input LUT Implemented with a 3-Level Cascade of 2-Input Multiplexers

row 0o o\
row 1 [ortf———f

c
row 2 [0/t o\
row 3 [or I

c
row 4 [0t 0\
row s ﬂl’_‘ n

c
row 6[or o\
row 7o I

J

N g %S
s

'SRAM Holding MUX's to select appropriate row
Desired Outputs based on inputs A, B, and C

%
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Example: 2-Bit Binary Up Counter (Part 2)
Next i
The next state logic for this counter only depends on the current state variables since there
are no inputs 1o the system.

Qt_nxt Q0_nxt
Q1_our Qit_cur
Qo_eurN\ 0 1 Qo_cu\_0 1

T 1fofo
1 ¥
Q1_nxt = (Q1_cur - Q0_cur) + (Q1_cur - Q0_cur) QO_nxt = Q0_cur’
or
Q1_nxt=Q1_cur ® Q0_cur
Qutout Logic

Since we are using state-encoded outputs, the outputs of the system will simply be the
current state variables.

CNT(1) = Q1_cur
CNT(0) = Q0_cur

ic Diagram
1 o
Q0 cur
X o 1 cur
UL ) SR el
a1 _cur o
Q0cur e
@
o 0_cur
Q0_eur e oNTo)
b anfe

Clogk ——————————————

“Next State Logic”  *State Memory”  “Output Logic”

Timing Diagram

gl " AT BN T A &

ent[ [0 [ o [ 0 [ 1t W [ o [ 10 [ 1 [ o
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In

‘
The input (In) switches
between Ov and +3.4v

Vee

3.4v

ol

Assume that the Vi of the NMOS
is small enough that Vas > 0 will
turn on the transistor.

‘The output (Out) can only take

B

=l

GND

out

on values between Ov and +3.4v

Assume that the Vr of the PMOS
is small enough that Vs < 0 will
turn on the transistor.
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2-Input LUT Implemented with a 4-Input Muliplexer

SRAM Holding
Desired Outputs

row 0

row 1

row2

row3

4-Input MUX to select
‘appropriate row based on
inputs A and B
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Example: Using a K-map to find a Minimized Sum of Products Expression (4-input)
Step 1: Circle groups of 1's in the K-map

AB »a A Circles can be drawn that
cD “wrap’ around the edges.
0 Notice that the input codes for
00 cells 4 and 12 only difler by 1
i bitfrom cells 6 and 14. This
01
11
10

makes them neighbors and
grouping these 4 cells together
is legal.

. Again, circles that overlap are

legal as long as one circle does.
not fully encompass another.

Step 2: Create a product term for each prime implicant

Variable A: The circle covers Variable A: The circle covers.

arecion where A1 bon 20 aregion hers A’ boin a0
ana 1,0 118 xchded fom D ana 1,30 tis axcudad rom
e product tem. J7 Berosucttom

Variable B: The circle covers.
D aregionwhereBisa 1, soit
is included in the product
term uncomplemented.
.ID'

Variable B: The cicle covers
aregionwhere Bisa 1,501t
is included in the product
term uncomplemented.

Variable C: The circle covers
aregion where C is both a 0
and 1, 5o itis excluded from

Variable C: The dircle covers
aregion where Cis a0, soit
is included in the product

term complemented. the product term.
Variable D: The circle covers. Variable D: The circle covers
aregion where D is both a 0 aregion where Dis a 0, 01t
and 1, soitis excluded from s included in the product

the product term. term gomplemented.

‘The product term for this ‘The product term for this
prime implicant is: B-C' prime implicantis: B-D'

Step 3: Sum all of the product terms for each prime implicant

‘There are two product terms, one for each circle. The final minimized SOP expression is:
F=BC+BD

‘This expression could be further factored using the distributive property to F = B(C'+ D')to

‘eliminate one more logic operation; however, since the problem asked for an SOP form, this last

step was not necessary. Also, leaving a logic expression in an SOP form allows it to be directly

‘converted into a NAND gate only implementation using DeMorgan's Theore if the target logic

family is CMOS.
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Gate Level Depiction of the DeMorgan's Theorem
Original F=(A'+B)=(AB)

A =]
F = 4 F
B B
This can be drawn more simply using inversion bubbles.
A —
F = A F
B 8 —
Dual F=(A"B)=(A+B)’

A
F A F
B B

This can be drawn more simply using inversion bubbles.

A
Fo= A F
L B
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Example: Creating Equivalent Forms to Represent Logic Functionality

Given: The following minterm list.

Find: All equivalent forms to describe the same functionality s the truth table.

Solution: Let's start by writing the minterm list and the maxterm list. These two lists are
equivalent to each other. Remember that the minterm list provides the row numbers
corresponding to an output of true while the maxterm list provides the row numbers
corresponding to an output of false.

F=20003) = [as(1.2)

Let's write the minterm and maxterm expressions in the truth table. These will be used when
creating the canonical sum and product expressions.

minterm | maxterm

M, = A+B'
M, =A+B

wrnao

Now let's write the canonical sum and canonical product logic expressions using these
minterms and maxterms. Remember that a canonical sum is simply all of the minterms
corresponding to an output of true ORd together, and a canonical product is simply all of
the maxterms corresponding to an output of false AND'd together.

F=A'B +AB = (A+B)(A+B)
Finally, let's draw the canonical sum of products logic diagram and the canonical

re f sums I

sop m 28
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Example: Convert 347.12 to Binary:

347 .12
Part 1: Each of the octal symbols is replaced with s 3 bt binary equivalen.

347.12,
/NN

(011100 (111).(001)(010);
B

Leading and Traling 0s can be removed

11100111. 001012
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Range of a TWO'S COMPLEMENT number = — (2"

Nog comp < (27— 1)
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Example: Wha s the 8-51, 2s complament codo fo 99,2
Step 1~ Determine f 99, can be represented witinthe 2 complement number range
An 8.5, 25 complement number has a range o

(2"")  Nacomp S +(2™" = 1)

-2
+
128 < Nacomp < +127

Yes, the number -9, fals witin th range that an 8-, 2 complement number.

Step 2 - Find the positive binary code for 99,0
Quotient  Remainder

= Nacomp < 42" = 1)

2[99 49 1 LsB
e

2 [49 2% 1
e

2m " 0

2 [12 /5 0

2fs "3 0

2 [3 1 1
s

2 [1 0 1 ms8
Done’ ‘The converted 8-bit number is 0110 0011,

Step 3 - Perform 2's Complement on the posilve equivalent of 99;;
First, complement the number 0110 0011,

1001 1100

Secong ass o0 4009 11 0(:
+

1001 1101,
“The 8-bit, 2's complement code for 99,0 is 1001 1101,
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00 01 11 10

AB
CD
00

~oorlorrolorro|roor

o-o-loror|oror|orox
corr-loorr|oorr|oorr
coocofrrrr|oooo|rrrr
coocoloooo|rer|rre

row|A B C D|F

XNOR Checkerboard Pattens Observed in K-maps (4-input)

oran[tvon|oo2|yeze

<mo0
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Example: Modeling Combinational Logic using Continuous Assignment with Conditional
Operators (2)

ABC|F
Implement the following truth table using a continuous oo
assianment with conditional operators. 0010
. . 0101

In this example, a K-map was used to find a minimized 011]o
logic expression of: =~ ol
1010

F = C-(A+B) 110[1

1110

We can implement the conditional operator using input variables and Boolean operators to
directly model the logic expression.

module System (output wire F,
input wire A, B, C);

assign F = (1C && (A 1 B) ) ? 1'b1 : 1'b0;

endnodule
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counter 3bit _graycode up down.v

module counter 3bit_graycode up down
(output wife Count[2:0],
input wire Clock, Reset,
input wire Up)

endmodule
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Example: Execution of an Instruction to “Load Register A Using Immediate Addressing”

A load instruction using immediate addressing will put the value of the operand into a CPU
register. Let's create a program that will load register A in the CPU with the value x'AA".
The program is as follows:

Using Mnemonics Using Hex Values

LDA_IMM  x"AA" or X"86" X"AA"

When the opcode and operand are put into program memory at x'00", they look like this:

cPy Memory
Address
X00" X'86"

3 PC
x"01" X"AA"
[ ] g o2 [Textopoode
PC
A

e of this nstruction
operand nto A

When the CPU begins executing the program, it will perform the following steps:
Step 1 - Fetch the opcode

‘The program counter begins at x'00", meaning that this address is the location of the
first instruction opcode. The PC address is put on the address bus using the MAR and
aread is performed. The information read from memory (e.g., the opcode) is placed
into the instruction register. The PC is then incremented to point to the next address in
program memory. After this step, the IR holds x'86" and the PC holds x'01"

Step 2 - Decode the instruction

The CPU decodes x'86" and understands that itis a “load A with immediate.
addressing”. It also knows from the opcode that the instruction has an operand that
exists at the next address location.

Step 3 — Execute the instruction

The CPU now needs to read the operand. It places the PC address (x'01") on the
‘address bus using the MAR and a read is performed. The information read from
memory (e.g., the operand) is placed into register A. After this step, A=x'AA". Also in
this step, the PC is incremented to point to the next location in memory (x'02"), which
holds the opcode of the next instruction to be executed.
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D-Flip-Flop (Rising Edge Triggered) Timing Diagram

Data

Data

D1

D a o al—a
<o ol

He an “e  anf—an

o =
an
Clock ——I>o—
A “
mn ® On ths ising edge of clock, Qs
updated wih the value of D (Q=1).
o 0o

Clock

c1

c2

D1

an

Laich Lalch

[RRSSE s e m—
Track | Hold " Track | Hold "} Track

premm— . — D —
Hold | Track | Hold | Track | Hold

I%

To accomplish this, U1 goes into hold
mode when the clock goes HIGH,
which stores the input 1. U2 goes into
rack mode, passing the 1 10 the.
output Q. This configuration keeps
Q=1 for the frst part of the clock
cycle.

(@ When the clock goes LOW, U2 goes.
into hold mode, which stores the 1
from U1 and drives Q=1 for the rest
of the clock period.

U1 goes into track mode to get ready
for the next rising edge of the clock.
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Example: Design of a 4-Bit Subtractor Using Full Adders
A subtractor can be made from an adder by taking advantage of two's complement
representation. When we wish to perform a subtraction we simply take the two's
complement of the subtrahend (e.g., complement all bits and add 1) and then add the two
numbers.

A <— Minuend
B <— subtahend = + (-B)

Difference Difference

Adders can be converted into sublractors by inverting the input B and adding 1. Since the
adder is already setup to accommodate a carry in on position 0 (€.9., Co), we can simply
set Cy=1 to accomplish the “add 1" step. Al carries are now considered borrows and the
sumis considered the difference.

The two's complement of B:
1) complementing each bit
2) adding 1
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Example: State Diagram LDA_DIR
The following is the state diagram for LDA_DIR. This load instruction will move information

from memory into register A. Direct addressing implies that the information to be put into A
is located at the address provided as the operand of the instruction.

S_FETCH.0

Bus1_Soi = PC
> susz sel- Bust

MAR.Load

1

S_FETCH 1
pe.inc

The same fetch/decode states are
o executed on every instruction.

S _FETCH 2

S_DECODE 3

If (IR=LDA_DIR) o other instructions.

“Load A Direct” means that the operand of the

1 instruction is the address of the contents to be put nto

O A x A. PCis already pointing to this location in memory 5o
= we can put it out on MAR

Itwill take 1 clock cycle for the memory to provide the
operand after receiving the address. While waiting, the.
PC can be incremented o the next address in the
program memory.

‘The operand that has been read from memory is now
available on Bus2. We put this value into MAR by
asserting MAR_Load,

Itwill take 1 clock cycle for the memory to provide the
contents at the address on MAR. This state simply.
gives the memory system time 10 respond.

Now MAR s driving the correct address. We put the.
contents arriving on from_memory onto Bus2 and then
latch the value into A by asserting A_Load. Register A
will be updated in the next state (€.g., S_FETCH_0).
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Classical Digital Design Flow

— - Design a “Prime Number Detector” that takes in values from Oro
Specifications | to 7:,. The circuit should be able to indicate a prime number with
a delay less than 200ns.
AB clen
0 0 0f0
wse) A—] oot
Functional 8 Loge PN 9101 —2
Design s C] e
10 1|1 —s
11 0|0
111 e
a8
c
00 01 11 10
- Noono H
Synthesis I o il
] 1 c—]
F=A'B+AC
- Itis decided that a 74HC logic 5. m
Technology | family will be the most cost- B
Mapping effective technology for this design. PN
To minimize the number of parts, .
the logic will be implemented with
only NAND-gates.
A Ve
Place an - The circuit to be
;C:mae d implemented is placed in a : P
floor plan and an estimate of
the connections are made. B
c oD oy
- Based on the layout, Gty + ety = by = 15008
- the wire delays are d4.3 l
Verification found. The delays of A
the gates are taken B N
from the data sheet. BY PN
icati - The verified circuit is
Fabrication | ¢ riementedin harcware.
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Example: Using a K-map to find a Minimized Product of Sums Expression (3-input)

Step 1: Circle groups of 0's in the K-map
AB _a A
T

|
00 01 11 10 Again, the polarities of the
0 :lc variables along K-map are

- changed o reflect how the
variables are entered into the
J sum terms.

(o—
B B B
Step 2: Create a sum term for each prime implicant

i Variable A: The circl
Vs Mectecows AR _x Yl Tmseos

a region where Als both a 0 ey 2
and1,soitis excludedfrom  C "\_00 01 11_10 is included in the sum term
the sum term. complemented.
o111 ]0]]e
Variable B: The circle covers z-5=fr=—o Variable 8: The circle covers
aregion where Bis a0, so it L. 111 C' aregion where Bisa0, soit
is included in the sum term is included in the sum term
uncomplemented. B B B uncomplemented.
Variable C: The circle covers Variable C: The circle covers
a region where Cis a 1,50 t a region where C is both a 0
is included in the sum term and 1, soitis excluded from
‘complemented. the sum term.

The sum term for this prime

The sum term for this prir
oy voprims: implicantis: A+B

implcantis: B+C'
Step 3: Multiply al of the sum terms for each prime implicant
There are two sum terms, one for each circe. The final minimized POS expression is:
F = (B+CY(A*B)
Check: Is this equivalent to the logic expression obtained using the SOP approach?

From the prior example, the minimized SOP expression was: F = A“C'+B

F = (B+C'}(A'+B) <-Let's use the Boolean aigebra theorems 10 see if this is equal to A“C' + B
F=B+(C"A) <— Using the distributive property on the POS expression, we can factor out B.

F=A"C'+B <— The commutative property allows us to rearrange terms to match the SOP
‘expression exaclly.

Yes, its POS expression is equivalent to the SOP expression.
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Example: 3-0-8 One-Hot Decoder — Verilog Modeling using Conditional Operators

‘The block diagram and truth table for this system are as follows. Notice that the input and
output ports now use vectors in order to create a more compact description.

ABC | F7) F(6) F(S) Fd) F3) FE2) (1) FO)

000 [0 0 0 0 0 0 0 1
decoder_thot_3t08 s e et gl

J 01010 0 000 1 00
Al asc LA ©011"|{ 0 0 0 0 1 0 0 0
%000 0 0 1 0 0 0 0

401" 0 0 1 000 00

“10'0 1 0 0 0 0 0 0

“11| 1 0 0 0 00 0 0

The following shows a technique to model the decoder using continuous assignment with
conditional operators. Note that the output will be “unknown” (X) if the input code is not
one of the eight possible binary input values.

module decoder_lhot_3to8 (output wire [7:0] ¥,
input wire [2:0] ABO);

assign F = 3'D000) 2 8'B0000_0001 :
3'b001) > 8'b000070010
£010) ? 8'50000-0100
011) 2 85000071000
100) 2 85000170000
101) 2 8'5001070000
110) > 8'50100-0000
(RBC == 3:b111) ? 8'b100020000 :
800 000t

endnodule
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Example: Vending Machine Controller in Verilog ~ Design Description and Port Definition
‘The vending machine sells bottles of water for 75¢. Customers can enter either a dollar bill
o quarters. Once a sufficient amount of money is entered, the vending machine wil
dispense a bottle of water and, i the user entered a dollar, retur one quarter in change.

Block Diagram p
“Money Receiver” Vending.y Bt Dansir
oo | o oo —{RILILY -
-1 Quarter| in % .
Qi Coin Retum” ¢, o
— Change o)
‘State Diagram ?

Port Definition

module Vending
(output e Dispense, Change,
input wire Clock, Reset, D_in, Q_in);

{Dispense=1)
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Analog vs. Digital Circuit Complexity

Analog Inverter Digital Inverter
R2 v+

| S——

v+ ‘Switch open when In=1

4
R1 In—|
n S ut
1 out
+ L \© Switch closod when in=1
Switch open when n=0.

V- V-
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F=IIagcpn(3,7,11,15)
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DRAM Storage Element (1T 1C)

Word Line (WL)

Digit Line (DL) |

M1

c1
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Example: Printing Test Bench Results to an External File

The results will be printed
SystemX_TB to an exteral text fle.
Stimulus
[Eotntni SystemX oun) Data_Out.txt
1ABC_TB 3 ]
o oo o7 2 2
| ARG F > External
Y E | Fie

Test bench values can be printed to a fle using either
Stdisplay(), $furite(), $fstrobe), or Sfmonitor().

SystemX_TB.v

“timescale 1ns/lps

module System: TB ();

reg [2:0] ABC_TB.
wire F_15; A unique fi o
e unique file desciptor is generated

when Sfopen() s called. The desciptor
Systemx DUT (.F(F_TB), .ABC(ABC_TB)); IS aninteger. An integer variable must
- - be setup before caling Sfopen).

initial
begin /
FILE = $fopen("Data_Out.txt")
$fdisplay (FILE, "ABC | F");

ABC_TB=3'b000; 41 Sfdisplay(FILE, '%b | 3bv, ABC TS, F_TB);
#9 ABCTTB3'b001; 41 S$edisplay(FILE, "%b | %b", ABC TB, F_TB)
#9 ABCTTB=3'b010; #1 S$fdisplay(FILE, '%b | $bv, ABC_TB, FTB)
#9 ABCTTB=3'b011; 41 Sfdisplay(FILE, "tb | %b", ABC TB, F_TB)
49 ABCTTB=3'b100; 1 S$fdisplay(FILE, '%b | b, ABC_TB, FTB)
#5 ABCTTB=3'b101; 1 Sfdisplay(FILE, "%b | Wb, ABC TR, ETB)
#9 ABCTTB3'b110; 41 Sfdisplay(FILE, "tb | %b", ABC_TB, E_TB)
#9 ABCTTB=3'BI11; 1 $fdisplay(FILE, *Sb | 3", ABC_TB, FLTB)

Sfdisplay() directs the test strings o a file.
endmodule

The above test bench will create the file “Data_Out txt” and print the following text to it

Tow o Nowpsd - O X
i 5 Formst v b

nac | F

000 | 1

o1 | o

o10 | 1

ot | o

100 | 0

w100

10 | 1

ni e
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Example: 2-t0-1 Multiplexer — Logic Synthesis by Hand
The symbol and truth table for the 2-to-1 multiplexer are as follows:
mux_2to1

Sel

)
3

®
®>[n

Sel

In order to design the multiplexer, itis helpful to list all possible values for A, B and Selin a
truth table form.

SelAB|F
0000
When Sel=0, 0010 v
the outputis A 0101 oToTAToTo
0111 > o : > F=SelA+Sel8
100][0
When Sel=1, 1011
the outputis B 110]0
11101 Timing Waveform
mux 201 R Ennnnnne
A ) 8] Mo
| - When Sel=1,
N X Cp— the outputis B
) Fhelll
¥~ When Sel=0, the outputis A

Sel
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Vending behavioral.v

module Vending behavioral
(output reg” Dispense, Change,
input wire Clock, Reset,
input wire Nin, bin);
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Example: Vending Machine Controller (Part 2)
ncoding
Let's encode the states i binary and name the current state variables Q1_cur and Q0_cur
and the next state variables Q1_nxt and Q0_nxt. In this table we list out all possible values
the current state and the inputs to make the table more complete.

Current State Tnput Nex! State Outputs
Q1 _cur[Q0_cur|Q_in[D_in Qi_nxt| Q0_nxi | Dispense [Change|
Wat| 0 | 0 |00 [Wat| 0 0 [ []
Wait| 0 | 0 |0 |1 Wait|l o 0 1 1
wait| o | o [1]0 [25] o 1 0 0
Wait| 0 | o |11 |wat|] o 0 0 0
¢ 0 T 00 [25¢] 0 1 0 4
25¢ | 0 1 (o] 1]25)| o 1 0 0
25¢ | 0 1 [ 1] o0 |50¢| 1 [ 0 0
25¢| 0 1 |11 f2sel o 1 0 0
50¢ [ 1 0 [0 [0 [50¢] 1 0 0 0
50¢ | 1 0 [0 |1 |50¢| 1 0 0 0
50¢ | 1 0 [ 1|0 [wait| o 0 1 0
50¢ | 1 o | 1] 1[s0¢] 1 0 0 [

Next State Logic
The next state logic for this counter depends on both the current state variables and the
system input Up. We can again take advantage of don't cares for the unused state code to
minimize the logic.

Qlor Qe ator Q0w
ain \® azin \0-eur

D_in 01 1110 Toin\ 00 01 1110

w0 ]o] w0 ]A 0

ofofo of0 o

w00 w0 [ [%[0]|

L @S o]0 [x [0
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Example: Simulation Waveform for ADD_AB

Let's look at the timing diagram when executing the following add instruction located at
address x'04" in program memory. Prior to this instruction,

opcode for this instruction is x'42".

ADD_AB

'S_FETCH_0 puts PC into MAR
0 provide the address of the.
lopcode. MAR s updated on the
next dock edge.

In'S_FETGH_2, the opcode 18
[available from memry. We route
lto Bus2 and assert IR_Load. IR will
be updated on the next ciock edge.

The inputs 0 the ALU are B and Bus’.
S_ADD_AB_4 puts A onto Bus1, puts.
|ALU_Result an Bus2, and sets ALU_Sel
to"additon". A Load and CCR_Load
are assertod o latch i the sum and

status flags on the next cock edge.

In'S_FETCH_1. the PC Is incremented

|whits waitng for the memory to produce]

the opcode. PC takes on its new valuo|
on the next edge of clock.

[A has been updated witnthe
sum and CCR_Result has.
been updated with NZVC.

'S_DECODE_3 decodes the opcode
and knows that this s a“add A to 8"
and that there is no operand.






OEBPS/A420020_1_En_7_Fig68_HTML.gif
Clock

Reset






OEBPS/A420020_1_En_5_Fig23_HTML.gif
-

SystemG.vhd

—A

—B
—c

~-oo/-ooo

o-o-oro-

corvoor—

EYoYT= t——





OEBPS/A420020_1_En_7_Fig27_HTML.gif
NAND-Debounce Circuit for a SPDT Switch
Unpressed Vee

e

Pressing

Out
Q
0o 1
0l 1
10 0
1 1] LastQ Lastan

The switch connects §'to GND.
and R2 puls R’ 10 Veg, thus
creating a solid Out=0.

out

out

La:

tQ LastQn

OUt whie the contact is loating, the SR latch
will hold it last value of Out=0 because
S'=R'=1 due to the pull-up resistors.

Pressed Voo
R1 Out
168)
1
& @ 0.1 k §
Veo 10| o 1
l—\ 11| LastQ LastGn :|
v R2: o
0T ut
w®R)—= @

e
destinaton contact, it wil bounce between
these two states, thus holding a solid Out=1

o unpressed —e— pressing —. prossed
out |!
—0—— 00— ) — O ——
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Examining the Source of a Timing Hazard (or glitch) in a Combinational Logic Circuit

Static 0 Timing Hazard
'

Momentary giitch between two input codes.
that both produce an output of O

o

Static 1 Timing Hazard

Momentary glitch between two input codes.
that both produce an outputof 1

o

Dynamic Hazards

Momentary glitch during a transition
between the two output states.
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Example: Design of a 4-Bit Programmable Adder/Subtractor
The control signal “ADDn/SUB" is used to select whether the circuit performs addition
(ADDN/SUB=0) or subtraction (ADDN/SUB=1). When in subiraction mode, the XOR gates
invert the subtrahend B and add 1 to the first adder stage. These steps take the two's
complement of B and allow an add operation to conduct subtraction.

A; By A; By Ay By ADDn/SUB
1 1
0 = Add
1= Subrac
CouOr A B A B A B
B¢
G+ Ca Cau + Can Cau + Ca o+ Col
Sum Sum Sum
T T2 T~
SsaDs 2002 S14D; SowDo
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D-Flip-Flop with Synchronous Enable

Presel

R PCKEND| Q Qn
ol 0 X X X X[ 0 1 Reset
10 X X x| 1 0 Preset
—en 11 0 X X|lastQ LastQn Store
N ol 11 1 X X |LlastQ LastQn Store
1 1 § 0 X|lastQ LastQn Disabled (ignore clock)
Reset 11510 0 1 Update
11 F 11 1 0 Update
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Example: 3-Bit One-Hot Up Counter (Part 1)

‘Word Description
We are going to design a 3-bit one-hot up counter. The counter will 4
output an incrementing one-hot pattern on every rising edge of the Hotf~
clock (001", 010, “100). When the counter reaches “100", it will start
over counting at 001" The output of the counter is called Hot.

State Diagram & State Transition Table
The state diagram for this counter is below. Notice that there are no inputs to the state

machine. The outputs of this machine depend only on the current state so they are written
inside of the state circles. This is a Moore machine.

Hot 0 (Output)
Hotoot) Current State[ Next State | Hot
HoLO Hot_1 | ‘001"
Hot_1 Hot2 | 010"
Hot.2 Hot_1 Hot_2 Hot 0 | *100"

(Hot="100") (Hot="010")

When implementing this counter, we can use *state-encoded outputs”. Using one-hot state.
encoding requires three bits to encode the states. This means we'll need three variables
for both the current state and next state. Let's name the current state variables Q2_our,
Q1_cur and QO_cur and the next state variables Q2_nxt, Q1_nxt and Q0_nxt. The state
code assignments and updated state transition table are below.

Current State Next State Outputs|
[Q2_cur]Q1_cur]Q0_cur] [Q2_nx[Q1_nxt]Q0_nxi| Hot
Hoto[ o [ o | 1 [Het1] o [ 1 [ o [-oor
Hot1l o [ 1 | o [Hot2[ 1 | o | o [0t
Hot2| 1 | o | o [Hoto| o | o | 1 [-100
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Example: 3-Bit One-Hot Up/Down Counter (Part 2)
Next State Logic
The next state logic for this counter depends on both the current state variables and the
system input Up. We can again take advantage of don't cares to minimize the logic.

Q2 nx
a2 aur 2_cur 2_cur
0_cu\ -0 Q0_cur\ Q-1 Qo_cur\ Q1"
N\ 00 o1 11 10 U\ 00 ot i1 10} Up i 10
o[ x |0 0 X o[ x [ [x)]o
o[x|f 0 X o x[o]f
o [x[%]x 1 ufo[x
K @iEs [) [0
L‘ QO_nxt = (Q2_cur - Up) + (Q1_cur - Up')
Q1_nxt = (Q0_cur - Up) + (Q2_cur - Up')
Q2_nxt = (Q1_cur - Up) + (Q0_cur - Up')
Output Logic
Since we are using state-encoded outputs, the outputs of the system will simply be the
current state variables. Hol2) = Q2_cur

Hot(1
Hot(0) =
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SRAM Operation During a Write Cycle - Storing “0111" to Address "01"

e

Sense Amps
&
Line Drivers
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5 o]

1 1
Data Line Controller

{
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Definition and Gate Level Depiction of a Minterm

Each minterm is a product term that produces a 1 for
one and only one input code. Each minterm must
contain every literal. Complements are applied to the
input variables to create the correct logic.

minterm

row

Soool>
so-olw

7\

We use a lower case ‘m’" to represent a
minterm expression. The row number is
given as a subscript to indicate the particular
minterm expression.
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Example: Using the Distributive Property to Reduce the Number of Gates in a Logic Circuit
You are designing a combinational logic circuit that calls for the following expression:

X

X
z

DD_

You notice that since X s present in both product terms, this logic expression can be
manipulated using the distributive property in order to reduce the total number of gates.

necessary in the circut.

F=XY4XZ = X(Y42)
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Example: Calculating the Final Digit Line Voltage in a DRAM Based on Charge Sharing
Digit Line Toillustrate how charge sharing limits the voltage that is

3 developed on the digit line, let’s consider a simple
Wofii e, | example where the cell is storing a logic 1 (Vs=+3.3v) and
CoL the digitine s initially Set to Vo,=1.65v. The capacitance

4 e Ce=10 pF while the capacitance of
V, % the digit line is. Cp 150 pF ‘We want to solve for the

= ‘The principle that guides this problem is “charge
= conservation”. This means that the total amount of charge
T in the system can neither be created nor destroyed. The
‘amount of charge in the system is dictated by the initial
1 voltage across the capacitors. Since the definition of
L capacitance is “Charge per Volt', or C=Q/V, we can solve
o for the total amount of charge in the system prior to the
¥
¢
k2

‘access transistor being closed.

Qe > Qin the stor cell + Q on the digital lin
Cs=Qs/Vs Cou=Qou/Vou
10pF=Qs/33v  150pF=Qo /165
Qs=33pC Qo =247.5pC
Qui = Q, + Qo =33 pC + 247.5 pC = 280.5 pC

Once the access transistor closes, the two voltages (Vs and Vo) are connected together

and are forced to the same voltage (Vs=Vou=Vina). Also after the access transistor closes,

the final capacitance of the system is the sum of the two capacitors (Crs=Cs+Co =160 pF)
since capacitors in parallel are additive. Using charge conservation, the inital charge in the
system is equivalent to the final charge in the system (Qun=Q=280.5 pC). From these
values we can calculate the final voltage in the system after the access transistor closes.

Gy = Qunat/ Vinr
160 pF = 280.5 pC/ Vi
Vins=1.75 v

This means that when storage cell is connected to the digt line, it only moves the voltage:
by 0.1v (1.76v-1.65v), or 100mv. This is a problem because this voltage difference is not
sufficient to be detected using a standard logic gate.

BAT Vim
+1.75v i
+1.65v

Voc

Word Line
Asserted Here

ov
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Analog vs. Digital Signals
An “analog’ signal is a continuous, time-varying electrical quantity that represents the.
actual information. A “digital” signal is a discrete representation of the information.

Analog Digital
N N 1 1
o o T
i i
= i culo 0

Time Time
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Example: Convert 10111.01; to Octat

10111. 012
Part 1: Form groups of 3 bils representing octal symbols.

(010)(111).(010),

RIS

Whole number groupings startai the  Fractional number groupings start at
radix point and work et the radix point and work right.
Leading 0's are added as necessary. 0's are added as necessary.

Part 2: Perform a direct substitution of the bit groupings wih the equivalent oclal symbol,

(010)(111).(010),

27.24
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Example: 2-Bit Binary Up Counter (Part 1)

‘Word Description
We are going to design a 2-bit binary up counter. The counter will 2
increment by 1 on every rising edge of the clock (00, “01", “10", “11). CNT[A
When the counter reaches *11", it wil start over counting at *00". The
output of the counter is called CNT.

iagram Transition T:

‘The state diagram for this counter is below. Notice that there are no inputs to the state
machine. Also notice that the machine transitions in a linear pattern through the states and
continually repeats the sequence of states. The outputs of this machine depend only on
the current state so they are written inside of the state circles. This is a Moore machine.

(Output)
Current State] Next State | CNT
<o [ 00"
ct c2 ‘o
c2 c3 “10°
c3 co “r

When implementing this counter, we can use “state-encoded outputs”. This means that we
choose the state codes so that they match the desired output at each state. This allows
the machine to simply use the current state variables for the system outputs. Let's name
the current state variables Q1_cur and QO_cur and the next state variables Q1_nxt and
QO_nxt. The state code assignments and updated state transition table are bel

low.
o Current State Next State Outputs
- Qi_cur] Q0_cur Q1_m[Q0_nxt| CNT
ct co| o o | ) 1 “00"
c2 [N 1 c2 1 0 o1
& c2| 1 o | e | 1 1| e
c3| 1 1 co | o o |
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2-Input LUT Implemented with a 2-Level Cascade of 2-Input Multiplexers

w0

row1

row2

row3

row0

row1

row2

w3

SRAM Holding
Desired Outputs

MUX's to select appropriate
row based on inputs A and B

row 0
row 1
.
/]/ N
B
row2 o
row3 1
B
v [F
ot [8
o0 = o1
w2 8
{ A=0 row3 [1
50 ot
owo [F

820

F=0
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Example: 1-to-4 Demultiplexer — Verilog Modeling using Continuous Assignment
‘The symbol and truth table for the 1-to-4 demultiplexer are as follows

demux_1tod
X Yz
“00'[A 000
‘01" 0 A 00
‘10| 0 0 A0
2 “17[0 00 A

“The following are two different ways to implement the behavior of the demultiplexer with
continuous assignment: (1) with logical operators; and (2) with conditional operators.

m

@

module demux_ltod (output wire W, X, ¥, Z,
input wire A,
input wire [1:0] Sel);

assign W= (A & ~Sel[1] & ~Sel[0]);
assign X = (A & ~Sel(1] & Sel(0]);
assign ¥ = (A & Sel[1] & ~Sel[0]):
assign 2 = (A & Sel(1] & sel(o]);

endmodule

module demux_ltod (output wire
input i
input wire

assign W
assign X
¥
H

= (sl == 2'b00)

assign
assion

endmodule
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Example: Test Bench for a Combinational Logic

SystemX_TB
/ - ‘The design to be tested
Stmulus s declared as a sub-

‘The test bench is I ‘system and instantiated
typicaly named the [ SFTlFlFIT I e et beneh
same as the DUT but || ' = Signals are declared to
vith*_T" at the end connect tothe ports of
XXX [EEE] the DUT.
Stimulus patterns are generated in the test The output of the DUT can be viewed as a
bench and driven nto the DUT. The patterns. waveform in a simulaton tool. Veriog also has
should cover every possible input conditon. constructs to perform automated checking

susi P, against a description of the expected outputs.

module System: TB ();

|Whenever delay is used. a
timescale should be defined.

feg ATB, BB, CTBi«— | Type“reg'is usedforthe
wire FTB! inputs of the DUT, “wire’ is
used for the outputs.

SystemX DUT (.F(E_TB), .A(A_TE), .B(B_TB), .C(C_TB));
" Instantiate the DUT.

inttial
S s e An ritl bock can be
#0  Am-0; Emee0; | used o drive in a series
9 Ameo smn T of stimulus patterns
10 ATBe0; B7mel; ol
¥0  ATte1; BTB=0; Widier il
#0  ATmen1; Bmee0; ved sesig
$0 Amei) Bmeer thatuvil drive in al
$0 ATme-1) Bmel; possible patterns into the
and combinatin logic
¥ "
Sreraw it This will execute

once.
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Example: Push-Button Window Controller in Verilog ~ Simulation Waveform
‘The state machine moves to the next state on the rising edge of the clock.

\When Press is aséerted, the outputs and
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Example: Determining the Truth Table from a Logic Diagram
Given: The following combinational logic diagram.

prsulDt

\ F

c

Find: The truth table for the output .

Solution: First, we label each internal node and record the intermediate logic expressions.

A—m-m
6 —>o-nize
) F=(A-B) + (B0C)

c —_i>..:_-(a-scy

Next, we evaluate each node for all possible input codes working from the left o the right.
“This allows us to keep a record of the values of each intermediate node that can be used in

the subsequent evaluations. We continue this process until we reach the final output F.
A B Cln1=8|n2=A8 |n3=B&C|F = (AB)+ (B'SC)
00 0| 1 0 1 1
001 1 0 0 0
010 0 0 0 0
011] 0 0 1 1
Too0| 1 T T 1
101 1 1 0 1
110 0 0 0 [
111] 0 0 1 1

|

Notice that the intermediate computations can be used in the subsequent evaluations.
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Example: Process to Correctly Handle Signed Numbers Using an Unsigned Multiplier
The process for handling negative numbers in binary multiplication involves taking the.
two's complement of any negative numbers to get their positive magnitude equivalents.
The unsigned multplier is then used to create a posilive product. I the signs of the inputs
should produce a negative product, then the last step is to take the two's complement of
the product. Let's do an example of this process on (-7 o)x(+710)=(-49xo).

Step 1 - Take the two's complement of any negative inputs.

We notice this numberis —» 4 0 0 1 —»
negative (-7:0) so we take
its two's complement. ~ x 0 1 1 1

Step 2 - Perform the multiplication,

Step 3 - Apply the sign to the product (if applicable).

Since we had a (neg)x(pos), the 00110001 < *9%
product should be a negative, so
we need (o apply the sign by

taking the two's complement, 11001111 < -9

| Two's complement

Notice the result is now in 8-bit CORRECT!
two's complement representation.
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Example: Timing Analysis of a 4-Bit Carry Look Ahead Adder

The CLA logic diagram is as follows: “Modified Full Adder”
As By Az By A By \ Ao By
| |
ﬂ+ H 1
= s u a Level 1
G cs c. c .{Cn
f R? T
@ poS @ mos, EE / s, o m S
Lovel 4
P0PCo .
002" [T o % pg fi%enco | o b mpucﬂ % me
1 L./ I 1 Level2
y 0119
U Lovel3
E
@ PGt PIPIO Y Gt Y PIBGet G PG tPrReCo  GovReCo
PuPrPIGo+ PyPrPrPICo PzpipeCo
T “Look Ahead Circuitry” 1
Fan-In ultimately becomes Each carry is produced in three levels of logic. For

an issue as the width of the positions 1 and higher, the sum is produced in four levels
‘adder increases. of logic since the look ahead carry needs to go through
one last XOR gate in the modified adder.
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Formation of a 3-input K-map ot he inputcades for A snd &
need to be entered such that only one.
Creating a 3-Input K-map bitis diferent between neighbors.

pacts how the row

numbers are situated in
A3-input K-map the K-map. Cells 4 and 5
will have 2° cells, are on the edge, not next
or 8 cells. 1o Cells 2and 3.

Also note how the
columns corresponding
1o B ‘wrap’ around the
edges of the K-map.

Populating a 3-Input K-map

Care must be taken when populating the K-map since the ordering of the cell numbers is not
‘sequential. Entering the output values from the truth table into the wrong cell is one of the most
‘common mistakes made when using a K-map.

AB A

Fo |-
.0 :|c






OEBPS/A420020_1_En_3_Fig28_HTML.gif
CMOS 3-Input NAND Gate Schematic
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Example: Verilog Port Declarations
Pre Verilog-2001 Approach: Port names are listed after the module
name with directions and types listed separately within the module.

System1 module Systeml (F, X, ¥, 2);
—x output E; /1 Boxt directions
I o input X, ¥, 2;
—z wire  E: 11 Roxt types
or wire X, ¥, %
ARporwaretype e /1= module items go here. ..
endmodule

Post Verilog-2001 Approach: Port names, directions, and types.
are listed after the module name.
module Systeml (output wire F,.

input wire X, ¥, 2);

//-- module items go here...

endnodule

System2

Post Verllog-2001 Approach:

Bus_In Bus_Out| module Systen2 (output reg Bus OuE[31:0],
Tnput wire Bus In(31:0]);

//-- module items go here...
Inputs are type wire,
outputs are type reg. endnodule
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Example: Timing Analysis of a Ripple Carry Adder
The carry ripples through the adder chain. The first full adder (FAO) takes three levels of
logic to complete. When C; reaches the FAT, is first half adder has already completed its
computation. This means only two more levels of logic are needed to compute C:.

AsBs A:B; ArBy AoBo
FA3 FAZ FAT FAO
[ % [ % [ % [ %v e
G d lc B/l il 1 leso
I % [ % I % -
h{ A 1
ol ol ==

Level9  Levels Level?  Levels Lovels  Leveld
The number of logic levels for this adder is given as:
Levels of Logic = 3 + 2(n-1)
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Example: Timing Analysis of a 4-Bit Unsigned Multiplier
The adders can cause significant delay since they are in a cascaded configuration. The

longest delay path is highiighted below.
ABo| [ABo| (A [AcBo
=)
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counter_3bit binary up.v

module counter_3bit binary up
(output wiFe Count[2:07,
input wire Clock, Reset):

endmodule
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FPGA Input/ Output Block (10B)
The I0B can be programmed to either be an input or output. Both input and output circuits
contain D-Flip-Flops to support synchronous logic. Placing the D-Flip-Flops close to the
1/0 pad reduces differences in propagation delays between package pins.

Fiofi Output Circuitry

Internal ——————
Logic —LI
D Q
/r Output
EN
—E 110

Pad

Input Circuitry

To |
Internal —T—1

Logic \[\ )
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Example: Serial Bit Sequence Detector in Veerilog — Full Model

module Seq Det (output reg ERR,
input wire Clock, Reset, Din);

reg [2:0] current state, next_state
parameter Start = 3'b000,

DO_is 1 = 3'b001;
D1TisT1 = 3'B010;
DOTnoT_1 = 3'BOLL,
DITnotT1 = 3'b100}

always @ (posedge Clock or negedge Resst)
begin: STATE MEMORY
if (1Reset]
current_state <= Start;
else
current_state <= next_state;
end

alvays @ (current state or Din)
NEXT_STATE_L0GIC
Gase (curfent_state)
Start ¢ Tf (bin == 1'b1)
next_state = DO_is 1;
olse
next_state = DO_not.
DOis i :if Min == 1'B1)
next_state = DI_is_1;
olse
next_state = D1_not 3

Dl is 1 : next state = Start;
DOTRoE 1 : next_state = DI not 1;
DITnotTl : next state = Start;
defaulT : next state = Start:

endcase’

end

alvays @ (current state or Din)
begin: OUTRUT LOGIC
case (current_state)
Dlis 1 : If (Din == 1'b1)

ERR = 1'b1;
else
= 1'0;
default : ERR = 1'B0;
endcase
end’

endmodule

Declaration of state variables
and state encoding.

‘State memory block. This is
sequential logic so non-
blocking assignments are
used. This block only makes
assignments to the signal
“current_state”.

Next state logic block. This is
combinational logic so
blocking assignments are
used. This block only makes
assignments to the signal
“next_state".

Output logic block. This is
combinational logic so
blocking assignments are
used. Since there is only one
condition where the output
“ERR” is asserted, the default
clause can be used for all
other conditions.
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Example: Creating a Canonical Product of Sums Logic Circuit using Maxterms
Given: The following truth table.

Find: The Canonical POS.

00
01
10
11

‘Solution: Let's first start by writing the maxterms for the rows that correspond o a 0 on the
output. These can then be implemented using inverters and OR gates. The final step is to
feed the outputs of each maxterm circuit into a single AND gate.

F—

row|A B| Maxterm A

0 [0 of Mm=aB B

1o 1| - =

2(10f - F = (A+B) (A4B)
301 1] m=Ase

Let's now check that this circuit performs as intended by testing it under each input code
for A and B and observing the output F.

A=0,B= A=0,B=1
- Notice that My
o is producing a 0

D)

o

Notice that My
is producing a 0

‘This circuit operates as intended.
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Example: Push-Button Window Controller in Verilog ~ Design Description
‘The window controller will send the appropriate control signals to a motor to open or close it
whenever a button is pressed. The system must keep track whether the window s open or
closed in order to send the correct signal, thus a state machine is needed. The block
diagram and state diagram for this system is shown below.

Block Diagram

T PBWC.Y
Open_cw oW S onen
Press . Wniow
Motor
Close_CCW cow,
Reset
State Diagram Press="
(Open_CW=1
Close_CCW=0)
Press=0
(Open_cw=0,
B Close_CCW=0)
ress=
(Open_CW=0,

Close_CCW=1)
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D-Latch Schematic, Symbol and Truth Table.

D D a
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Y-Chart of Design Abstraction

“System Lover
Design Levels
“Aigorthmic Lever”
Behavioral o Structural
Domain Domain
“Register Transter Lover”

Specification
Algorithms
Register Transfer
Boolean Algebra

Differential Equations, KVL, KCL

CPU, Memory
Processor, Sub- Systen]
State Machines, ALUS

“Gate Level”

“Circut Lover”

Transistor

Laying out geometries for device fabrication
Laying out gate-level cells

Laying out macro-level blocks

Module Floorplanning

Chip/Board Floorplanning

Physical Domain
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Verilog Signals and Systems Signals n1 and n2 are declared
System3 within the System3 module

Sub2

nt
A new signal is not needed The port names A and Bare usedin  Using the signal name nt is
for these connections. The  two sub-systems. This is legal legal here. The signal does
port names can be usedto  since they are named vithin the not ‘see” the duplicate signal
signify the connections lower-level sub-systems. They are  name “n1" vithin the System3
instead. not connected to each other module because they are at

implicitly and there is no conflict different levels of hierarchy.
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module mux_8tol
(output wire F,
input wire [7:0] A,
input wire [2:0] Sel);
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Example: Execution of an Instruction to “Branch Aways™

A branch always instruction will set the program counter to the value provided by the
operand. Let's create a program that wil set the program counter to x'00". The program is

as follows:
Using Mnemonics Using Hex Values
BRA x"00" or x"20" x"00"
When the opcode and operand are put into program memory at x'06", they look like this
cPy Memory
Address
R x'00" [ Next Opcode
MAR B 2 B
x06" X20"
PC x| 500°
4 or Ty } BRA X'00
A

The purpose of this instruction s to put
the value of the operand into the PC.

When the CPU begins executing the program, it will perform the following steps:
Step 1 - Fetch the opcode

‘The program counter begins at X'06", meaning that this address is the location of the
instruction opcode. The PC address is put on the address bus using the MAR and a
read is performed. The information read from memory (e.g., the opcode) is placed into
the instruction register. The PC is then incremented to point to the next address in
program memory. After this step, the PC holds 07" and the IR holds x'20".

Step 2 - Decode the instruction

‘The CPU decodes x20" and understands that it is a *branch always". It also knows
from the opcode that the instruction has an operand that exists at the next address
location

Step 3 - Execute th

struction

The CPU now needs to read the operand. It places the PC address ('07") on the
address bus using the MAR and a read is performed. The information read from
memory (e.g., the operand) is the address to load into the PC. The operand is latched
into the PC and the instruction is complete. After this instruction, the PC=x'00" and the
program will begin executing instructions at that address.
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3-Input XOR Gate Implementation

out

ow>

© >

Out

o

saoasloocool»

ssasloocool»

R e

snoo 2mocolw

~o-clsoaolo

~o-0 oaolo

Formally accurate
functionality of a 3-input
XOR gate, yet never
implemented in modern
digtal logic.

Used

This is the more useful

functionality for a 3-bit XOR

gate that is implemented in
modern digital logic.
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Verilog Structural Design using Explicit Port Mapping
Systemd.y

endnodule

module Subl (output wire FL, F2,

input wire A, B)}

7/ behavior here...

module Sub2 (output wire W,
input wire A,

7/ behavior here...

endnodule

B

module System3 (output
input.
wire ni, n2;

subl U0 (.F1(n1),
subz UL (:W(B) ,

endnodule

t wire Z,
wire X, ¥);

F2(02), AGD, B
Amy), Bm2);

‘The lower-leve port
name is explicity listed
(preceded by a period).

The signal being connected to
the lower-level port s listed
inside of parenthesis.
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Configuration to use a NAND Gate as an Inverter
The truth table for a NAND gate is as follows:

A—]
F
5—

Consider the operation of this device if both of its inputs are tied together:
AB|F

A
The only two input codes |n A
SR
In —D F that are possible are 1
when . This leads
G 1 T8 = ioane ththiatls of /

This is the functionality of an inverter. A NAND gate with its inputs tied together is equivalent

toan inverter.
in—] b-F = n —Do— F
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Computer Hardware in a Memory Mapped Configuration

In @ memory mapped system, unique addresses are assigned for all locations in program
and data memory in addition to each I/O port. In this way the CPU can access everything

using just an address.

Central Processing Unit Memory System
(CPU) (mapped)
Control Unit Data Path
R Program
Gontrol Memory
o Er T
m— Address, |
SED Data Data
A ¢ | Memory
Control
staus )
Sinals B
f¢ Input / Output
CCR

H—/

A bus system is used to move information
between the memory system and the CPU.
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Example: State Diagram for LDA_IMM

The following is the state diagram for LDA_IMM. This load instruction wil move
information from memory into register A. Immediate addressing implies that the
information to be put into A is provided as the operand of the instruction.

This state will place the PC value into the MAR in order to
provide the address for the opcode. MAR will be updated vith
PCin the next state.

MAR s now holding the address of the opcode. It will take 1
clock cycle for the memory to provide the opcode after
receiving the address. While waiting, the PC can be
incremented to the next address in the program memory.

‘The opcode that has been read from memory is now available
on Bus2 and can be latched into IR by asserting IR_Load. IR
will be updated with the opcode in the next state.

‘The opcode now resides in IR and is decoded to determine.
which instruction is being executed.

o other instructions.
1 (R=LDA_IMM)

S Ton I~ 'Load A Immediate” means that the operand of the instruction
et Sa-FC. ) is the information o be loaded into A. PC is aready pointing
82 5a1=8us1 ). 1o this location in memory so we can put it out on MAR. MAR

NAR Ao willbe updated with PC in the nex! state.

MAR is now holding the address of the operand. It il take 1
clock cycle for the memory to provide the operand afer
receiving the address. While waiting, the PC can be
incremented to the next address in the program memory.

‘The operand that has been read from memory is now.
available on Bus2 and can be latched into A by asserling
A_Load. Register A will be loaded with the operand in the
nextstate (e.g., S_FETCH_0)

We are done execuling this instruction so we can return to the
beginning and fetch the opcode of the next instruction. Notice that the
PCis already pointing 1o the next address in program memory.
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‘Summary of Boolean Algebra Theorems

Single Variable Theorems
Identity
Null Element
Idempotency
Complements
Involution

Multiple Variable Theorems
‘Commutative
Associative
Distributive
Absorption (or Covering)
Uniting (or Combining)
DeMorgan’s

A+B=BHA
A+(B+C)
\B+A-C

AB=(A+B)

AB=BA
(AB)C=A(BC)
AH(B:C) = (A+B) (A+C)
A(A+B) = A
(A+B)-(A+B) =A
AB'= (AB)'
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Gate Level Depiction of the Complements Theorem

Original
1
= L
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CMOS 2-Input NOR Gate Operation

A

Out=GND=0
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Example: What s the deciml value ofthe 5-t, signed magritude code 11010;7
The most sigifcant bt of tis 5.bit number . 1, which indicaos that the number s
negaiive.

sgngi—e 11010 g
The remaining i ae the magritude of the decmal number and are converted dacly
o decimal.

Val
“The negative sign is then added back to the converted number giving a decima value of 1010






OEBPS/A420020_1_En_10_Fig25_HTML.gif
SRAM_cell.v

Dout Din





OEBPS/A420020_1_En_2_Fig9_HTML.gif
Example: Convert 11,375y, to Binary:

11.3754

Part 1: Converting the whole number porton:

Quotient  Remainder

sepr 2 [ s 1 Lse
sz 2[5 2 1 Next highest order bit
v
sep3 2 [2 1 o Next highest order bit
e }
seps: 2 [1 o 1 Ms8
Done ‘Converted Whale Number = 1011,

Part 2: Converting the fractional number porton:
Product  Whole Number

Sept: 2:(0375) 075 o wmss
P 13
Sep2 2078 150 1 Nextlower order bit
s }
Sep3 2-(05) 100 1 s
Done Converted Fractional Number = 011;

Part 3: Combine the two componiets o form the new number:

1011.011;
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Example: Calculating lcc and lsxo When Both Sourcing and Sinking Loads

Given: The driver is specified to have a quiescent current of 0.5mA and is driving a logic
HIGH on one of its output pins and a logic LOW on two of its output pins. The driver is
sourcing 1mA when driving a HIGH and sinking 2mA when driving a LOW.

Voo 4 | tee

Vo low=1mA

Transmiting |Vop o =2mA
Cirouit [t
(T =
(Tx) Vo lowm=2mA

GND - l lono.

Find: le and lono

Solution: The current into the device must equal the current out of the device. The
quiescent current of 0.5mA enters the circuit on the Ve pin and exits on the GND pin. The.
output current for Vo, enters the circuit on the Ve pin and exits the circuit on the Vg pin.
‘The output current for Vog, and Vo enters the circuit on the Vog, and Vog pins and exits
the circuit on the GND pin. This means the total amount of current flowing into the

on the Vg pin is:

loo = lq * logy = 0.5mA + 1mA = 1.5mA

‘The total amount of current flowing out of the circuit on the GND pin is the quiescent
current Iy plus the current being sunk from the pins Vorz and Vo

+log + logy = 0.5mA + 2mA + 2mA = 4.5mA

GND | towo =1q + logy+ logy= 0.5mA + 2mA + 2mA = 4.5mA
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SR Latch Behavior - Don't Use State (S=1, R=1)
s=1

lo|~

When boh S=4 and Re, torcss e cupus of Q
both U1 and U210 0. These 0's are fed back to
the U2 and U1 but have no impact on the e
outputs. This input condition results in Q=0 and
an=o. Y A
1 an

The problem with this state is that f the inputs are changed to the store state (S=0, R=0),
the outputs wil go metastable and then ultimately go to one of the two stable states (Q=0
or Q=1). The problem is that the final state s random and unknown.
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Example: Push-Button Window Controller - Next State Logic

We need to synthesize the combinational logic circuit that will create the next state logic for
Q_nxt. The behavior of this combinational logic circuit is described in the state transition
table. In order to visualize where this information in the table, let's pull it out and put it
into a traditional truth table format.

Current State Input Next State Outputs
Q_our | Press Q_nxt | Open_CW | Close_CCW.
w_closed | 0 0 |w_closed [ 0 0 0
w_closed | 0 1 | w_open 1 1 0
wopen | 1 0 | wopen | 1 0 0
w_open 1 1 | w_closed | 0 0 1
T ¥ 1
These columns are the This column i the desired output for
inputs to the next state logic the next state logic variable Q_nit.
Q_cur Press | Q_nxt Q_cur
3 o r Press ™\ 01
o 1 1 ofo
1 0 1 @
1 0 \

Q_nxt = (Q_cur - Press) + (Q_cur - Press’)
or
Q_nxt=Q_cur ® Press
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Equivalency Betwoen Diferent Numbor Systems.

Docimal Binary Octal |_Hox

Docimal| Binary Octal _Hox

] o o ]
1 1 1 1
2 0 2 2
3 n 3 3
4 100 4 4
5 101 5 5
6 10 6 6
7 m7 7
8 1000 10 8
o 101 11 9
1 1000 12 A
o101 13 B
2 1m0 4 c
3 101 15 D
10 16 E
5 11 1 F

0 | o000
of oot o1
02 o 02
03 oot 03
04 | o100 04
05 | o0t 05
6 | o110 06

o7 o1 o7

08 1000 10
09 fo01 11
0 0 12
1 on 13

2 10 14
13 1101 15
@110 16
5 17

MO0 Gree voas oo

(Without Leading 0's)

(With Leading 0's)
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Von Neumann vs. Harvard Architecture
A Von Neumann architecture maps both program and data memory into a single memory
system. A single bus system is used to interface the CPU to all memory. This creates a
simple CPU interface but leads to latency due to everything being accessed in a serial
manner. This latency is known as the Von Neumann bottieneck”.

Central Processing Unit Memory System
(cPU) (mapped)
Address, Program
oata” | Memory
¢ )
Control S
Memory

Asingle bus system is used to access both
program and data memory.

AHarvard architecture eliminates this latency by using two separate bus systems to

‘access program and data memory individually. This allows the CPU to read instructions in

parallel with accessing variables.

Central Processing Unit
i Address e Address, I
ata Data ram
Memory oD \gpo— M’Zl';cry
Control |__Control, |
A dedicated data memory A dedicated program
bus system is used to memory bus system is used

‘access variables. to read instructions.
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Example: State Diagram for BEQ

The following is the state diagram for BEQ. If the zero flag is asserted (2=1), this

struction will load the program counter with the address supplied by the operand. If the
zero flag is not asserted (2=0), the branch is not taken and the program counter is
incremented to the next location in program memory.

S_FETCH 0
)/ it sa-rc
Bus2_Sol = Bust

MAR.Load

i

S_FETCH 1
Peinc

‘The same fetch/decode states are execuled on
1 every instruction.

S_FETCH 2

us2_Seietom_momory
R Load

1

S_DECODE 3

% 1o other nstructions.

R - = = i
¥ 1 (R=ADD_AB) 1f(R=BEQandZ=1) | If IR=BEQ and Z-0)
3 11(R=STA_DIRY
1 (RELDA_DIR) Eeead Sseay
1 (R=LOA_IMM) B saiere, Y
VAR, Load

1 Z=0, this path is taken.

This state simply.

112=1, this path is taken. increments PC to

‘These three states read the. bypass the operand and

operand and place it into PC. point at the opcode of

I this case, the branch is the next instruction

“taken’. sequentially in memory.
In this case, the branch

s “not taken”.
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Vot max = +34V Viope, = +3.4v

Vot min = +2.5V Vigiein = +2.5v

Vor-ma = +1.5V Vi = +2.0
Vor-min =0V Viopin =0V
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PROM Overview
The PROM contains fuses on the NMOS.
transistors that can be blown in order to
disconnect the device from the bit lines.

(Fuse Symbol |

o
Vo Ve Voo \\ Veo

A%

“The fuses are blown in order to
disconnect the NMOS transistors from
the bitlines and create logic 1. Leaving
the fuses intact produces logic 0's.

Address Data
o [io.
1 [ofo[t[o
2 [
3 [l

Veo  Vee Ve o Veo

I

T e e e

T o e ]

] [ e T

T =]

] T o e

a1 1

T T e

T T e ]

Unprogrammed

Programmed
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Definition of Positive and Negative Logic

Logic Level

Logic Value

Positive Logic

Negative Logic

Low

0
1

1
0
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Example: Binary Counter with Enable in Verilog

module Counter_dbit Up (output reg [3:0] CNT,
input wize Clock, Reset, EN);
4
alvays @ (posedge Clock or negedge Reset) |
begin: COUNTER BN oIS
3 (1Reset)
P -+
if @) eset
Qi< am s 1 TN &
ena
‘The EN is synchronous to the clock, so its logic is nested
endnodule beneath the portion of the main f-else clause that handles the
behavior when the counter receives a rising edge of clock.

RS T LT D

When the counter is NOT enabled, ft will hold its last value.
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ROM Operation During a Read

Let's read the contents of this ROM at address 3. We need to put the binary code *11" on

the address input and then observe the information on Data_Out

[wio=0,

Row
Address

3
117 Decoder

WL3=1
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Example: 2-Bit Gray Code Up Counter (Part 2)
Next State Logic
The next state logic for this counter only depends on the current state variables since there
are no inputs 1o the system. Care must be taken when synthesizing the next state logic
because the order of the current state variable values in the state transition table is not in a

binary count order as in prior examples.

Q1_nxt QO_nxt
Q1_cur Q1_cur
QN0 1 Qo_eur\_ 0 1
ofofo wh
1[G A
{ d
Q1_nxt=Q0_cur Qo_nxt=Q1_cur’

Qutput Logic

Since we are using state-encoded outputs, the outputs of the system will simply be the

current state variables.
Gray(1) = Q1_cur

Gray(0) = Q0_cur

Q0_cur Qi [ gt o Gray(1)
anferew
@ion)
at_ar Q0.m [ g]e0.eur Gray0)
anforer
Clock (@)
“Next State Logic” *State Memory”  “Output Logic”
Timing Diagram
WL L Ll L
GrayL 0 [ o [ 1 0 00 o [ 1 0 00
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Truth Table

Logic Function

Out=A+8

B

out
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Examining Metastability — Moving Toward the State Q:

Now let's consider how this circuit responds when a small amount of negative noise (-V,) is.
added to the input of U1 when it is at Vcc/2. The Veo/2 component is not shown for

simpliciy.
(1) A small amount of

negative noise s added
10 Vec/2 at the input of
U1. This pushes it
slightly toward a logic 0.

(3) The ampiified noise is
fed to the input of U2,

(5) When the noise is fed
back to the input of U1, it

pushes it even more
toward a logic 0.

(7) The amplified noise is.
fed to the input of U2, ——

(2) This noise is amplified by
the inverter with a negative.
gain, thus creating a positive
voltage and pushing it sightly
toward a logic 1.

(4) The noise is ampliied
again, thus creating an even
more negaive voltage that is
fed back to the original input
of Ul

(6) The noise is amplffied
further, pushing the output
even more toward a logic 1

(8) The noise is amplified
again, thus creating an even
more negative voltage that is
fed back o the original input
of U1

process continues until the voltage at the input of U1 reaches GND and cannot be.

decreased further. Simultaneously, the voltage at the input to U2 is increased until it
reaches Vcc and cannot be increased further. At that point, the system is at a stable state

and will store Q

The system reaches —  GND

stabilty once the input of
U1 cannot be decreased
any further.

Ve —
Q
T

In this stable state, the
system is holding, or
storing a value of Q=1
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Example: 7-Segment Display Decoder - Verilog Modeling using Logical Operators

‘The block diagram and truth table for this system are as follows:

decoder_Tseg A B C|FaFbFcFdFe Ff Fg
Fal— 000[1 1 11110

Fb[— 00101 1000 0

—fa Fol— 010|1 101101
8 i 011]1 111001
c Fe 100[0 1 100 1 1
Frl— 1010101101 1

il— 110010111 11

3 111011 10000

module decoder_7seg (output wire Fa, Fb, Fo, Fd, Fe,
input wire A, B, 0);

endmodule

¥t Bg,

assign Fa = (A & ~C) | (B) | (& Q)
assign ¥b = (B & ~C) | (-A) | (B &C);

assign Fo = () | (B) | (©);

assign Fd = (A E-C) | (-AEB) | (BE~C) | (A&~B&C);
assign Fe = (<A & ~C) | (B & ~C);

Sssign F£ = (B & -0) | (A5 ) | (A& ~B);

assignFg = (A LB | (AE~C) | (A& ~B);
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Example: Deriving the Minimal Sum From a K-map
Find the minimal sum for the following K-map.

Step 1: Enter all possible prime implicants into the
K-map.

Step 2: Identify the distinguished one cells.

A distinguished one cell is a cell that is covered
by only one prime implicant. In this K-map, cell
3and cell 4 are distinguished one cells.

Step 3: Identify the essential prime implicants.
An essential prime implicant is one that covers a
distinguished one cell. The prime implicant that
covers cell 3 is essental (B-C). The prime
implicant that covers cell 4 is essential (A-C).

Step 4: Remove all non-essential prime implicants.
This is now used to produce the minimal sum.
F=BC+AC
The complete sum is the sum of all prime implicants.
F=BC+AB+AC

AB
€\ 00 01 11 10

essential

essential
AB
€\ 00 01 11 10
oo gn
dan
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Common Types of Mechanical Switches

Single Pole, Single Throw (SPST) ‘Single Pole, Double Throw (SPDT)
s e
r—ot ez 3
2—o
Double Pole, Single Thiow (DPST) Doutle Pole. Doule Thiow (DPOT)
pross —_
P . 8

— —

Pole = the number of separate circuits controlled by the switch. e—>9]
Throw = the number of separate closed positions the switch can be in.
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Example: Instruction Set for the 8-Bit Computer System

‘The following is a base set of instructions that the 8-bit computer system will be able to
perform. Each instruction is given a descriptive mnemonic, which allows the system
implementation and the programming to be more intuitive. Each instruction is also
provided with a unique binary opcode. Some instructions have an operand, which provides
‘additional information necessary for the instruction. If an instruction contains an operand,
a description is provided s o how it is used (e.g., as data or as an address)

Mnemonic Opcode, Operand ~ Description

“Loads and Stores”
LDA_IMM x'86", <data> Load Register A using Immediate Addressing
LDADIR  x'87" Load Register A using Direct Addressing
LDB_IMM  x88", Load Register B with Immediate Addressing
LDB DR  x'89", Load Register B with Direct Addressing
STADIR  x'96" Store Register A to Memory using Direct Addressing
STB DR x'97" Store Register B to Memory using Direct Addressing

“Data Manipulations™

ADD_AB  x"42" A=A+B (plus)
SUBAB  x43" A=A-B (minus)
AND_AB  x"44" A=A-B (AND)
ORAB  x45" A=A+B(OR)
INCA  x46" A=A+1 (plus)
INCB x'47"
DECA  x48"
DECB  x49"

“Branches”
BRA x'20, Branch Always to Address Provided
BMI x'21, Branch to Address Provided if N=1
BPL x'22", Branch to Address Provided if N=0
BEQ x'23", Branch to Address Provided if Z=1
BNE x'24", Branch to Address Provided if Z=0
BVS X'25", Branch to Address Provided if V=1
BVC X'26", Branch to Address Provided if V=0
BCS x'27", Branch to Address Provided if C=1

BCC x"28", Branch to Address Provided if C=0
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Example: Converting a Product of Sums Form into One That Uses Only NOR Gates

You are designing a combinational logic circit that will
be implemented in CMOS. You use Boolean algebrato ~ A

create a circuit in the form of a product of sums (POS). ¢

F= gg)-«:_‘m F
z >

D
These two logical sums (e.g.,
OR operations) are multiplied

together (e... AND operation)
o o o o o, A Product of Sums at the gate level always has a stage

of OR gates feeding into a single AND gate.
Since this logic needs to be implemented in CMOS, you need to convert it into a form that
uses only NAND, NOR or NOT gates. You know that DeMorgan’s Theorem allows an
/AND gate with its inputs inverted to be converted to an OR gate with its output inverted
(.9..a NOR gate). To prepare for this manipulation, you take advantage of the theory of
involution, which allows you to put double inversions on any net without affecting the result.

Double inverters are placed on These inverters can also be
these nodes in order to create an denoted using inversion bubbles.
AND gate with its inputs inverted. (e.g., double bubbles).
A A A
8 B 7
[ D= [
c c
D D
Moving the inversion bubbles to these locations The final step is to convert the AND
on the wires highlights that the first stage of OR gate with its inputs inverted to an
gates can be directly replaced with NOR gates OR gate with its output inverted,
and the AND gate is ready for DeMorgan's which s a NOR gate.

g RSN
: F EDD

‘The original Product of Sums that was implemented with only OR/AND operations was
replaced with an equivalent circuit that used only NOR gates. This replacement can be
made directly anytime a Product of Sums form is present.






OEBPS/A420020_1_En_11_Fig3_HTML.gif
Programmable Array Logic (PAL) Architecture.

fabrication. Inputs are disconnected from

>

A B [
the AND gates by blowing fuses.

™)
K ¥ )
S

=3 ¥ £ 3
i
K3 X X )
)
A L/
AND Plane OR Plane

Programmable Fixed
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Example: Determining the Output Current When Driving a Pull-Down Resistor as the Load

Given: The following circuit configuration.

Find: lo

Solution: We need to solve for
when the driver outputs both a
HIGH and LOW.

Equivalent Circuit When Driving a HIGH

The voltage across the resistor is
(3.4-0 = 3.4v). Plugging into Ohrm's Law

3.4.2 1(300)
'

120.011A=11mA

This current flows from the power supply of
the driver through the output pin and then

+3.4v

R= 3000

GND

= GND

Equivalent Circuit When Driving a LOW

+3.4v

Vo=GND

GND

GND

The voltage across the resistor is
(0-0=0v). Plugging into Ohm's Law we

No current flows through the resistor in this
situation.
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Counter_16bit_ wEN.v

EN

‘Count_Out

Reset
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Definiion of Logic Levels (HIGH and LOW)

Logic HIGH
Visesho (Vo) St

Logic LOW Logic LOW
(Vsig < Vth) (Vsig < Vth)
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Example: Determining the Maximum Clock Frequency of a FSM
Given: The following finite state machine logic diagram with the associated delays.

h 1 tuwp =050
thag =0.5ns
o =1ns
b q
txor ns
an| two =1ns
v Done  tor =2ns
Rkt
) ty =05ns
Go ———] (for all paths)
Qr
- bt

Find: The maximum clock frequency this FSM can operate at with a timing margin of 10%.
Solution: First, we need o decide whether o use tcq OF tq in our delay calculation. In this
example, toa > s S0 We will use teo. When tca > th the hold specification of the D-flip-flop
is inherently met.

Next, we need to find the longest combinational logic and interconnect path. Since tis given
that allinterconnect paths are identical at 0.5ns, we simply need to find the longest gate
delay path. There are three paths in this FSM. The firstis the next state logic circuit using
the XOR gate with 4ns of delay (txor). The second is the next state logic expression using
the SOP form with a delay of 3n (tuo + tor =Tns + 2ns). The third path is through the
output logic circuit with a delay of 1ns (tawo). The longest combinational logic path is through
the XOR gate 5o in our calculation we will use ter=4ns.

Next, we need to calculate the exact value of the 10% margin required. The margin is found
by summing all other real delays in the signal path and multiplying by the margin percentage.
For this example:

tmargin = (o + tomd + ot * bianp) (0.1)

tragia = (10 + 4ns + 0.5ns + 0.5ns)-(0.1)

toagia = 0605,

Now we can plug all of our delays directly into the equation for the maximum clock
frequency:

s = 1 1
{tca ™ Lo * g * bnage) (T + 4ns + 0505 + 0.6ns + 0.6ns)

frax =151 MHZ
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Example: Whatis the range of decimal numbers that an 16-bi, unsigned word can represent?

“The term “16-bit word means thatthe binary number has n=16. We can plug this ino the
equation for the range of an unsigned numbers dircly.

0 = Nunsignea < (2" = 1)
l
0.5 Nunsignea < (2~ 1)
l
0 < Nunsignea < (65,536 - 1)

'
0 < Nunsignea < 65,535

An unsigned 16-bit word can represent decimal numbers from 0 10 65,535,
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module encoder_8to3 binary
(output wire [2:0] F,
input wire [7:0] A);
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Example: Identical Behavior when using Blocking vs. Non-Blocking Assignments
In these models, there are no signal interdependencies between statement 1 and statement

2. This means regardless of whether the as:

nments are made instantaneously (left) or at

the end of the always block (fight), the results are the same.

module BlockingEx2
(output reg ¥, Z,
input wire A, B, C);

alvays ¢ (&, B, ©)
begin
Y=asB;
z=3c;
end

// statement 1
77 statement 2

endnodule

module NonBlockingEx2
(output reg ¥, z,
input wire A, B, C);

alvays ¢ (&, B, ©)
begin
Y <=aB:
z<=3 | c;
end

// statement 1
77 statement 2

endnodule

N

Resuting Cireuit

g

Y Both modeling spproaches yild
the same result because there
are no signal interdependences
between the statements
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Example: Using the Commutative Property to Untangle Crossed Wires.

When creating the schematic for a design, the
symbol for a quad AND-gate is provided to you
as simply a rectangle. You wish to AND two
inputs together from a connector (Net_A,
Net_B) 50 you connect them to the schematic
symbol without overlapping nets.

Upon building your circuit, you discover that the pin-out of

the connector is such that it does not directly route into the
pin-out of the AND gate. The connector cannot be rotated
and you wish to se routing lengths as short as possible.

Remembering the commutative property, you realize that
AB=B-A, meaning that the logic function is correct
regardiess of the order of the inputs. You go back into the
schematic and change how the connector is wired to the
quad AND-gate in order 1o get an ideal layout. Both
versions of the schematic are logically correct, but one
provides an optimal layout.






OEBPS/A420020_1_En_10_Fig22_HTML.gif
Example: Behavioral Models of a 4x4 Synchronous Read Only Memory in Verilog

('ROM contents for this example:

rom_4x4_sync.v J _&m Data

2 2|
address  data_out | 2
2
| 3
module rom 4xd_syne odule rom_dxd_sync
(output reg [3:0] dataout, (output reg” (3:0] data out,
input wize [1:0] addrsss, input wire [1:0] addréss,
input wire Clock) ; input wire Clock) ;
alvays ¢ (posedge Clock) «—— reg(3:0] ROM[0:3];
o
data_out = 4'b1110; initial
ataout = 4'50010; begin
dataZout = 4'bllLl; ROM[0] = 4'b1110;
dataout = 4'0100; FOM{1] = 4'50010;
: dataZout = 4'bXIKK; RoM(2] = 4'b1111;
RoM(3] = 4'B0100;
end
aluays ¢ (posedge Clock) «——
data_out = RoM[address];
endmodule
The synchronous behavior of these ROM models is accomplished by making the procedural block that
updates data_out sensitive o the rising edge of the clock.
e et e 0
s =
sos | T e T T S
QU e T
Sd o oo o T

o e

Before the first clock edge, the value of ‘The data does not appear on the
data_outis unknown (X). output until a rising edge of clock.
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Example: Using a Loop to Generate Stimulus in a Test Bench
SystemX_T8
Stimulus

SystemX (©uT)

‘The inputs and output values wil be printed to the transcript using Sdisplay().

SystemX _TB.v
“timescale 1ns/lps

module System: T8 (); When using a for loop, the loop
variable must be declared.

Each time through the loop, / will
increment by one. Itwill count

System DUT (.F(F_TB), .ABC(RBC_TB)); _ fromOto7.
initial “The bottom 3-bits of the integer i
Begia are used in the assignment to

for (i=0; i<8; imi+1) ABC.TE;
begin .
ABC_TB = i;

¥10"Sdisplay ("i=id, ABC=3b, F=3b", i, ABC_TB, F_TB):
end

enda

endmodules

‘The above test bench willprint out the following message to the transcript of the simulator tool.

n

o

o

o

l*

o

o

o = 7, a8ce111, 10 e
7
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Logic Symbol Examples
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SRAM Operation During a Read Cycle — Reading “1010" from Address "10"

»r % Address

Sense Amps
&
Line Drivers

Data Line Controller

S

Datain  Data_Ou
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Example: Creating a Minterm List from a Truth Table
Given: The following truth table.

row|A B

Find: The minterm list.

Sobton: . The row numbers for ach nput
= Zas(1 code that produces an output of 1
jgrirept i N T Cikted beween e parennesis
provide the row numbers Aeparsied by a camina,
Coresponding o an

‘The input variables are listed as a subscript. Since there
output of 1.

are two variables listed (AB), this means the row
‘numbers go from 0 to 3 with A being in the most
significant position and B being in the least. A commais
necessary (o separate the variables, otherwise "AB"
could have been interpreted as a unique variable name.
An altemative form of a minterm list s shown below that does not use subscripts. This form
i sometimes used when a text editor does not support subscripts.

FAB)=2(12)
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tlc_behavioral.v

module tlc behavioral
(output reg GRN, YIW, RED,
input wire Clock, Reset,
input wire CAR, TIMEOUT);
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Example: Performing Long Multiplication on Binary Numbers.
The same multiplication process is used for binary numbers. Multiplying two, n
will produce a product requiring 2-n bits to hold the largest possible result

AsAzA A, 1111
x B3BB1B, X 111
P7PgP5P4P3P2P1 Py ", TI11 < as
mAH A e
A9 4 L
s 49Uy s
11100001 <
P |l
PEebertt s

Sum of Partial Products in
each position
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Analog vs. Digital Signals in the Presence of Noise

Since an analog signal s a direct representation of the information being transmitted, any
noise that is present directly corrupts the information. Since a digital signal is a discrete
representation, the original values transmitted can be recovered in the presence of noise.

Analog Digital
. %\ p
v ;
i b e t
I g
. b e 0 0|
. 1N .
- W d

Time Time
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Example: Determining the Delay of a Combinational Logic Circuit

Given: The following combinational logic diagram with the associated gate delays.

ns

Find: The delay of the combinational logic circut.

Solution: We begin by mapping the route of each and every path from the inputs to the
output. For each path, we sum the delay through each gate that is used.

e e

2ns +3ns = 5ns. tanay = 105 + 205 + 3ns = 6ng.

— A—]
B>
ns F
c 3ns c
ans

ans
feomys = 1ns + 4ns + 3ns = Bns Y4 =4ns + 3ns = Zns

The longest delay path through this ircuit is from B to F in which the signal traverses the

inverter, XOR gate, and OR gale (tuuy). This path takes 8ns to compute. Since we must

always consider the longest delay path when calculating how fast this circuit can operate,

we can say that the delay of this combinational logic circuit is 8ns.
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Programmable Logic Array (PLA) Architecture
A B c

AND
Plane

)

“Programmabl
connections.

<\/ U\

F1

F2

OR
Plane
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Switch Bouncing in a Single Pole, Double Throw Switch

Unpressed, SW=0 Pressing, SW=222 Pressed, SW=1
Veo Voo Voo
ZI zI Vel i
sw [N output oy LS > Output RN Output
NI sromsses Dpressing +Ppressed

When the switch i

unpressed.  During a press, the free-

the free-moving is making a moving contact s floating o the free-moving contact makes

Gonnection with positon 1, the logic value of SW a connection with positon 2,

creating alogicLOW on SW.  unknown. The switch isinthe  creating a logic HIGH on SW.
“break” condition Initially, the contact wil

“bounce”, creating unwanted
transitions on the output

— unpressed —— pressing ——»e pressed .

sw ™ O A

o

—0—— @ ——— 0 ®—

+ + + + + + + + >
@ Atthis point, SWis being pulled to @ @ Ouring thistime, th froe-moving contact s
logic LOW (e.g., GND). bouncing off of the destination contact. The

switch toggles between a logic HIGH and
@ During this time, the free-moving floating repeatedy.

‘contact is floating. The input to S\ @ Atthis point, the contact has stopped
unknown, resulting in unpredictable bouncing, allowing SW to be pulled to a solid
behavior on the output logic HIGH by the Ve connection.
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Example: What decimal values can a 4-bit“Signed Magritude” code represent?

it

Decimal signed Magnitude

El
k]
s
I

3
2
El
o

1
1110
1101
1100

101
1010
1001
1000

0000
0001
0010
o011

0100
0101
0110
o111

T signbi
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Example: Behavioral Model of a D-Flip-Flop with Asynchronous Reset in Verilog

RokD| @ an
o a 0 X X| 0 1 Reset
10 X|LlastQ Lastan Store
an 11 X|lastQ Lastan Store
Reset 1 50| 0 1 Update
[ RS 0 Update

module dflipflop (output reg Q. on,
input wire Clock, Reset, D);

aluays o (posedge Clock or negedge Reset)
it (1Resat)
begin
3 <= 11b0;
on <= 1'b1;
ond
alze
begin
Q <=p:
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Example: Determining the Output Current When Driving an LED where LOW=ON

Given: V;
hrec)

Find: R to achieve the recommended forward current
of 4mA through the LED.

Solution: When the driver outputs a logic HIGH, it will
provide Vo=+3.4v. This means there will be no voltage
that develops across the series combination of the
resistor and LED since the other end of the combination
is also at +3.4. This means when driving a logic HIGH,
the LED will be OFF.

When the driver outputs a logic LOW, it will provide
Vo=0v. Since the resistor is tied to +3.4v, this voltage
will develop across the series combination of the resistor
and LED. The LED willincrease up to its forward
voltage of +1.8v and then remain there. The rest of the
output voltage will develop across the resistor (e.g.,
+1.6v). We can choose the value of the resistor (o set
the current that willflow through the series combination
using Ohm's Law since we know the voltage across the
resistor and the desired current. In this case, the LED
will be ON when the driver outputs a logic LOW.

V=IR
16=(4mAR

R=4000Q

+34v
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F=11.8(1,2,3)
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Example: 4-t0-2 Binary Encoder ~ Verilog Modeling using Continuous Assignment
‘The block diagram and truth table for this system are as follows:

encoder_thot_4t02

) , 20001 | 00"
010" | ‘01"

- ABCD Yz~ 100" |“10"
“1000"| 11"

‘The following are two different ways to implement the behavior of the encoder with
continuous assignment: (1) with logical operators; and (2) with conditional operators.

module encoder_lhot_ito2 (output wire [1:0] ¥z,
input wire [3:0] ABCD) ;

o assign ¥2[1] = ABCD[3] | ABCD[2]:
assign v2(0) = ABCD(3] | ABCD(1];

endmodule

module encoder_lhot_ito2 (output wire [1:0] ¥z,
input wire (3:0] ABCD);

assign Y2 = (ABCD == 4'b0001) ? 2'b00

@ (ABCD == 4'b0010) ? 2'bOL
(KBCD == 4'B0100) ? 2'B10
(RBCD == 4'B1000) ? 2'b11
20B;

endnodule
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Pin-outs for a subset of Basic Gates from the 74HC Logic Family in DIP Packages

[ T
AARABAAAR BERAABAAR EHHARBHAAR
=De
alalaE N INNENNE HE

5 g g
THUUHHEHH UHUUWUHH HUUUUHH
74HCO8 - 2-Input AND 74HC11 - 3-Input AND 74HC21 - 4-Input AND
AAAANAA AARAAAA AARAR
3 Dl 3 3 ¢ | |
D = D)
™ . 57 o g 1) .
8 g g g
TUEEEY DUUEEEY DUBEEEL
74HCO0 - 2-Input NAND 74HC10 - 3-Input NAND 74HC20 - 4-Input NAND
AHAAR B H AAHA AEAHAAA B
il >
7 e o © o
H g g g
HH H HEEHUHEHE UUOHWHUEHHH
74HC02 2-Input NOR T4HC27 - 3-Input NOR 74HC4002 - 4-Input NOR
A A 2| B R AHEAR EAAEHA H
$ £ $ 2
k|| |
<&
il 8 1) ([T es
L] U HHUEUTHEE U 5| El:]
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Field Programmable Gate Array (FPGA) Architecture
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SR Latch Behavior - Store State (S=0, R=0)
To understand the operation of an SR latch, recall the truth table for a NOR gate:

R Fora NOR gate, anytime there is 1 on an

Q  input,the output s a O regardless of the value

= of the other input. The only time the outputis
a1 is when both inputs are both 0's.

Qn

If Q starts at a 0, it will be fed back to U2 creating an

Re0 0 o oulputof Qn=". This 1 wil be fod back o the nput of
a | Q U1 creating an output of thus reinforcing the initial
= state and storing Q=0,
A Blout
0 0[ 1 (2
0 P NOR 0 1| 0 (uT)
S0 0 Qn 10| 0
a = 11]0
Storing S:
1£Q starts at a 1, it wll be fed back to U2 creating an
o —— oulput of Qn=0. This 0 will be fed back to the input of
R=0 7 1_TQ Ut creating an output of G=1, thus reiforcing the iniial
state and storing Q=1, Qx
]
o
1 0 NOR
0 an

]
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Example: Top Level Block Diagram for the 8-Bit Computer System
The following is the top level block diagram for our 8-bit computer system example.
computer.v

puy memory.v

address| address.
write wite
to_memory data_in

from_memory data_out
clock
reset

port_in_00 port_out 00(—£& ) port_out 00
portin_01 ¥ por_out 01 (1< port_out_01
portin_02 Y port_ou02 » port_out 02
portin_03 port_out 03| L&y por_out_03
portin_04 port_out 04 port_out 04
port. ¥ port_out 06 E ) port out_06
it y port_out 07 (18 3 port out 07
Py portout 08l |2 ) oo out 08
port port_out 09 (1% port_out_09
portin_10 port_ou_10 por_out_10
portin_11 port_out11 port_out_11
portin_12 por_out12 (1<) por_out_i2
portin_13 X portout13 (12 port_out_13

portin_14 port_out_14) port_out_14
port_out_15| port_out_15
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Sequential Storage Device Timing Specifications

The data cannot transition

pata {0 Q during the setuphold timing
teonp. oo specifications or the device
willnotbe able o
Clock an determine whether the
Clock
o input was a1 0r .
Data
o
clock ' © L f
[} 8w
folton
& 0

(€]
I I
f t t -
@ The fisttransition on Data froma  (®) The second transiton on Data from a 1 10 a 0 violates the

010 1 meets the setuphold setupihold specifications for the D-Flip-Fiop. This sends
specifications for the D-Fiip-Fiop. the device into metastabilty. The D-Flip-Flop will emain
This allows the device to metastable for tney. During this time, the value of the
successfully latch in the correct outputis unknown. It may go to a steady state 1, a steady
value. state 0 or toggle uncontrollably.

@ The value of Data will show up @ After coming out of its metastable state, the D-Flip-Flop.
on Qafter the tcq delay of the D~ output will g0 to ane of two stable states, Q=0 or Q=1
Fiip-Fiop. ‘The final resting state is random and unknown.
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Example: Registers as Agents on a Data Bus - Topology

Clock

RegA

8-Bit Data Bus

Enable lines are asserted
C_EN by a system controller.
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Example: Determi
Given: The following finite state machine logic diagram.

Q0_eur o
Qt_eur

at e

ator

Find: The state transition table.

Solution: Since there are two D-Flip-Flops in this circuit there can be four unique state codes
(00, 01,10, and 11). We notice that the reset condition for this FSM will nitiaize this
machine to state 00. We will insert this state code in the table as the first state. Also, we
can assign four arbitrary state names to these codes. Let's use S0=00, $1=01, $2=10, and
S3=11. We can list these state names and current state codes in the table along with every
possible value of the input. The last step is to simply evaluate the logic expressions for the
next state variables and the output to complete the table.

Current State Input Next State Outputs
Qi_cur[Qo_cur[ Go Qi_nxt[Q0_nxt| Done

S0 | o 0 0 S0 | o 0 0

s0| o 0 1 st | o 1 0

st o 1 [ s2 | 1 0 0

st o 1 1 s2 | 1 0 0

s2 | 1 0 0 s3 | 1 1 0

s2| 1 0 1 s3 | 1 1 0

s3 | 1 1 0 so | o 0 1

83 1 1 1 S0 0 0 4

>

The current state codes and Go are These values are calculated using the next state
used as the inputs into the next state  logic and output logic expressions. The state

logic and output logic expressions. names for the next states are added last.
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RegisterX_32bit_RTL.v

2
Data_in  Data_outl~

EN

| 48

Reset
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Modern DRAM Array Topology Based on Complementary Storage Cells
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Example: Creating Equivalent Functional Representations from a Maxterm List
Given: The folowing maxterm ist. ¢ [T, 1 5456)

Find: The truth table, canonical product logic expression and the canonical product of sums
logic diagram.

Solution: First, let's generate the truth table. From the maxterm list subscripts, we know
that there are three input variables named A, B and C that will be used in the truth table in
that order. We can fill in the input codes as a binary count and insert the row numbers. We
then can list the output values that are false. From the maxterm list we know that the false
outputs are on rows 1, 2,4, 5 and 6. Since we know we will need the maxterm expressions
for these rows in the canonical product, we can also list them in the truth table.

M=A+B4C’
Mz=A+B'+C

The canonical product is simply the maxterm expressions corresponding to a faise output
AND'd together. Since we already wrote these maxterm expressions in the truth table (M,
Mz, M, Ms and Mg) we can write the canonical product directly.

F = (A+B+C)(A+B+C) (A+B+CY(A+B+C)) (A+B'+C)
‘The canonical product of sums logic diagram is simply the gate level depiction of the
canonical product.

om» owx owx Om> Qw>
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Example: Creating a Programmable Inverter Using an XOR Gate

An XOR gate can be used s a programmable inverter. Notice that when input
output F is equal to B. Also notice that when input A=1, the output is the inver

of B

This means we can selectively pass or invert the input B using A as the control signal.

AB|F
When A=0, F=B. Th\slssimp\yabuﬂer{ g@ 9
Mk s adente] 1@ K
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Example: Test Bench for a 4-Bit Ripple Carry Adder Using Nested for Loops in Verilog

Nested for loops can be used in order to generate an exhaustive set of test vectors to
stimulate the adder.

“timescale 1ns/lps

module roa_dbit T8 ();

integer i, 3;

Nested for loops handied created
all possible input vectors.

endnodule

‘The simulation waveform for the ripple carry adder is s follows. The numbers are shown

in unsigned decimal format for readabiliy.

2+12=14, so the adder operates correctly. Notice the effect of the
Gtohes due o pple delay Tipple through the crcuit. In addition to the correct output being

delayed, there are giches on both the Sum and Cou ports:
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Range of a SIGNED MAGNITUDE number = — (2" - 1) < Noy < + (2" - 1)





OEBPS/A420020_1_En_2_Fig31_HTML.gif
Example: What s the decimal value of the 5., 25 complement coda 11010,?
o most signifcant bit o i - number . 1, wichindicalos tht the numbers
negaive

sgnein_, 11010

o find the magnitude of the number, we take the 2's complement o the entire number to
find s posiive equivalent.

Step 1- Complement the number 1 1 0*1 02

00101,
Step 2 Add 1, ignore cary w0 4 i
outitany
+ 1
00110,

“The number can now be converted into decimal to find ts magniude
The negative sign is then added giving a final decimal value of 6.

00110, = 61
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Creating an n-bit Gray Code Pattern

A gray code sequence begins with the
known 2-bit pattern of 00, 01, 11, 10,

In order to increase the number of bits,
the existing patten i mirrored across an
imaginary horizontal axis below the
existing pattern. The bits above the axis
are padded with leading 0's, and the bits
below the axis are padded with leading
1's. This tums a 2-bit gray code pattern
into a 3-bit pattem preserving the
characteristic that each code only differs
by its neighbor by one bit.

This process is repeated to create a 4-bit
gray code pattern.

Pattern
00
01
1"
10
Z:bit Gray Code Pattern
000
Pad the upper 001
bitswith —» 011
leading 0's 010\ Mirror across
110 this axis.
Pad the lower 1‘1]:
bits with
™ 100

leading 1's
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Gate Level Depiction of the Idempotent Theorem
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Example: Simulation Waveform for LDA_IMM

Let's look at the timing diagram when executing the following load instruction located at
addresses x'00" and x'01" in program memory. The opcode for this instruction is x"86".

LDA_IMM  x"AA"

'S_FETCH_0 puts PC inlo MAR 'S_LDA_IMM_4 puts PC into

o0 provide the addross of the. MAR to provide the address of

lopcode. MAR s updated on the the operand. MAR is updated
next clock edge. on the next clock edge.

In'S_FETCH_2, the opode is
lavaitabe from memory. We route i
ltoBus2 and assert IR_Load. IR vl
e updated on the next clock edge.

In'S_LDA_IMM_6, the operand is
lavailable from memory. We route
toBus2 and assert A_Load. Awil
be updated on the next ciock edge.

fpocs— s

PC s incromented
‘memory (o produce]
the opcode. PC takes on s new value!

o the next edge of clock.

In'S_LDA_IMN_5, the PC Is incremented|

‘while waitng for the memory t0 produce

the operand. PC takes on its new value
on the next edge of clock.

S DECODE 3 decodes the opoode.

data t be loaded into A

nd Register A has boen loaded

KnGws that thisis a load A with immediate with the operand and the
‘addressing” and thal the operand s the instruction is now complete
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Example: Convert 101.11; to Decimal

1.0 1.1 1,
IR
Positon(p)—> 2 1 0 4 2
IR

weight — @ @' @° @' @*°

2

v 3" g, 2!

i
Valuo =120+ 02' 41204 12" 4 12°
Valuo = 1-(4) + 0:2) + 1) + (1) 1)
+
Valuo=4+0+1+05+025

Value = 5754
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Example: What s the decimal value of the 5., one's complement code 110107
“The mostsignifcant it of his 5bit number is 1, which ndicates thatthe number s
negave.

sgnan . 11010
To i tne magnitude of th number, e frst peform a complement on the enir number
10/ind 5 postie equivalent
postveed 11 0‘1 0,

00101,
The number can now be convertsd nto decima to find s magnitude.

s
1

[Value| 20202 + 124 +02' +12°

A complement operation tums all
1'sto0s andall Osto 1's

Value

[Value| = 0:(16) + 0(8) + 1:(4) + 0:2) + 1:(1)
¥

[Value| =040 +4+0+1 =5,
“The negative sign is then added back to the converted number giving a decima value of 51,
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S'R' Latch Behavior — Set (S
Setting Q=1: (S'=0, R

it will force an output on U1 of Q1=1.
“This will be fed back to U2 creating an output of
Qn=0. This i fed back to U1 reinforcing the
original output of Q=1. This state will have

It force an output on U2 of Qn=1
“This will e fed back to U1 creating an output of
“This is fed back to U2 reinforcing the

original output of Qn=1. This state will have
outputs of Q=0, Qn:

A

Out
NAND

~aoco
~o=olm °

R'=1) and Reset (§'=1, R'=0) States
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Original
(A+B)+C = A+(B+C)

Gate Level Depiction of the Associative Property
Original
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Inverter

In

Symbol

In out
0 1

Logic Function

out=Tn

Out
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Example: Behavioral Models of a 4x4 Asynchronous Read Only Memory in Verilog

rom_4x4_async.v

(ROM contents for ths exampl: |
Address Data

2
A{addiess  data_out
nodule rom dxd_async
(output reg” [3:0] data_out,
input wire [1:0] address);
always ¢ (address)
case (address)

: data_out = 4'b1110;
data_out = 4'b0010}
dataZout = 4'bl111;
data_out = 4'60100}

: dataTout = 4'BCGE;

Asimple approach to a ROM is to implement it as
a case statement.

module rom 4xd_async
(output reg [3:
Snput wire [

] data_out,
] addrass) ;

reg(3:0] ROMI0:31; «— AnMxN array

is declared
initial
begin
ROM[0] = 4'B1110;
ROM[1] = 4'B0010;
ROM[2] = 4'Bl111;
ROM(3] = 4'B0100;
end

always @ (address)
data_out = RoM[address];

endmodule

Adifferent approach is to dedlare an array and use
an ‘initial” block to define its contents. An always
blockis then used to assign the addressed vector
to data_out.

Declaring an array enables initialization of through
the use of Sreadmemb or Sreadmenh system
tasks (not shown here).

data_out is updated immediately when the address is changed.
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prog_clock_div.y

cocicin Resat dtptopy

module prog_clock div
(Gutputire Tlodk out,
input wire Clock In, Feset,
Snput wire Se1(1701:

endmodule
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Example: Using a K-map to find a Minimized Sum of Products Expression (3-input)

Step 1: Circle groups of 1's in the K-map
AB _»a

A

PPt
C\ 00 01 11 10

-

B B

Step 2: Create a product term for each prime implicant
Variable A: The circle covers A B p' A

a region where Ais a 050 it
is included in the product
term complemented.

Variable B: The circle covers
a region where B is both a 0
and 1, so itis excluded from
the product term.

Variable C: The circle covers.
aregion where Cis a0, soit
is included in the product
term complemented.

‘The product term for this
prime implicantis: A'C'

Step 3: Sum all of the product terms for each prime implicant

‘The two prime implicants.
overlap in cell 2, but this is
legal because the larger circle.
oes not fully encompass the
‘smaller circle.

Variable A: The circle covers
a region where Ais both a 0
and 1, 5o itis excluded from
the product term,

Variable B: The circle covers
aregion where Bis a 1, 5o it
s included in the product term
‘uncomplemented.

Variable C: The circle covers
a region where C s both a 0
and 1, so it is excluded from
the product term.

‘The product term for this
prime implicant is: B

There are two product terms, one for each circle. The final minimized SOP expression is:

AC+B
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Basio Architecture of Read Only Memory (ROM) ot

2 4 — Address Data
HAndoress vmaoupi o [T
- 1 ool
2 [
Fonon
Voo Vee Veo
! ; R % R % R
wLo ! 1
T T T
Wit 5 i o o
G 3 T 5
| Row
Address 4 Address
Decoder, J
w2 !
' | | | |
[V R — i !
L‘ T T L 0 L 0
- 8 8 VEU ‘]ELO
Y

Data_Out (3 downto 0)
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Example: Convert 18.Ays (o Binary:
Part 1: Each of the hex symbols i replaced with s 4 it binery equivalent.

L 1BAn
(0001)(1011).(1010)
( \)( ) ( f)z

Part 2 Leading and trailing zer0s can be removed.

'
11011. 101,
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Digital Design Flow

Steps

Specifications

i

Functional

Dei_gn

Synthesis

]

Technology
Mapping

i

Place and
Route

i

Verification

i

Fabrication

Description of Tasks at Each Step

- State the desired behavior of the design using broad, high-
level specifications.

- Describe the high-level architecture of the design (€.g.,
block diagrams for inputs/outputs, sub-systems) and generic
behavior (iruth tables, state diagrams and/or algorithms).

- Create the gate-level connection (schematic o netiist) of
the design using logic synthesis processes (e.g., K-maps or
automated CAD tools).

- Select the logic technology that will achieve the
specifications (e.g., 74HC family, 32nm CMOS ASIC).
Manipulate the gate-level netlist/schematic into a form that is
suitable for this technology (e.g., DeMorgan's NAND/NOR).

- Arrange the components to minimize the area needed (on a
board or chip) and wire all connections to minimize
interconnect length and crossings.

- Once a technology is chosen and the routing is complete,
the gate and wiring delays can be used to estimate whether
the final design meets the timing and power consumption
requirements of the original specifications.

- Once the design is verified it can be implemented.
(ASIC, programmable device, board-level, discrete parts)
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Example: Modeling Combinational Logic with a User-Defined Level Primitives
Implement the following truth table with a user-defined primitives.

Let's call the design SystemX. We will create a simple module for
SystemX that defines the ports and then calls the UDP.

SystemX.v
—a
B F
—c

‘The user-defined primitive will be called SystemX_UDP and will contain the table

describing the desired funcionaliy
e py————— The top-level module simply
Snput wire A, B, ©); instantiates the UDP.
“r
Systemx_UDP UO (F, A, B, O);
UDPs require that the output
sacile be listed first in the port
_— definition
primitive Systemx_UDP (output ¥, =
Bent e By i Itis helpful to insert a comment
table above the table values to lst
// 2B : ¥ &———————1— thelocation of the port names
8ol within the table.
010
] Notice that the inputs are listed
1e2 first, in the order they appear in
i10 the port declaration, followed by
% a " and the output.
endprinitive
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CMOS 2-Input NAND Gate Operation

A

lo lo
Out=Vo=1 Open [ Out=Vee=1

A=0-- \:

Clsed
Bt .

-
GND GND

Operation when A=1, B=0 A B=0 Operation when A=1, B=1
Vee Vee Vee

o,.nl‘ - ol

A=t~

lo

———— Out=Vee=1 el Out=GND=0

A=t e

Closed.
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Example: Convert 10,4 to Octal with an Accuracy of 4 fractonal digits:
10.44

Part 1: Converting the whole number porton:

Quotient  Remainder

sept: 8 [10 1 2 Least significant digit
— &

sep2 8 [1 o 1 Most significant digit

Done Converted Whole Number = 12;

Part 2 Converting the fractional number portion:
Product Whole Number

Septs 8e04) 32 3 Mostsignifcantdig
s ]
Sepz 802 18 1 Noxtlower order digit
s s
Seps 8008 48 4 Nextlower orderdgit
s i
Sepd 8:08) g4 6 Leastsignifcantdigit
l ‘Gonverted Fractional Number = 3146,

Done because we have achieved the desired accuracy
Part 3: Combine the two components to form the new number:

12.3146;
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Example: Serial Bit Sequence Detector (Part 2)
State Encoding

Let's encode the states in binary in order to minimize the number
of D-Flip-Flops. Encoding in Gray Code will not benefit this design  Start
since the state transitions are not linear. Since there are 5 unique  DO_is_1 =001
states, we'll need 3 bifs to encode all of the states. Atthis point, ~ D1is_1  ="010"
we also need 10 assign the state variable names. Lets callthe  DO_nol_1 ="011"
three variables for the current state Q2_cur, Q1_cur, and Q0_cur.  D1_not1 =*100"
Let's call the three variables for the nex state Q2_nxt, Q1_nxt,
and QO_nxt. After the state codes are assigned, we can update
the state transition table.

State Code
000"

Current State Input Next State Output
[Q2_cur]Q1_cur]Q0_cur| Din [Q2_nxt[Q1_nx]Q0_nxt| ERR
0 0 0 | 0 |Donot 1| 0 1 1 0
[ [ 0 | 1]|ooist| o0 [ 1 [
0 0 1 | 0 [Dinoti]| 1 0 0 | 0
[ [ 1 | 1|otist1| oo 1 ol o
0 1 0 | 0 st 0 0 0| 0
0 1 o |1 Start [ [ o 1
0 1 T | 0 |Dinott| 1 0 0 0
0 1 R R [ ol o
1 0 0 [0 str 0 0 0 0
1 0 o | 1 Start [ 0 ol o
xt State Logic
Q2 nxt Q0 nxt
Q2_eur
Q0_cur\ @16

DM\ 00 01 11 10 o 1110

of 0 o[xJo
o0 o[x]o
u[o o[x]x
o[@] [0 [x]x

Q1_nxt=(Q2_cur - Q1_our - Q0_cur - Din') + (Q1_cur - Q0_cur - Din)

L a0 = @2_cur - Q1_cur - @0_cur)

Q2_nxt = (Q1_cur - QO_cur) + (Q0_cur - Din')
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Example: Simulation Waveform for BRA

Let's look at the timing diagram when executing the following branch always instruction
located at addresses X'06" and x'07" in program memory. The opcode for this instruction

is x'20".

BRA x"00"

'S_FETCH_0 puts PC inlo MAR SBRA 4

0 provide the address of the. provide
lopcode. MAR s updated on the operand.
next clock edge. the

‘puls PC into MAR fo
the address of the
MAR is updated on
ext clock edge.

In'S_FETCH_2, the opoode 1s
lavailae from memory. We route i
lloBus2 and assert IR_Load. IR vl
be updated on the next cock edge.

In'S_BRA_6. the operand s avalabie]
from memory. We route it to Bus2
‘and assert PC_Load. PC willbe
updated on the nex! clock edge.

In'S_FETCH 1. the PC i incromented

[whils waiing for the memory o producel

the opcode. PG takes on its new value!
o the next edge of clock.

'S_BRA_S is needed whie walling

for the memory system to provide

the operand. There s no need to
increment PC in this stato.

and knows that this is a “branch
always" and tha the operand is the
data to be loaded into PC.

S_DECODE 3 dacodes e opeode. [P as boen loaded with tne

‘operand and the nstruction
is now complete.
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SystemK.v

F=Tlaooo37.11.15)  ABCD £
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Example: Proving the Absorption Theorem using Proof by Exhaustion
Consider the expression F= A + A‘B. Let's evaluate each of the two terms in the OR'd
expression and then see how they relate to the output of the original expression.

The evaluation of the original expression T
The evaluation of the term A
The evaluation of the term A8

Notice that the term A will produce  result of 1 for the input code A=1, B=1. This resultis
sufficient to cover the result produced by the term A-B for this input code. When these two
terms are OR'd together, the AB term becomes unnecessary because ts output will be fully
covered by the term A. We can thus reduce the expression {o simply A. We can say that
the term A'B can be absorbed into A.
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Defintion of Radix Point

1
Whole Numbérs.

3 2.6 5 4
P

Radix Point

Fractional Numbers.
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Example: State Diagram for STA_DIR
The following is the state diagram for STA_DIR. This store instruction will move
information from register A into memory. Direct addressing implies that the operand
provides the address of where to store A to.

S_FETCH.0
s/ Bustsa=rc
Bus2 5ol = Bust

MAR.Load

1

S_FETCH 1
Pe_inc
The same fetch/decode states are
i executed on every instruction.

S _FETCH 2

us2_Seisfom_memory
R_Load.

-

S_DECODE 3

\D 0 other instructions.

I (R=STA_DIR)

*Store A Direct” means that the operand of the.
instruction is the address of where to wrie the.
contents of A to. PCis already pointing to this
location in memory o we can put it out on MAR.

It wil take 1 clock cycle for the memory to provide the
‘operand after receiving the address. While waiting,
the PC can be incremented o the next address in the
program memory.

“The gperand that has been read from memory is now
available on Bus2. We put the address into MAR by
asserting MAR Load.

Now MAR s driving the correct address. We need to
wiite A to memory o we put A on Bus1, which is
directly connected to the to_memory port, and assert
the wite signal. This puts the contents of A nto the
address provided by the operand.
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Example: 2-Bit Up/Down Counter in Verilog — Design Description and Port Definition

“This system will output a synchronous, 2-
bit,binary counter. When the system input
. the system wil count up. When
Up=0, the sytem will count down. The
output of the counter is called CNT.

Up:

Port Definition

Counter_2bit_UpDown.v.

—up cnT|

2
=3

[ Reset

module Counter_2bit Upbown
(output reg (1:0] cNT,
Tnput wize Clok, Reset, Up);
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Example: Modeling Delay in Continuous Assignments

P | This directive

N indicates thatal
F s |module systemwp2 (outpuc wire , | mumbers used or
3 input wize A B) | delay have a unitof

ta=1ns assign #1 F = A & B; ariesaoonce:
endnodule \\
“The delay of all
. transitions of F will
(.| be Ins.
B
o
F
o

Both rising and falling transitions are delayed 1ns.

“timescale ins/lps

module SystemAND2 (output wire F,
input wire A, B);

assign #(2,3) F = A & B;

endmodule \\

‘The delay of all LOW-

5 to-HIGH transitions of
Al F wil be 2ns.
- ‘The delay o all HIGH-
& to-LOW transitions of
F will be 3ns.
F
o
+ + + + + +— tme

The transition from LOW to HIGH has a delay of 2ns while
the transition from HIGH to LOW has a delay of 3ns.
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Example: Different Behavior when using Blocking vs. Non-Blocking Assignments (1)
In these examples, there is a signal interdependency and all of the inputs are listed in the
sensitivty list. By listing all of the inputs in the sensitivity list, the intent is to model
‘combinational logic such that the outputs update anytime there is a change on the inputs.

odule BlockingEx CORRECT | [module NonBlockingsxa
(output reg &, (output reg 5,
nput wire A, B, C); Snput wire A, B, O
reg ni: ey m;
always ¢ @, B, O always ¢ @, B,
bagin begin
T1= A~ B // statement 1 B a By /) satement 1
520 W 7 Seacement 2 8152 m " U7 Seavemant 2
end end

In both cases, statement 1 (the assignment to 1) will produce the same result. This is because the
assignment only depends on the inputs A and B. Since A and B are listed in the sensitvty ist. any
change on them il tigger the block and their current value wil be used in the assignment to n.

However, statement 2 (the assignment to S) contains a signal interdependency and will NOT produce
the same result in both cases.
Blocking Assignment Case (=): Blocking assignments take place immediately. This means that the
assignment to n' in statement 1 takes place immediately and the updated value of n1 is used in
statement 2. When used in conjunction with listing all of the inputs in the sensitivity list, this
approach successfully models combinational logic.

Non-Blocking Assignment Case (<=): Non-blocking assignments take place atthe end of the.
procedural block. This means that the assignment to n in statement 1 does not take place before
the assignment in statement 2. The value of n1 used in statement 2 will be the value of n1 when
the blockis triggered, not the new value of n1 assigned within the block. Said another way, the
value of n1 used in statement 2 will be the value of n1 from the *prior” fime the block triggered, or
the ‘last” value of n1. This does not model combinational logic.

Statement 2 uses the current value of n1 ‘Statement 2 uses the last value of 1
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Example: Convert 254,655 to Hexadecimal with an Accuracy of 3 fractional digts:
254 . 65519
Part 1: Converting the whole number porton:
Quotient  Remainder

Sept: 16 254  15(F)  14(Ew  Leastsignifcantcigh
-

sep2 16 [15 [ 15(F)  Mostsignificant digit

Done Converted Whole Number = FE1s

Part 2: Converting the fractional number portion:
Product Whole Number

Step s 16-(0.655) 1048 10(Aw)  Most significant digit
P
Sep2 16-(048) 168 7 Nextlower order digit
— +
Sep3 16-(068) 1088 10(Aw)  Least sgnificant digit
l ‘Converted Fractional Number

Done because we have achieved the desired accuracy
Part 3: Combine the two componiens o form the new number:

FE.A7Ag
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Example: 7-Segment Display Decoder — Logic Synthesis by Hand

The block diagram and truth table for this system are as follows:

decoder 7seg A B C|FaFb FoFdFe Ff Fg
Fal— 000[1 1 11110
Fb[— 001{0 1 10000
—A Fop o101 10110 1
B Fa 011111100 1
c Fe 100[0 1 100 1 1
Ff f— 10101011011
Fol— 110|101 1111
9 1111111000 0
Each output of the decoder needs its own logic expression. decoder7seg
a8
13 1
o[
Fa—» - Fa=A'C'+B+AC
0900
ae

00 01 11 10

'C 4 A +BC

a8
0011

Fo > > FozA+B4C
a8
N ot 1t 10
Fa— 04 s Fa=AC+AB+BC +ABC
+[o o
a8
Noo o1 11 10
Naon
e -AC BT
0 o B

=5 FI=8'C'+AC +AB'

)| Fa=ABrAC HAB
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Data Sheet Excerpt (3)

Courtesy Texas Instruments

‘Again. the output
specifications are
given for multple V|
values and an
interpretation must be
mace if operating at
diferent supply
volage.

The amount of
current that the part
sources/sinks

influences the output
proiisgeid elalie i
the output voltage is
provided for a variety
of output currents.

SNSHHCLA, SNTAHCOL

e T
Al =

o 2
pron—
o S SR
ot ot

The lcs current i given for when I6=0A. This is the.
quiescent current. Itis up o the designer to calculate how
‘much current will actually flow through the Vo and GND
pins based on the output load configuration.
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Example: Binary Counter with Range Checking in Verilog

module Counter_dbit Up (output reg (3:0) CNT,
inpue wire Clock, Reset);

always @ (posedge Clock or negedge Reset)
begin: COUNTER

T (1Reset)

T <= 0
else
i (@ = 10) Anested f-else statement checks if the counter
Lo ——— has reached its maximum value. Ift has, tis
e reset backto zero. Ift hasn'. itincrements.
end
endmodule

formatted as unsigned decimal,
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Rising Edge Triggered D-Flip-Flop
with Active LOW Reset

D q

an

afliptlop.v

module dflipflop
(output reg @, on,
input wire Clock,

endmodule

Reset, D) ;
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SIR' Latch Behavior - Store State (S'=1, R'=1)
To understand the operation of an SR latch, recall the truth table for a NAND gate:

For a NAND gate, anytime there is a 0 on an
input, the output s a 1 regardiess of the value
of the other input. The only time the output is
015 when both inputs are both .

1£Q starts at a 0, it will be fed back to U2 creating an
output of Qn=1. “This 1 will be fed back to the input of

Ut creating an output of Q=0, thus reinforcing the intial
state and storing Q=0, O

A B|Out

0 of 1
NAND O 1| 1 (U2)

10f1

110 N

1 Q starts at a 1, it will be fed back to U2 creating an
output of Qn=0. ‘This 0 wil be fed back to the input of
U1 creating an output of Q=1, thus reinforcing the i
state and storing Q=1, Qn=0.
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8-t0-3 One-Hot Encoder

co--oorr

o-cooco00

co-coooo

coo-ocooo

cocorooo

ccccocoro

A7) A(6) A(5) A4) A(3) A2) A(1)A) | F(2)F(1) F(0)
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Example: What s the range of decimal numbers that a 32-bit, two's complement number can
represent?
The term *32-bi” means that
two's complement number

2. We can plug this ino the equation for the range of a
ty.

A2") < Nacomp 27" = 1)

[
{2%") < Nacomp < #(2%1 - 1)
f
-2,147,483,648 < Nacamy < +2,147,483,647

A 32:bit, two's complement number can represent decimal numbers from -2,147 483,648
10+42,147,483,647.
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Example: Execution of an Instruction to “Add Registers A and B"
This instruction adds A and B and puts the sum back into A (A = A+B). This instruction
does not require an operand because the inputs and output of the operation reside
completely within the CPU. This type of instruction uses inherent addressing, meaning that
the location of the information impacted is inherent in the opcode. Let's create a program
to perform this addition. The program is as follows:

Using Mnemonics Using Hex Values
ADD_AB or x"42"
When the opcode is put into program memory at x'04", it looks like this:
cPy Memory
R PC C S 7} ApD_AB
T x05" [ Next Opcode
PC
A
CCR

When the CPU begins executing the program, it will perform the following steps:

Step 1 - Fetch the opcode
The program counter begins at x'04", meaning that this address is the location of the
instruction opcode. The PC address is put on the address bus using the MAR and a
read s performed. The information read from memory (e.g., the opcode) is placed into
the instruction register. The PC is then incremented to point to the next address in
program memory. After this step, the PC holds x'05" and the IR holds x'42".

Step 2 - Decode the instruction
The CPU decodes x'42" and understands that itis an “Add A and B It also knows that
there is no operand associated with this instruction.

Step 3 - Execute the instruction

The CPU asserts the necessary control signals to route A and B to the ALU, performs
the addition, and places the sum back into A. The CCR is also updated to provide
‘additional status information about the operation.
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Example: 2-Bit Up/Down Counter in Verilog ~ Full Model

(Three Block Approach)

module Counter_2bit_UpDown (output reg [1:0]

input wize
zeg [1:0] current state, next_stat
parameter CO = 2'500,

o1 = 21m01;

G2 = 21610,

s = 2mu}
alyays @ (posedge Clock or negedge Reset)

begin: STATE MEMORY
if (1Reset]
current_state <= CO;
olse
current_state <= next_state;
end

always @ (current state or Up)
begin: NEXT_STATE_LOGIC
case (curFent state)

& i7" (Up == 1'B1) next_state
a if (Up == 1'bl) next state
& if (Up == 1'bL) next state
& : if (Up == 1'b1) next_state
Gefault | nextstate = CO;
endcase
end
alvays ¢ (current_state)
hagin: oURPUT ToGTC
case (current stats)
& TG = 2'b00;
a Q = 2501
& Q= 2:p10;
& Qur - 2mit
default : QT = 2500
andoase

end

endnodule

o,
Clock, Reset, Up);

State variables and
state encoding.

«— State memory block

- Nextstatelogic bock.

- next_state = C3;
= next state = CO;
= =al
- next_state = C2;

«— Outputlogic block. Note that since this is a
Moore machine only the current state is isted
in the sensitviy lst.
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Example: State Diagram for BRA

The following is the state diagram for BRA. This instruction will load the program counter
with the address supplied by the operand of the instruction. This has the effect of setting
the address of the next instruction to be executed to a new location in program memory.

S_FETCH.0
s/ Bustsa=rc
Bus2 5ol = Bust

MAR.Load

{

S _FETCH 1
Pe.inc

The same fetch/decode states are executed on
£ every instruction.

S_FETCH 2
us2_Seiefom_memory
Losd

-

S_DECODE 3

S T

If (IR=BRA)
. “Branch Always" means we are going to load
1 e narroo e PG wi e astons oncon e
¥ 1 (R-LDA_DIR) operand. PC s already pointing to this
SORALOA A location in memory o we can put it out on
X N AR o sodswin b o0
e

MAR is now holding the address of the.
operand. It willake 1 clock cycle or the
memory to provide the operand after
receiving the address. Since PC will be
loaded with a new value, there is o need to
increment it here as i prior instructons.

‘The operand that has been read from
memory is now available on Bus2 and can
be latched into PC by asserting PC_Load.
PC will be updated with the operand in the
next state (e.g., S_FETCH_0).

We are done executing this instruction so we can
etur to the beginning and fetch the opcode of the
nextinstruction.”Notice that PC is now pointing to
the new location to begin execuling code.
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Observing Redundant Prime Implicants in a K-map
Consider the following result when creating a minimized SOP expression from a K-map.
Step 1: Circle groups of 1's in the K-map

Step 2: Create a product term for each prime implicant
AB _a A
i

Variable A: The circle covers
a region where Als both a 0
and 1, so itis excluded from
the product term.

Variable B: The circle covers
a region where Bis a 1, so it
is included in the product
term uncomplemented.

Variable C: The circle covers
aregion where Cisa 1,501t
is included in the product
term uncomplemented.

‘The product term for this
prime implicant is: B-C

Variable A: The circle covers.
aregion where Aisa 1, soit
s included n the product
term uncomplemented.

Variable B: The circle covers
aregion where Bisa 1, soit
s included n the product
term uncomplemented.

Variable C: The circle covers
aregion where Cis botha 0
and 1, soitis excluded from
the product term.

‘The product term for this
prime implicantis: AB

Step 3: Sum all of the product terms for each prime implicant

F=BC+AB+AC

Variable A: The circle covers
aregion where Ais a 1, so it
is included in the product
term uncomplemented.

Variable B: The circle covers
a region where B is both a 0
and 1, so itis excluded from
the product term.

Variable C: The circle covers
a region where Cis a 0, o1t
is included in the product
term complemented.

‘The product term for this
prime implicant is: AC'

Butis the A8 really necessary? The logic expression is equally valid as:

» F=BC+AC
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Example: Structural Model of a 4-Bit Carry Look Ahead Adder in Verilog

“timescale 1ns/lps

module mod_full_adder (output wire Sum, p, g,
input wire A, B, Cin);

xor #2 UL (sum, A, B, Cim);

SN AT A mofed ul acdercreats the propagate ()
S A CANERRIE «———— and Generst () signale instaad of Coot
endnodule

“timescale 1ns/lps

module cla_dbit (output wire
output wire
input wire

o, c1, c2, c3;

0] P, g;

o eoEn : These continuous assignments matel the
2 = g0 1) i “— combinational logic for the propagate and
= SalEnice ek

Cout =

(.Sum(sum(0)), .P(@IO)), -g(g0)), -AGALO]), .B(BIO)), .CIn(CO)):
(sun(swn(1)); PG [g(g1)); AN BE)), [Cin1);

fui s ((sun(sun(2)); ‘pP(2]), '3(g(2)), A@[2]), B(B(2]); Cin(c2))
mod_ful1"adder U3 (Sum(sun(3]); _p(p(3), .9(g[3]); AME]), B@I3), .Cin(c3)

endnodule
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Example: 2-Bit Binary Up/Down Counter (Part 2)
Ne te i
The next state logic for this counter depends on both the current state variables and the
input Up. i
e arar
Goreur Goreur
YN\ oo o1 11 10 U\ o0 01 11
o[@[o [® EL 0

Q1_nxt = Q1_our ® Q0_cur & Up
Qutput Logic

current state variables.
CNT(1) = Q1_cur
CNT(0) = Q0_cur

atnxt

Since we are using state-encoded outputs, the outputs of the system will simply be the

Q0_nxt=Q0_cur'

Q1_cur

qQ oNT()

Q0 nxt

Clock.

“Next State Logic™ °St

1 SRR - % . §

o

.

@1cn)

|at cur

0_cur

b of~~——cnr0)

lao_cur

1.

@em

tate Memory” *Output Logic”

Clock|'

LR D I N S

Up,

10 11

00 of

CNT.

10 01 00

00 1
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Example: Binary Counter using a Single Procedural Block in Verilog

module Countex_dbit Up (output reg (3:0) CNT,
Tput wize Clock, Reset):

alveye . po: Clock or negedge Reset) . Asingle procedural block
e handies the reset condition
ey foirb ety
o
i R
i glopl
el

The counter increments on When the counter reaches “1111", it
each fsing edge of clock. olls over to “0000" and continues.
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DRAM Operation During a Read Cycle ~ Reading a 1 from a Storage Cell

TI

Control
Lines NI —\—

i

Digit
Lines Veol2

Dn

wg,_kgww

‘_L.H
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Range of an UNSIGNED number = 0 < Nunsignea < (2°-1)
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Example: Push-Button Window Controller - Output Logic

We need to synthesize the combinational logic circuits that will create the output logic for the
signals “Open_CW" and “Close_CCW". The behavior of this combinational logic circuit is
described in the state transition table. Again, in order to visualize where this information is
within the table, let's pull it out and put t into traditional truth table formats.

Current State Input Next State Outputs
Q_cur | Press Q_nxt| Open_CW | Close_CCW
w_closed | 0 0 [w_closed | o 0 )
w_closed | 0 1 | w_open 1 1 0
wopen | 1 | 0 | wopen | 1 0 0
w_open 1 1 w_closed 0 0 1
3 1 1
These columns are the These columns are the desired
inputs o the output logi. behavior of the outpus.
Q_cur Press | Open_CW Q_cur
o 0 0 Press\ 01
2 3 s — 0[0]0]_, opencw=a cur Press
1 1 0 1 @ "0

Q_cur Press | Close_CCW Q_cur
—O 0_ Press \_ 0

0
0
1
1

o=

—— Close_CCW = Q_cur - Press

110

1 0 0
0 0 et 0
1 1
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Example: Push-Button Window Controller - Logic Diagram

Press.

Open_CW

D._ Close_CCW.

Clock—-—,—

“Next State Logic” “State Memory” “Output Logic™
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Original Expression
A0=0

|

Let's verify this equality is true through proof
by exhaustion. Proof by exhaustion involves
plugging in each and every possible value
for the variable(s) and evaluating the
equality for correctness.

The firstvalue A can take on is
0:0=0 <—— A=0. 0 ANDwihOis equal

100 based on our Axiom for a
Logical Product, 50 this equalty
is CORRECT.

The second value A can take on
1:0=0 <—— isA=1. 1ANDd with Ois equal
10,0 based on our Axiom for a
Logical Produc, so this equalty
is also CORRECT.

‘Through the process of proof by
‘exhaustion we have proved that A-0 =
0is a TRUE statement.

The “Du:
A

|

The dual is found by interchanging all

ANDJOR operations and all 0's and 1's.

Let's see if this equality is correct using
proof by exhaustion.

Based on our
<— adomfora
Logical Sum, this
s CORRECT.

0+1

Based on our
Axiom for a Logial
‘Sum,this s also
CORRECT.

141

Through the process of proof by

exhaustion we not only have proved
that A+1 = 1is a TRUE statement,
but that the theory of duality held.
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Example: Design of a 4-Bit Unsigned Divider Using a Series of lterative Subtractors

The following architecture shows a combinational divider that uses a series of iterative
subtractions to determine the quotient and remainder.

Q3Q,Q1Q0, R3RzR1Ro

B3B;B1By ) AsAzA1A

0 0 0 As| |A2] A} A
Bs| B;| B Bo|
R
—R_ N Y
B B B} [Bof

!

Qs Q.
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Example: Using a K-map to find a Minimized Product of Sums Expression (4-i

Step 1: Circle groups of 0's i

the K-map
AB A N
CD\oo ot 11 10

Again, the polarites of the
variables along K-map are
changed to reflect how the
variables are entered into the
‘sum terms.

Step 2: Create a sum term for each prime implicant
Variable A: The circle covers
a region where Ais both a 0
and 1, so itis excluded from
the sum term.

Variable A: The circle covers.
aregion where Ais both a 0
and 1, so itis excluded from
the sum term.

Variable B The circle covers
aregion where Bis a0, soit
included in the sum term

‘uncomplemented.

Variable B: The circle covers.
aregion where B s both a 0
and 1, 50 itis excluded from
the sum term.

Variable C: The circle covers
a region where C is both a 0
and 1, so itis excluded from

Variable C: The circle covers
aregion where Cisa 1, soit
s included in the sum term

the sum term, complemented.

Variable D: The circle covers Variable D: The circle covers
a region where D is both a 0 aregion where Dis a 1, so it
and 1, soitis excluded from is included i the sum term
the sum term. complemented.

‘The sum term for this prime ‘The sum term for this prime
implicant is: B implicant is: C'+D"

Step 3: Multiply all of the sum terms for each prime implicant

There are two sum terms, one for each circle. The final minimized POS expressionis
F=(B)(C+D)
Check: Is this equivalent to the logic expression obtained using the SOP approach?
From the prior example, the minimized SOP expression was: F =B:C' + B:D'
F=(B)(C'+D) <& Let's use the Boolean algebra theorems to see if this is equal to B-C' + B-D'

F=BC +BD ~ Using the distributive property on the POS expression shows that this is
‘equal to the minimized SOP expression
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Complex PLD (CPLD) Architecture

Partitioning the routing allowed more PAL blocks to be integrated on a single chip. This
architecture also implied that not all SOP expressions had access to every l/0.

- ]
|— PAL PAL [—
o o
= ] =
H H
Inter-Quadrant Routing Bus
I I
l— l—
[ PAL PAL —f
o © ©) o
- =






OEBPS/A420020_1_En_12_Fig41_HTML.gif
[ module mul_signed Sbit (output vire (15:0] P,
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Example: Determining if Specifications are Violated When Driving Another Gate as a Load
Given: 74HC04 Specifications. +3.4v +34v

ND ND
Find: Were long:Of loc.nnvioated? O ¢

Solution: The maximum input current of the load (e.g., the receiving inverter) is 1uA. This
means that the I for the driver will be 1uA because the load sets the output current. This is.
far below the maximum output current of 25mA 50 the lo,nax specification is not violated.

“The driver will draw I, through ts Vic pin to power it functional operation. In addition t0 I,
the driver will also pull a current equal 10 lo through the Ve pin while driving a logic HIGH.
‘This means the maximum current pulled through the Ve pin is Iy + lo = 20uA + 1uA = 21UA.
Again, this is well below the specification for the maximum amount of current that can flow
through the Ve pin (50mA) so the lco-max specification is also not violated.
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Example: Design of a Half Adder
Recall in binary addition, the output consists of a sum and a carry bit,

0 0 1 1
+ 0 + 1 + 0 + 1
0~ sum 1 1 cay—=10
We can build a simple circuit callled a “Half Adder” to compute these outputs.
Half Adder
A B |Cos Sum A sum
oofo o Sum=A®B B
01|10 1
10[0 1 Cou=AB
1101 0

Cout
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Example: Using Don't Cares to Produce a Minimal SOP Logic Expression
Let's create a minimized sum of products expression by taking advantage of don't cares.
Don't cares are indicated using the symbol °X". These go directly into the K-map. If we
initally just circle 1's, we get the following logic expression:
AB _»a A
cD
00 01 11 10

5
oof[o[x 1
“lLotfo]x

10

>
=] x]x

However, we can take advantage of the don't cares that are in cells 5 and 11. If we treat
them as 1, we can include them in the prime implicant giving a more minimal logic
expression.

AB A A
CD
00 01 1110 o Don't cares do not need to
000X ] be circled. They are only
cf — included in a grouping if
o010 b they help produce a more
110G > F=CD  minimal product term for
" that prime implicant,
10[ 0 X[x 10'
e
5 B B
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Example: Inertial Delay Behavior

“timescale 1ns/lps

module SystemINV (output wire ¥,
Snput wire A):

assign #3 F = ~A;
endmodule
A
o e i, Pulses on the input that
~ are less than the delay
F ‘amount are ignored.

‘Thereis 3ns of delay before.
the output changes.

time
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Toggle Flop Clock Frequency Divider Optional Symbol for a Toggle-

—| Fiop or “T-Fiip-Flop™
oD a Q T a—a
Clock —] On—L an anl— an

Clock || f ¥ f F

+—t —t—

@ Qand Qn will always be at opposite logic values.

(@ When a rising edge of a clock occurs, Q will be updated with the value present on D. Since in this
configuration the value on D wil always be the opposite of the current value of Q, the outputs will
toggle. The outputs willchange, or toggle, every time there is a rising edge on the clock. This has.
the effect of creating a square wave on the output that has % the frequency of the clock.
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Example: Determining the Output Current When Driving a Pull-Up Resistor as the Load

Given: The following circuit configuration.

1o

Solution: We need to solve for
when the driver outputs both a
HIGH and LOW.

GND

jvalent it When Driving

+5v

R
1000 45y
Vo=+5v.

GND
The voltage across the resistor is the
difference between the voltages on its two
terminals. In this situation, it is (5-5 = Ov).
Plugging into Ohm's Law we get:

V=IR

0=1100)
v

1=0A

Since there is no voltage across the
resistor, there is no current flowing.

+5v

Equivalent Circuit When Driving a LOW
+5v

R
1000 45y

Vo=0v.

‘The voltage across the resistor is the
difference between the voltages on its two
terminals. In this situation, itis (5-0 = 5v).
Plugging into Ohm's Law we get:

V=IR
5=1(100)
v

.05 A = 50mA

‘This 50mA will flow through the resistor and
into the driver's output pin and then through
the GND pin. Care must be taken that this
current does not exceed the lo specifications
for the driver.
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Y-Chart llustrating Top-Down Design Approach
Synthesis
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Structural
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Down One Level
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Chip/Board Floorplanning

Physical
Domain






OEBPS/A420020_1_En_4_Fig22_HTML.gif
Example: Using DeMorgan's Theorem Algebraically, Breaking the Bar and Fiipping the Sign (2)
Let's see if the *breaking the bar and flipping the operator” approach works on an AND
gate with its inputs inverted.
F=A - B < Theoriginal algebraic expression for an AND gate with both
inputs inverted.

Involution allows double negation without impacting the
result. This is accomplished with two inversion bars.

An inversion bar can be "broken", but n order for the
expression to remain true, the AND operator beneath the
break must be fipped to an OR

Involution can be used again to remove the double
F=A+B ~  negations above A and B.

_ ~<— The resulting expression is an OR gate with its output
F=A+B inverted.

‘This technique upheld DeMorgan's Theorem that an AND gate with its inputs inverted is
equivalent to an OR gate with its output inverted.

F=A-B=AB
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Example: 7-Segment Display Decoder - Truth Tablo

LED Labels
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Example: Converting a Sum of Products Form into One That Uses Only NAND Gates
You are designing a combinational logic circuit that will

be implemented in CMOS. You use Boolean algebrato A
create a circuit in the form of a sum of products (SOP). o

F=AB+CD :D_ F
Z / ‘;D
These two logical products (e.g.,
AND operations) are summed X
jether (e.g., OR ration) to
e or abaration) 12 A Sum of Producis at the gate level always has a stage
of AND gates feeding into a single OR gate

Since this logic needs to be implemented in CMOS, you need to convert it into a form that
uses only NAND, NOR o NOT gates. You know that DeMorgan's Theorem allows an OR
gate with its inputs inverted to be converted to an AND gate with its output inverted (e.g., a
NAND gate). To prepare for this manipulation, you take advantage of the theory of
involution, which allows you to put double inversions on any net without affecting the result.

Double inverters are placed on These inverters can also be
these nodes in order to create an denoted using inversion bubbles
OR gate with its inputs inverted. (e.g.. double bubbles).

D D S

Moving the inversion bubbles to these locations The final step is to convert the OR
on the wires highlights that the first stage of (gate with its inputs inverted to an
AND gates can be directly replaced with NAND AND gate with its output inverted,
gates and the OR gate s ready for DeMorgan's. ‘which s a NAND gate.

A . A \

B - B

c :i>— c 3

D 0

‘The original Sum of Products that was implemented with only ANDIOR operations was.
replaced with an equivalent circuit that used only NAND gates. This replacement can be
made directly anytime a Sum of Products form s present.
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Major Milestones in the Advancement of Digital Logic and HDLs

1995: IEEE releases first open Verilog standard ‘IEEE 1364 ®
1987: IEEE releases first open VHDL standard “IEEE 1076-1987 '®
1986: Synopsis Co. founded and targets logic synthesis from HDLs '@

1983: Veriog HDL Development begins '®

CAD Tools

1983: DoD funds VHDL Project ®
1978: IBM creates logic synthesis algorithm to design mainframes '@

2012:Inte releases the 10-core Xeon Westmere EX o
microprocessor containing 2.5 billion transistors

1971 The frst single-chip microprocessoris g
released (Intel 4004) containing 2300 transistors

1968: RCA releases the first CMOS Logic g
Family (CD400) based on MOSFET transistors.

1964: Texas Instrumens reloases the first TTL o
Logic Family (7400) based on bipolar transistors.

5
:
.
:
o
:
=

1950: Jack Kiby and Robert Noyce file patents for o
the integrated circuit within six months of each other

1947: William Shockley, et.al., il a patent for o
the first transistor while working for Bell Labs.

1954: Maurice Kamaugh creales the K-map o
s a graphical way to minimize logic circuits

o 1930: Claude Shannon applies Boolean Algebra to
the design of electrical switching circuits

o 1859: Augustus DeMorgan adds two
powerful “Laws" to Boole's framework

@ 1854 George Boole creates a
two-valued algebraic framework

1850 1900
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Example: Creating Equivalent Functional Representations from a Minterm List

Given: The following minterm list.
"9 F=Z400(037)

Find: The truth table, canonical sum logic expression and the canonical sum of products

logic diagram.

Solution: First, let’s generate the truth table. From the minterm list subscripts, we know that
there are three input variables named A, B and C. These will be listed in the truth table with
Ain the most significant position and C in the least significant position. We can fill in the
input codes as a binary count and insert the row numbers. We can then list the output
values that are true. From the minterm list we know that the true outputs are on rows 0, 3
and 7. Since we know we will need the minterm expressions for these fows in the canonical
‘sum, we can also st them in the truth table.

minterm

The canonical sum is simply the minterm expressions corresponding to a true output OR'd
together. Since we already wrote the minterm expressions for rows 0, 3 and 7 (€.g. ma, my
and my) in the truth table, we can write the canonical sum directly.

F=A"B'C+A'BC+ABC
The canonical sum of products logic diagram is simply the gate level depicti
canonical sum. When logic diagrams get larger, it is acceptable to indicate a variable’s
complement as a prime instead of placing individual inverters and drawing connection
that cross each other. Itis implied that multiple listings of a variable’s complement (e.g., A
in mo and ms) will come from the same inverter.
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Example: Push-Button Window Controller in Verilog — Full Model

module PEWC (output reg Open CW, Close CCW,
Snput wire Clock, Reset, Pre

zeg. current state, next_state;
parameter w_closed = 1'b0,
wopen = 1'bl;

+—— Declaration of state variables
and state encoding.

always @ (posedge Clock or negedge Reset) ‘State memory block. This is
Begin: SEATE MEMGRY +_ Soqtentallogosonom
current_state <= w_closed; blocking assignments are
else o = used. This block only makes
e o rastey b i
end “current_state”.

always ¢ (current state or Press)
begin: NEXT_STATE_10GIC
Gase (curtent_state)
closed : Tf (press == 1'b1)

ot il 0 Next state logic bock. Thisis

else = combinational logic so
hext_state = u_clos blocking assignments are
Wopen : if (Press == 1'b1) used. This Block only makes
Dext_state = v_close: ‘assignments to the signal
wlse “next_state”.
next_state = w_open; e
default : next_state = w_closed:
endoase
end
alvays ¢ (current state or Press)
begin: OUTRUT_ToGIC
Gase (current_state)
w_closed : If (Press == 1'b1)
begin
Gpen_cw
Closa_ccw
end
alze Output logic block. Thisis
begin . combinational logic o
cpstod blocking assignments are
anal «_ used. Since thisis a Mealy
w_open : if (Press == 1'b1) machine, the current state and

input are listed in the
sensitivity list. This block only.
makes assignments to the
outputs “Open_CW’ and
“Close_CCW'.

default :

B
B

endcase

endnodule
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Complementary Metal Oxide Field Effect Semiconductor (CMOS) Transistors

PMOS Transistor NMOS Transistor
PMOS Symbol KOS Symbor
i VS?uroe (S) - i Drain (@)
4 when when
Gate (@) o[ ey, Gate (6) —] Vas > Vr
(Vr is negative) Vos- (Vris positive)
Drain (D) Source (S)
Fabicaon Cros-Secton Fabrcaton Cross-Secton
Gae oo
Souce orgn Source
T s
e e Smkorttr
v ¥ =
Curet Fow
Ve GND When ON
St Level Equivalont SwtchLova Equvalont 1y
Closed wnen n=0 Closed whan
Open when fn= l ‘Gpon whon In= l
G — G —
(input) (input)
D S
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Example: Design of a 4-Bit Ripple Carry Adder (RCA)
Full adders can be cascaded together to form a multi-bit adder. The symbols are typically
drawn in the following fashion to mirror a positional number system.

As B A By
L
A B

Cou

S

The sum of position 1 cannot complete untilt receives the carry in (C1) from the sum in
position 0. The position 2 sum cannot complete until it receives the carry in (Cy) from the
sumin position 1, etc. In this way, the carry “ripples” through the circuit from right to left
This configuration is known as a Ripple Carry Adder (RCA).
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Example: Modeling Combinational Logic using Gate Level Primitives

Implement the following truth table using gate level primitives.

Let's call the design SystemX and implement i logic as a

canonical SOP logic expression.
SystemX.v

BCES
-

F = Za6c(0.26) = AB'C’'+ A'BC + ABC'

assfocsals
RO o
R oo
Fy e

The corresponding logic diagram s as follows. From this, we can create the Verilog model

directly with gate level primitives.

An.
0]
e

An. e
=
e

A]
=
on

Slsje

‘The output is always listed first
inthe port mapping when using
gate level primites.

/

module Systemt (output wire F,

wire An, Bn, Cn;

input wire A, B, C);

// internal nets

wire m0, m2, mé;

not U0
not UL
not Uz

and U3
and U2

Lx and us

or Us

(an, B); 1/ Wots
(en, B):
(cn; @

(@0, An, Bn,
(m2; An, B,
we; A, B

(F, w0, m2, m6); // OR
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Valuo =18 + 78+ 18" 4 7.8
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Value = 1:8) +7:)+ 104 + 7()

+

Value =847 +0.125 + 0109375
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Example: Serial Bit Sequence Detector (Part 1)
sription

We are going to design a circuit that will monitor an incoming serial bit  —| Din
stream. The information i the bit stream represents data in groups of three ERR(—
bits. The code “111" represents that an error has occurred in the —
transmitter. Our system needs to monitor the incoming bit stream and
assert a signal called "ERR if the sequence “111" is detected. Atall other
times and for all other incoming codes, ERR=0.

ceod  FL L LF L LS L LfLS

oin]' o0 [ o1 [ oz [ o0 [ or [ o2 [ oo [ o1 [ oz |
Bit Sequence #1 Bit Sequence #2 Bit Sequence #3
State Diagram & State Transition Table
To implement this design, we need a machine that can keep track of the number of incoming

bits. In this way, the machine will know once the three bits within a sequence have been
received. The machine must also track if the sequence of incoming bits are 1's. In order to
do this, let's create a sequence of states that will be traversed when Din=1. We also need a
parallel sequence of states that will be traversed f an incoming bit is ever a 0. Each of these
parallel paths must contain enough states to track that three bils of the sequence have been
received before starting over and monitoring the next incoming sequence. The only time the
output ERR will be asserted is when three s are received within one three bit data
sequence. To simplify the state diagram, the output of ERR=1 is only listed once next to the
corresponding transition in the diagram. Itis assumed that at all other times, ERI

(Input) (Output)
[Current State] Din_| Next State | ERR
Start 0 [Donot1| 0
Start 1 | Doist| o
0 [Dinot1| 0
1 | Diis1| o
0 Start 0
1 Start 1
0 [Dinot1| 0
1 |Dinott| o
0 Start 0
1 Start 4
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Example: lllustrating How an Unsigned Multiplier Incorrectly Handles Signed Numbers

In decimal, the process for multiplying signed numbers is to treat both numbers as
unsigned, perform the multiplication, and then apply the correct sign to the product.

7 The product is formed using the traditional
X 7 long multiplication process treating the inputs
S5 4 asunsigned (g, 7x7=49).
49 «
X The sign is applied to the product as the final
step (neg x pos = neg).

This process does not work directly in binary due to the way that negative numbers are
represented using two's complement. Consider the same multiplicat
numbers.

1 0 0 1 < -Tiind-bit, two's complement
X 0111 <+

1001

001

01
+ 0

1

oo
- |oa
- oo~

1 1 1 < +63INCORRECT!
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Example: What s the range of decimal numbers that a 24-bit, one's complement number can
represent?

The term *24-bit means that n=24. We can plug this into the equation for the range of a
one's complement number directly.

2"1)< Nm...p <+(2"-1)

(@) N.m,. <+@*1-1)
-8,388,607 <. Nlecmp < +8,388,607

A 24-bit, one’s complement number can represent decimal numbers from -8,388,607 to
+8,388,607.
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SR Latch with Enable Behavior

‘When C=0, the outputs of U3
and Ua aro 1's, rogardioss of
the values of S and R

“This portion of the circuit
is an SR’ Latch. With inputs
of =1 and R=1, the SR
Latch is put into *store” mode.

Qn=Last Qn
“SR'Latch Truth Table™

1 1

1 0

0 1
LastQ LastQn

*SR Latch Truth Table™

SR| Q an
1 1
1 0
[ 1
LastQ LastQn






OEBPS/A420020_1_En_13_Fig5_HTML.gif
Anatomy of a Computer Instruction
An instruction consists of a unique opcode and potentially one or more operands.

Opcode, Operand

et

struction in the setis  An operand (optional) provides additional
given a unique code.  information needed for the instruction.

Eact

‘The following is an example of how instructions may reside in program memory. Each
opcode is decoded to know which instruction is to be executed. The opcode additionally
tells the CPU whether or not there are operands required in the instruction.

Address
i X00" | Opcode 1 Instruction 1
x01" [ Operand 1
x02" [ Opcode 2
cr T RIS
x04" [ Opcode 3 Instruction 3 (no operand)

‘The program counter contains the address of where to read the instruction from. Each time
 part of an instruction s read, it is incremented to point to the next location in memory.
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Example: Using Case Statements to Model Combinational Logic
Implement the following truth table using a case statement within a procedural block.

SystemX.v

A
B F
1|

sasa|ocools
seoo|-—ocolw
do-o|-o-olo
c-ocolo—o=|n

module Systemt
(output reg ¥,
input.

alvays ¢ (A, B, ©)
begin

end
endmodule

wire A, B, ©);

case ( (A,B,c) )
315000
315001
315010
3'p011
316100
3'p101
3'p110
3p111
default :

endcase

In this model, each binary input code is explicitly listed to create a model that mirrors the
truth table format. Note that since the inputs are scalars, they must be concatenated so
that 3-bit vectors can be listed as the input conditions. A default condition is needed to
provide the output assignment for input codes containing X or Z.

Below are two altemative approaches of using a case statement that are more compact.

case ( (A,B,C) )
36000 ¢ F =
3B010 : F =
3'B110 ¢ F =
default : F =
endcase

In this approach, only the input codes
corresponding to an output of one are
explicilly listed. The default clause is
used to handle all other input codes
corresponding to an output of zero.

case ( (A,B,C) )
3'b000, 315010, 3'b111
default

endcase

In this model, the input codes
corresponding to the output
assignment of one are listed on the
‘same line, comma-delimited.
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Example: 2-Bit Gray Code Up/Down Counter (Part 2)
Next State Logi
The next state logic for this counter depends on both the current state variables and the
input Up. Again, care must be taken when synthesizing the next state logic due to the non-
regular pattern of the current state codes i the state transition table.

Qtow QoM arer Q0

G0_cur G0_cur

' 01 1 YN oo o1 11 10
ofo of0 oG]

(@ Dfo o

(QO_cur' - Up') + (Q0_cur - Up) QO_nxt = (Q1_cur - Up') + (Q1_cur - Up)

Qutput Logic
Since we are using state-encoded outputs, the outputs of the system will simply be the
current state variables. o (1) = 1 cur
Gray(0) = Q0_cur
Logic Diagram
Q0_cur
R ur
@lm_[—giate )
Q0_cur
v anfeLe
Qt_eur @_an
4 ox 0 cur
20y Qe Gy
at_aur
" w anfoor
Clock (@)
“Next State Logic™ "State Memory” *Output Logic™
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Memory Map Model

“M" Address
Locations

Address

S mao

ZTiTs] O N-Bit Data Words

Bit positions within

the data words
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Example: Test Bench with Automatic Output Checking
SystemX TB.v

timescale 1ns/lps
module System: T8 ()
reg [2:0] ABC_m8;
wize B itlelse statements check the
value of F_TB after each input.
Systemx DUT (.F(F_TB), .ABC(ABC_TB)):
initial
begin
Sdisplay (“ABC | F*);
ABC_TB=3'b000; #1 Swrite("ib | #bY, ABC_TB, F_TB);
1£(F_TB == 1'b1) $display(" PASS"); else Sdisplay(" FAIL');
#9 ABC_TB=3'b001; 41 Surite("b | $b', ABC_TB, E_TB):
i£(F_TB == 1'0) $display(* PASS"); else Sdisplay(" PAIL');
#9 ABC_TB=3'b010; 41 Surite(*tb | 3b%, ABC T8, F_TB):
if(F_TB == 1'bl) Sdisplay(" PASS"); else Sdisplay(" FAIL');
#9 ABC_TB=3'b011; 41 Surite(*ib | $b%, ABC_TB, F_TB):
i£(F_TB == 1'60) $display(" PASS"); else Sdispliy (" FAIL');
#9 ABC_TB=3'b100; 41 Surite("tb | %b", ABC_TB, F_TB):
if(F_TB == 1'b0) $display(" PASS"); else Sdisplay(" FAIL");
#9 ABC_TB=3'b101; 41 Surite(*tb | $b%, ABC_TB, F_TB):
SE( T8 = 1'b0) Saisplay(’ PSS e Sdisplay (" FAIL) ;
#9 ABC_TB=3'b110; #1 Surite(*b | $b%, ABC_TB, F_TB):
i£(FTB == 1'b1) Sdisplay(" PASS"); else Sdisplay (" FAIL');
¥#9 ABC TB=3Ba11; 41 [§WELES("Sh | $hv, ABC T8, E_TB);
1£(F_TB == 1'b0) $display(" PASS"); else Sdisplay(" FAIL");
end Note that a $write() task is used so that
the PASSIFAIL messages are printed
endmodule on the same line as the 1O values.
This message wil b printed to the transcript The DUT was altered to have the wrong
when the DUT has the correct outputs output for input codes 010 and 011

s
s
nss
s
s
s
s
s

nass
s
L
i
s
s
s
s

NN
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Example: Determining the State Diagram of a FSM
Given: The following state transition table that has been created from a FSM logic diagram.

Current State Input Next State Outputs.
Qi_cur[Q0_our|  Go Qi_nx[Q0_nxt| Done
so| o 0 o so [ o 0 0
so| o 0 1 st 0 1 0
st o 1 o s2 | 1 0 0
s1]| o 1 1 s2 | 1 o o
s2 [ 1 0 o s3 | 1 1 Q
s2 | 1 0 1 s3 | 1 1 0
s3 | 1 1 o so [ o 0 1
s3] 1 1 1 so | o 0 1

Find: The state diagram.

Solution: The reset condition for this FSM is S0=00 based on the way that the resets of the
D-Flip-Flops were connected in the prior logic diagram. This allows us to begin drawing
the state diagram starting in SO. From this state we simply list the next state based on the
input Go. We notice that the machine will stay in SO when Go=0 and wil transition to $1
when Go=1. We then notice that the machine transitions from S1-to-S2, from S2-0-S3,
and from S3-0-S0 regardless of the input value. We can draw these transitions with the
input condition Go=X.

For the output Done, we notice that it only depends on the current state, thus this is a
Moore machine. For this type of machine we can write the output value within the state

bubbles. The final state diagram is as follows. O
Go=0

80 Go=1
(Done=0)

Go=x_
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Example: RTL Model of an 8-Bit Register in Verilog

s R CkEN| Reg Out

X X X'00" Reset

0 | LastReg_Out  Disabled (ignore clock)
1 [ LastReg_Out  Store
1
1

o
“#Reg_In  Reg_Out|

—EN

-

LastReg_Out  Store
Reg_in Update

[
1
1
1
1

Reset

module Regit (output reg (7:0] Reg_out,
Tnpat v ClodK, Reset, BN,
input wire [7:0] Reg_in);

always ¢ (posedge Clock or negedge Reset)
begin: REGISTER

i (Reset)
Reg_out <= 8'h00;
else
i @)
eg_out <= Reg_In;
ena
endnodule
Ytew B nHHe NS
- o
carmon 7 (@ 17
s s D W T
Snea s s
2o | ==

PReain o
ol ’-'-)-:"““"s-'.;"“%.‘;'”"";s.‘..'"““‘,..

When Enabled (EN=1), the register will latch in the input value on the rising edge of clock
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Example: Using If-Else Statements to Model Combinational Logic
Implement the following truth table using an if-else statement within a procedural block.

SystemX.v
y module System
(output reg F,
B — input wize A, B, €);
c alvays ¢ (A, B, ©
begin
ABC|F it (A==1'b0 && B==1'b0 & C==1'b0)
F = 1b1;
000}1 else if (A==1'b0 && B==1'bl && C==1'b0)
001fo Fo=1b1;
0101 else if (A<=1'bl && B==1'bl && C==1'b0)
0110 Fo=1b1;
eolse
100[0 F = 1'b0;
101f0 end
110[1
111]0 endmodule

When modeling combinational logic using a procedural assignment, all of the inputs to
the circuit must be listed in the sensitivity list and blocking assignments are used.

In this model, three nested if-else statements are used to explicitly describe the input
conditions corresponding to an output of a one. For all other input codes, the else clause
is used to drive the output to a zero.
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DRAM Sense Amplifier

DL acT  Din

P-Sense Amplifier, used to pull a weak
HIGH into a full logic 1. When AC’
the network is OFF.

N-Sense Amplifier, used to pull a weak
LOW to a full logic 0. When NALTn=1,
the network is OFF.

NLATn
Step 1~ Pulling Line LOW Step 2~ Pulling Line HIGH
oL Vee Din

DL DLn

Vee
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Example: 4-10-2 Binary Encoder — Logic Synthesis by Hand
“The block diagram and truth table for this system are as follows:

encoder_thot 4to2
A

B
c zZi—
D

00"
0t
B=>"10"

“r

When designing this circuit, each output needs to have its own separate combinational
logic circuit. When constructing the K-maps for Y and Z, each will have 4-inputs (A, B, C,
D). The output values for many of the input codes are not specified in the above truth
table. As such, we can use Don't Cares (X) to simplify the logic.

AB Y
coN o 01 11 10
oo XJATR] 1)
o010 [X|X[X]
SRR > YA

100 [X IR

decoder_1hot 2to4

com>»
|
=

A8

©O\ 00 01 11 10

z

53
o1[0]
|

0

10

> z=A+C

Notice that D is not used.
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DC Specifications of a Digital Circuit

Vee
P

oo

Transmitting

Circuit
™)

Jono
-
GND
(volts)

VoHmax

Vor.min

VoLmax

VoLmin

Vo

The transmitter
will output a
voltage within
this range
when sending
alogic HIGH

Interconnect Circuit

(M

Noise Margin HIGH
Vo = Vo

“The iransmitter
will output a
voltage within
this range
when sending
alogic LOW

Noise Margin LOW

(NM. = Vi = Votr)

The receiver
willinterpret
the input
Voltage as a
logic HIGH
within this
range.

Vittmin

“The receiver
willinterpret
the input
voltage as a
logic LOW
within this.

Vitmax

range. Vitmin
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AND Gate
Symbol Truth Table Logic Function
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module decoder_lhot_4tol6
(output wire [15:0] F,
input wire [3:0] ABCD);
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Example: Structural Model of a 4-Bit Ripple Carry Adder in Verilog

A(3) B@3) A2 BQ2) A(1) B(1) A(0) B(0)
rca_dbit.v
A B A B A B A B
Cuelloa  ColmZdCos  Cuf=ZtCas  Cofi2i—ton  Cufe—l
Sum Sum Sum Sum
T &= =0
s@3) s s(1) S0

“timescale 1ns/1
B A fixed value can be inserted

module zoa_thit (output wire (3:0] Sum, el
- output wire Cout, ‘system. This handles the Cin
oeme Vie 0 s ot e sl .
vire 1, G2, 3 N

£ull_adder UL (.Sum(sum{0]), .Cout(Cl), A(AO]), .B(B[0]), -CER(1BO));
fullZadder 2 ((Sum(sum(1]); ‘Cout(c2), |A(A[1]), 'B(B[1]), -cin(c1))

)
)

fullZadder U3 (iSum(sum(2]); .Cout(C3), .A(A[2]), .B(B[2]), .Cin(c2))
fullZadder U (.Sum(sum(3]), .Cout(Cout), 'A(A[3]), 'B(BI3]), Cin(c3));

endnodule
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Simple FPGA Configurable Logic Block (or Logic Element) Architecture

The logic block contains a Look-Up Table (LUT) to implement any arbitrary combinational
logic circuit. The output of the LUT can be selected as the block output or as the input to a
D-Flip-Flip. When used as the input to the D-Flip-Flop, Q is selected s the block output

Ing Look-Up ——— out
n2 - ——— Taple D Q

3 —— (n EN

i ——|

EN  Clock Reset

H_J

These signals are from
localiglobal routing networks

Not shown in this diagram are programming lines to configure the LUT and MUX. Lines for
sequential logic come from locallglobal routing networks that can drive multiple blocks.
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7400 Series Part Numbering Scheme

Manufacturer o = |
SN =Teas istuments SN 74 HC 00 N
D= Natonal Semionductor B Riaf £ o
DA o M= Faenla Semiconducior
76 Toshba

Note: This field originally had meaning, but today the same codes
are used for different manufacturers and itis often omitted.

Temperature Range _
74 = Commercial

(40°C 10 +85°C)
54 = Miltary
(55°C 1o +125°C)
Logic Family +
none = TTL “the original” Note: There are over 30 logic families that
L =TTL Low Power have derived from the original 7400 series.
H_ =TTL High Speed The term 7400 series" is now used o
LS = TTL Low Power Scholtky  describe this cluster of logic famiies.
c  =cmos
HC_ = CMOS High Speed
HCT = CMOS, High Speed, TTL compatible
AC = CMOS Advanced
ACH = CMOS Advanced High Speed
ogic Function
04 = Inverter(s)
08 = 2-Input AND Gate(s) Package = .
11 =3-Input AND Gate(s) Plastic Dual-In-Line Package (DIP)
21 = d-Input AND Gate(s) Plastic Small Outline IC (SO
O e fastic Small Outine IC (SOIC)

Small-O

e Package (SOP)

4075= 3-Input OR Gate(s) Shrink Small-Outiine Package (SSOP)

00 = 2input NAND Gate(s) = Thin-Shrink Smal Outine P s
0 3-Input NAND Gatefs) PW = Thin-Shrink Small Outline Package(TSSOP)
20 = -input NAND Gate(s)

02 =2Input NOR Gate(s)
27 =3-Input NOR Gate(s)  Note: There are hundreds of function codes.
Not allogic families implement allfunctions.
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Comparison of Different State Encoding Approaches

A state machine has eight unique states named SO, 1, ... S7. The following is an
example of how these states can be encoded using binary, gray code and one-hot

StateName Binay ~ GrayCode  One-Hot

S0 000 000 00000001
st 001 001 00000010
s2 010 o1 00000100
s3 o1 010 00001000
s4 100 110 00010000
S5 101 111 00100000
s6 110 101 01000000

s7 111 100 10000000
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An Example Synchronous System Based on a D-Flip-Flop

Input 1
Input 2

Clock

Comb.
Logic

The output of this system
depends on the current
e o

past values of the inputs.

D

Q This is the definition of
*sequential logic".

an

The outputs of the system are
“——— updated based on a transition on the

Glock signal. This s the definiion of
a “synchronous system”
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Shift_Register_16bit_x8.v

1
#1Din Al

IOTMmMOO m
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Reset
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Example: Convert 132,654, to Decimal:

13 2.6 5 4y

[
Position(p)—> 2 1 0 A 2 3

Yol

Value = 1:10° + 310" + 240° + 610" + 5107 + 410
]
100) + 3(10) + 2:(1) # 6:(i0) + (o) + &)

4

Valuo =100+ 30 +2+0.6:+0.05 +0.004

Valu

Value = 132654
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Example: What decimal values can a 4-bit “Two's Complement” code represent?

it

Decimal 1ue's Complement

E)
7

1000
1001
1010
1011

1100
1101
1110
1111

0000
0001
0010
o011

0100
0101
0110
o111

Tsignn
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Example: Using the Associative Property to Address Fan-In Limitations
You are designing a system that calls for a 4-Input OR gate.

F=AtB+CHD

A

B —)

c—]

B}

However, upon looking at the data sheets for your logic family, you discover that there is
0 4-Input OR gate available. You decide to use the associative property to manipulate
the expression o instead use a combination of 2-Input OR gates. This new configuration
yields the same logical result but with parts that exist within the logic family you chose.

F = A¥B+C+D = (A+B)+(C+D)

A

c
[

=y
3>

DF
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MROM Overview

The MROM device is partially fabricated
o contain all of the NMOS transistors,
word lines, bit lines, pull-up networks and
interfacing circuitry. The fabrication is
then stopped prior to connecting the gate
and drain terminals of the NMOS
transistors to the word and bit lines. The
device is considered “unprogrammed” at
this point,

Ve Vee Voo o Veo

PT YT

When the data to be stored is provided
by the customer, the connections
between the NMOS transistors and the
wordbit lines are implemented in order
to create the desired 0's.

Address Data

o [e
1 [o[o[r[o
2 [T
3 [o[t[o[o
Vee Vee Vee Vee

PT T

ENEINEIES]

T e x| e

Unprogrammed

I IET SIS

Programmed
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Example: What s the range of decimal numbers that an 8-bit, signed magnitude number can
represent?
The term “8-bit means that n=8. We can plug this ino the equation for the range of a
signed magnitude number directy

{(2"41) < Now < +(2™" - 1)

¥
{2%"1) S New < +2"' - 1)
[}

127 < Ney < +127
An bt sgned magniuds number can reprsent decimal numbers from 127 {0 +127.
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SR Latch Behavior — Set (¢
Sefting Q=1: (S=1. R=0)

, it wil force an output on U2 of Qn=0. This.
will be fed back to U1 creating an output of Q=1
This is fed back to U2 reinforcing the original

output of Qn=0. This state will have outputs of
Q=1, Qn=t

NOR

Reseting

If R=1, it will force an output on U1 of Q=0. This ¥ Rt
il e od back to U2 ceating an output of

Qn=". This s fod back o U' rlnforcig the
originaloutputof Q=0. Tis stale il have
oulputsof G=0, Qe

$=0
NOR 2)

A
0
0
1
1
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CMOS Inverter Schematic
Transistor-Level Schemalic Switch-Level Schematic
Voo V.

Closed when In=0
Opon when In=1

o5 R

—

5
—o/

Out vm Out
Ly Lo e

GND GND
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Example: Simulation Waveform for BEQ When the Branch is Not Taken (Z=0)
Let's look at the timing diagram when executing a branch if equal to zero instruction when
the branch is not taken. Prior o this instruction, the addition X'FE™+x'01"=x"FF" was
performed. This addition did not set the zero in the condition code register. Since this
operation resulted in Z=0, the branch will not be taken. The BEQ instruction is located at
addresses x'05" and '06" in program memory. The opcode for this instruction is x'23".

BEQ x"00"

next clock edge.

'S_FETCH_0 puts PC into MAR
10 provide the address of the S BEQ_7 incremens PC in
lopcode. MAR is updated on the order o bypass the operand in

program memory.

In'S_FETGH_2, the opcode is
lavaiable from memory. We route

Bus2 and assert IR_Load. IR wil
be updated on the next clock edge.

In'S_FETGH_1. the PC is incremented. The PC now points (o the
|while waitng fo the memory to producel next instruction in memory.
the opcode. PC takes on s new value “The branch was nol taken.

on the next edge o clock.

220 coming
into this
nstructon.

"S_DECODE 3 decodes the Opcode and knows that
this s a “branch if qualto zero". The decode
process also checks the Z lag. Since 2=, the next
state s S_BEQ 7 5o that the branch is nottaken.
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Example: Whatis the sum of 1010.1; and 1110.1;? Did tis addion generate a camy?

“The two numbers are aligned at the radix point and addition begins at the east signifcant
posiion. Carries are recorded at each position and used in the addtion of the nex! higher

positon.
The additon starts i the least

N significant position

10101

hebivise summation  +_ 11110 . 1

continues o the most ifa cany resus, ts usad in

significant position. 11001.0 e next higher order position
™ summation.

The sum of thesa two numbers is 11001.0; Since the inpus each had n=5 but th sum

required n=6, we say that this addition “generated a carry". Another way of stating the

Tosullis 1001, with a carry
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S'R' Latch Behavior — Don't Use State (S'=(

R'=0)

When both
both U1 and U2 to 1. These 1's are fed back to
the U2 and U1 but have no impact on the

outputs. This input condition results in Q=1 and

Gn=t A Bout M,

ST §'=0

0 o[ 1

NAND o 1] 1 (U1)
10[1 (2
11] 0

‘Again, the problem with this state is that if the inputs are changed to the store state (S'=1,
R'=1), the outputs will go metastable and then ultimately go to one of the two stable states
(Q=0 or Q=1). The final state is random and unknown.
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Example: Determining the Output Current When driving an LED where HIGH=ON
Given: V +5v

rec)

Find: R to achieve the recommended forward
current of 10mA through the LED.

Solution: When the diver outputs a logic LOW, it Z&
provide Vo=0v. This means there will be no voltage

that develops across the series combination of the. \\'-
resistor and LED. Since there is not enough voltage
to meet the forward voltage requirements of the LED,
0 current will flow and the LED will be OFF.

R

GND

When the driver outputs a logic HIGH, it will provide Vo=+5v. This voltage wil develop
across the series combination of the resistor and LED. The LED will increase up to its
forward voltage of +2v and then remain there. The rest of the output voltage will develop
across the resistor (e.g., +3v). We can choose the value of the resistor to set the current
that willflow through the series combination using Ohm's Law since we know the voltage
across the resistor and the desired current. In this case, the LED will be ON when the
driver outputs a logic HIGH. 5y
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Example: Execution of an Instruction to “Branch if Equal to Zero"
‘This instruction will update the program counter with the address in the operand if the zero
flag (2) in the condition code register s asserted (Z=1). If 2=0, the program counter will
simply increment to the next location in program memory. Let's look at how this program is
executed. The instruction resides in program memory at addresses x05" and x'06".

Using Mnemonics Using Hex Values
BEQ x"00" or x"23" x"00"
When the opcode and operand are put into program memory at X'02", they look like thi

IfZ=1, the branch WILL be taken. ~ PC Memory
The PC willbe loaded withthe 2=1) | Addres
operand (x'00") and begin -, X
executing instructions at 00"

1f =0, the branch will NOT be x5
taken. The PC will increment and N x"06"
PC

execute the instruction at X'07". xo7"

} BEQ x"00"
@=0)

When the CPU begins executing the program, it will perform the following steps:
Step 1 - Fetch the opcode
‘The program counter begins at x'05", meaning that this address is the location of the
instruction opcode. The PC address is put on the address bus using the MAR and a
read is performed. The information read from memory (e.g., the opcode) is placed into
the instruction register. The PC is then incremented to point to the next address in
program memory. After this step, the PC holds x'06" and the IR holds x'23".

Step 2 - Decode the instruction

The CPU decodes x'23" and understands that it is a *branch if equal to zero'. It also
knows from the opcode that the instruction has an operand that exists at the next
address location. The FSM now looks at the Z flag and decides which path in the FSM
10 take in order to execute the instruction properly.

Step 3 - Execute th

Z=1- The branch will be taken by loading the PC with the operand. It places the PC
address (x'06") on the address bus using the MAR and a read is performed. The
information read from memory (e.g., the operand) is then loaded into the PC. f this
action s taken, the PC=x"00"

truction

220 - The branch will not be taken. Instead, the PC is simply incremented to point to the
next location in memory, bypassing the operand. If this action s taken, the PC=x'07".
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F=2as(1,23)
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Hardware Components of a Computer System
The following are the main hardware components of a computer.

The state machine
that orchestrates
the fetch-decode-
execute process

Fast storage for
holding and/or
manipulating data
and addresses

Circuitry that
performs.
mathematical and

logic operations

‘Central Processing Unit

(CPU) Program
Memory
Control Unit
Data
Registers. Memory
Arithmetic / Logic
Unit (ALU) Input / Output
Ports

Memory that
holds the
instructions being
executed (eg.
the *program’)

Memory that
holds temporary
variables used by
the program

Interface to the.
outside world
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Simplified PLA Schematic

A B
i g The X's represent connecions
o the ANDIOR gates
OR Plane
—F 3 - ftas
L/
% L BC
L/
3 ¥ HTABC
L/
. .
BC
T J
AND Plane

F1=AB +BC+BC’

F2=AB +ABC
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Finite State Machine Design Flow

Word Description

v

State
Diagram

v

‘State Transition
Table

v

State Memory
Synthesis

i

Next State Logic
Synthesis

i

Output Logic
Synthesis

i

Final Logic
Diagram

- The initial design begins with a word description of the desired
behavior.

- The behavior is then modeled with a state diagram containing a set of
states and transitions. Each state is given a descriptive name to make
the behavior understandable.

- The state diagram is then put into table format. This lists the
behavior in a style similar to a truth table and makes direct synthesis
straightforward.

- Each state is encoded and state variable names are assigned for
both the current state and next state signals. The state transition table
is updated with the state variable names and values. Each bit of the
state code requires one D-Flip-Flop.

- A combinational logic circuit is designed for each of the next state
variables based on the current state and system inputs.

- A combinational logic circuit is designed for each system output
based on the current stale and, potentially, the system inputs.

- The final logic diagram consists of D-Flip-Flops for the state memory
and combinational logic circuits for the next state and output logic. The
Q outputs of the D-Flip-Flops hold the current state variables while the
Dinputs receive the next state variables.
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Example: Memory Map for a 256x8 Memory System
‘The following is a memory map for an example 8-bit computer system.

Address
Xx"00"
Program
Memory
(128 byt of RoM)
X'TF"
B0
Data
l Memory
(96 byesof W)

XDF*
Eo"

[ | 1ouus

16 ort)

A )
O -

1 10 (inputs)

16 o)
XFF ene
l— eoits —»]
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~GND.

sw

When the switch is open, the resistor pulls the
inputto GND. Since very lte current flows from
the input of the gate through the resistor, the
voltage developed across the resistor is
negligible 50 SW is effectively at GND.

, press —.

g in a Single Pole, Single Throw Switch

Closed. SW=1
Vee
press. .
Vec

When the switch is closed, the input of the gate
s tied directly 10 Ve setting SW 1o a logic HIGH.
‘The resistor is necessary in this configuration so
that Vec and GND are not shorted together.

sw

6 ML

) e O
| I

e ® .

1 1
@ Atths point, SWis
being pulled to a logic:
LOW through the
resistorto GND.
Close repeatedy.

@ During thistime, th free-
moving contact is bouncing of
ofthe destination contact
Gausing the switch to open and

—t—t—t

@ Atthis point the contact has
stopped bouncing, allowing
SW to be pulled 0 a sold
logic HIGH by the Vee
connection.
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Example: 2-Bit Up/Down Counter in Verilog — Simulation Waveform

When Up=1, the counter increments on When Up=0, the counter decrements
the fising edge of the clock. on the rising edge of the clock.
sdox o
shes 1
sup i
ssan 0
+ cumen_state €0
@ next st c1 |
o Newm
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Example: Behavioral Model of a D-Flip-Flop in Verilog

D Qa
module dflipflop (output reg Q. On,
Snput wize Clok, D);
anf— Ay ¥, Goisdge; Cloak)
Begin
s <=0
D on <= D:
0 X Es:g tas:gn Store el
1 X | LastQ Lastan Store
1:1 O St | enameaste
Fa| o 0 Update
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Example: Using Non-Blocking Assignments to Model Sequential Logic
In this model, the always block will only trigger on the rising edge of a clock. When using
non-blocking assignments, the assignments inside of the block are only executed at the end
of the block. These two behaviors allow us to model sequential logic.

module NonBlockingBxl (output reg F,
input wire A,
input wire Clock);

zeg B:
always @ (posedge Clock)
B <= 7/ statement 1
F<=B; // statement 2
end
endmodule

Resuting Circuit

A—p oo ofF

Clock

Notice that the value of B in statement 2 is
notimmediately updated with the
assignment made in statement 1 due to
the nature of non-blocking assignments.
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XOR Gate

Logic Function
A

Out=A®B B

out

Waveform
0o of1 1
of1]of1
of1 1]o0
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Example: Design of a Full Adder
In order to create multi-bit adders, a circuit is needed that also includes a “Carry In’ bit.

‘The sum of position 1 needs to include the “Carry Out .

from the sum of position 0. The sum of position 1 must 6 1
include this carry, which is reffered to as the “Carry In” bit.
+ 01
This circuit s called a “Full Adder”. S 10
GoA
B\00 01 11 10
Co A B |Cos Sum ofoJ1]o]1
0000 0 — Sm=A6B®C,
00 1|0 1 1o filo
0100 1
0111 0 CnA  Cou
1000 1 T
1011 0
Ca+ AB+BC,
110[1 0 —- m »
(RN R B+(A+B)1Ca
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Example: Determining the Next State Logic and Output Logic Expressions of a FSM
Given: The following finite state machine logic diagram.

Go ——]

Clock

Find: The logic expressions for the next state and output logic.

Solution: First, we need to label the inputs and outputs of the D-Flip-Flops. Let's call the
current state variables Q1_cur and QO_cur and the next state variables Q1_nxt and Q0_nxt
We can assign these node names to whichever D-flip-flop we wish as long as we match the
next state and current state variable numbers (i.e., Q1_nxt with Q1_cur and Q0_nxtand
QO_cur). We can also redraw the diagram without all of the connecting nets to reduce the
complexity of the diagram.

Q0_ur at Qi cur
e oeha
[ -}Dw
ot Lv—mw Q0Ccur -
G0_e Q0. nt[=2100 cur
Go
Q0_ar Q|0
Rt

From this drawing the next state logic and output logic expressions can be found directly.
Qi_nxt = Q0_cur & Q1_cur Done = Q1_cur - Q0_cur
Qo_nxt = (Q1_cur - Q0_cur)) + (Go - Q0_cur’)
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Example: Creating a Maxterm List from a Truth Table
Given: The following truth table.

Find: The maxterm list.

‘The row numbers for each input

Solution: =
lion: F= l'luw,a)\ code that produces an output of 0
is listed between the parenthesis

This symbol indicates that \
itis a maxterm list and Sebraied by coniong

M provela e row ‘The input variables are listed as a

numbers corresponding o
o itog 0 subscript comma delimited.

An alternative form of a maxterm

is shown below that does not use subscripts.
FaB)=T103)
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FPGA Programmable Interconnect
A simple model for a programmable
interconnection is an NMOS transistor that
connects or disconnects two wires. The switch =

i controlled using a configuration bit.

M Configuration
This can be used in a variety of configurations. Memory
Single Wire | | Two Intersecting Wires -Position Cross-Paint

“This provides two additional

O configurations
Open ;f
or Connected
Closed or

Disconnected Comer#1  Comer #2

‘The switches are placed at the intersections of horizontal and vertical routing lanes on the
FPGA.

LiLt

T Logic
= Block

Logic £
Block [

Cross-Point
Switches

TTTT TTTT
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Generic Digital Transmitter / Receiver Circuit

Transmitting
Circuit
™)

of 1T ]0 —»

1's and 0's represented
as voltages

Receiving
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F=ITheco(0.1,2.36,89,10.11,14)

SystemJ.vhd
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Vee
lecus25mA | A

[+ loy =+ 10mA

Transmiting | <—> lo = +-10mA
1=~0A | Cirauit
M) | =" lop=+-10mA

> loy = +-10mA

lomui25mA | T
GND
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Veo

|m=?l T } 1= 40un

Transmitting
Circuit
(Tx)

lsun=7l i

GND

Vo= HIGH
Vo= HIGH
Vo= HIGH

Vo =HIGH

low = 8mA
lo = 8mA
logy = 8mA

low = 8mA
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Example: 2-Bit Gray Code Up/Down Counter (Part 1)
Word Description

We are going to design a 2-bit gray code up/down counter. Whenthe  __J,
system input “Up” is asserted, the counter will output an incrementing P G’ay__’z

gray code pattern on every rising edge of the clock (00", ‘01", “11", “10). _}
When the input Up=0, the counter wil output a decrementing gray code
pattem. The output of the counter s called Gray.

1 Tran:

The state diagram for this counter is below. The outputs of this machine again only
depend on the current state, so they are written inside of the state circles. This is a Moore
machine.

(Input) (Output)
Current State] Up | Next State | Gray
GCO | 0| GC3 | 00"
1] o1
(o) 0 [ 6co |[or
1] ec2
ec2 [0 | oci |1
1] cc3
GC3 |0 | ecz | 0
1] cco

Again, this counter will use “state-encoded outputs’. Let's name the current state variables
Q1_cur and Q0_cur and the next state variables Q1_nxt and Q0_nxt. The state code
assignments and updated state transition table are below.

Current State Input Next State Outputs
Qi_cur[Q0_cur| _Up Qi_nd[Q0_nx| Gray
GCo| o 0 0 |ec3| 1 S
Stale  Code 1o o| o 0 1 Jec| o 1| oo
GC_0 Gc_1| o 1 0 GCOo| O 0 ‘01"
a cct| o 1 1 |ec2| 1 1| o
6cs GC2| 1 1 o |ec| o T
ac2| 1 1 1 |ecs| 1 o | mr
6c3| 1 o o |ecz| 1 1 “10"
ccs| 1 0 1 |eco| o 0o | Mo
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SR Latch wit
yp—

R —

th Enable

o=
H—

Don't Use
Reset
Set

¥ ssrl o e
= 0 X X[ LestQ LastQn  Store
10 0| LastQ LastGn
- 101 0 1
110 1 [
o] 1

Don't Use
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Counter_16bit_Up.v
‘Count_out
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Floating-Gate Transistor - Programming
Afloating-gate transistor contains an additional metal-oxide layer in the MOS structure.

, Additonal “Floating-Gate"

Drain (D)

Gate (@) —]|
vie

¥ + Source (S)
GND
When a high voltage is applied across the secondary oxide, charge from the two metal
plates will tunnel into the insulator and cause it to become conductive. This has the effect
of changing the threshold voltage of the device. This is called programming the device.
Original device with a relatively Modified device with a relatively
high Vs (e.g., = Vee) low Vr(e.g., < GND)

+
Vorogam T V7
(] B
= T " o
onSamionticr | e ——
v ¥

‘The original threshold voltage (V) s designed to be high enough that it cannot be tumed
on using traditional CMOS logic levels. The programmed threshold voltage (Vr2) is S0 low
that the device cannot be turned off using traditional CMOS logic levels.

Original Device (Always OFF) Original Device (Always ON)
Voo — Vo —
—» —{|C orr e
eNO— sy GND— vpp<on' -
Normal GMOS levels on the. Normal CMOS levels on the
input can't tur the device on. input can't turn the device off.

Unprogrammed Programmed
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Example: Design of a Single-Bit Multiplier
Multiplying individual bits results in a product that can be represented with a single bit.

0 0 1 1
x 0 x 1 x 0 x 1
0 <— Product 0 0 1

The logic to implement the bit multplier is simply an AND gate.
P Bit Multiplier

aaco

“o=o

“ooo
>
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Example — Design of a Full Adder Out of Two Half Adders
Itis often desirable to create a full adder out of two half adders in order to re-use existing
design components. The “Sum" of the full adder can be created by using two cascaded
XOR gates provided by the half adders.

Half Adder 1 Half Adder 2
A A®B
A Sum=A®B®Cy

Ca
The expression for the “Carry Out” of the full adder is:

Coa=AB+(A+B)Ca

or

Cou=AB+(A®B)Cy
Notice that the carry out of Half Adder 1 produces the A‘B term in this expression. Also
notice that the carry out of Half Adder 2 produces the (A @ B)-Cy term. The only remaining
logic needed to create the carry out of the full adder is an OR gate. The final logic diagram
for the full adder is as follows:

Full Adder
Half Adder 1 Half Adder 2

A = 58

A 5 5 SUm=A®B®Cy

5

‘ L |(A©B)Can

Cox=AB+(A®B)Cy
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Example: Using DeMorgan's Theorem Algebraically, Breaking the Bar and Fiipping the Sign (1)
DeMorgan's Theorem can be accomplished algebraically using a process called “breaking

the bar and flipping the operator”. Let's see if this approach works on an OR gate with its
inputs inverted.
F=A+B < Theoriginal algebraic expression for an OR gate with both
inputs inverted.

Involution allows double negation without impacting the
result. This is accomplished with two inversion bars.

An inversion bar can be “broken’, butin order for the
expression to remain true, the OR operator beneath the
break must be flipped to an AND.

Involution can be used again to remove the double
negations above A and B.

_5—= <+ Theresulting expression is an AND gate with its output
F=A'B inverted.

‘This technique upheld DeMorgan's Theorem that an OR gate with its inputs inverted is
equivalent to an AND gate with its output inverted.

F=A+B=AB
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Example: Behavioral Model of a D-Flip-Flop with Asynchronous Reset and Preset in Verilog

Freser it
° Preset
Store
B Store
Update
Reset Update

module dflipflop (utput reg 0, on,
input wire Clock, Reset, Preset, D)

always @ (posedge Clock or negedge Reset or negedge Preset)
it (1Resat)
bagin
Q<= 1b0;
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SR Latch Truth Table
‘The following is the final truth table for the SR Latch.
R

a srRl o o
v 0 0] LastQ LastQn  Hold or Store
01l o 1 Reset
1o 1 0 Set
11] 0 0 Don't Use
an

]
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Switching Characteristics of a Digital Circuit

Veo
Input 0% 50%

o i

Vou

50% 0%\
50% 50%
+10% 10%

Output

Vou

> time
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SRAM Storage Element (6T)

Word Line
wy | |
; M1 > M2 ;
T
Bit Line | ; Bit Line
(BL) i & t (BLn)
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Example: Test Bench for a Sequential Logic Circuit
dilipflop_TB

In this example, the behavior
of each input is modeled using
its own procedural block(s).

Reset

aflipflop TB.v
L I

module dflipflop T8 ();

wize B —

dflipflop DUT (o T8, Qn T8, Clock T8, Reset TS, D_TB);

begin

Reset_TB = 1'b0;

#15 ResetITB = 1'b1; B —
ond

initial
begin
Clock_TB = 1'b0;
end

alvays
begin
10 Clock_TB = ~Clock_T8;
end

initial
begin

#55
#50

1150;
1'b1;
1'50;

ena

endmodule

| Time unit definition.

L Type “reg’ is used for the

reg. CTock_TE, Reset_T8, D_TB; «— inputs of the DUT, wire"

is used for the outputs.

initial N Instantiate the DUT.

Aniinitial blockis used to
T drive the Reset ine. It il
only have one transition

The Clock behavior is
modeled using both an
initial block and an always

¢ block. The nitial block

assigns the starting value
while the always block
toggles its value
indefinitely.

The data (D) behavior is

L modeled using an nitial

block to drive specific
values at specific times.
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Simple 4x4 DRAM Array Topology
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Configuration to use a NOR Gate as an Inverter
The truth table for a NOR gate is as follows:

A
F
>

Consider the operation of this device if both of its inputs are tied together:

AB|F
A ;
The only two input codes ~ In | F
-
In —D F that are possible are 1
1
<=l

0
when A=B. This leads o
PR e o

“This is the functionality of an inverter. A NOR gate with it inputs tied together is equivalent
to an inverter.

In—DF = 0>






OEBPS/A420020_1_En_4_Fig70_HTML.gif





OEBPS/A420020_1_En_3_Fig31_HTML.gif
CMOS 3-Input NOR Gate Schematic

:__>n— out A _4.E

ow>

A B C|O

T oL
1198 o
100(0

11%l8 e e

GND  GND  GND
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Example: Using a K-map to find a Minimized Sum of Products Expression (2-input)

Step 1: Circle groups of s in the K-map
We form the largest group of neighboring 1's possible that is a
power of 2. In this case, there are two 1's in the group. This
circle covers allof the 1's in the K-map 50 it s the only prime
implicant.

Step 1 states that circles should not fully encompass other
circles. This is why circles are not included that only cover
cell 1 and cell 3 since the larger circle would fully encompass
these smaller circles. This is a graphical representation of
the absorption theorem.

INCORRECT

Step 2: Create a product term for each prime implicant

B

A

0
1

0
0

We only have one prime implicant that covers cells 1 and 3. We take each variable one-by-one
and evaluate how and if it s included in the product term for the prime implicant. This step is where

having the literals listed outside of the K-map becomes useful.

A Evaluating variable A: The circle covers a region where A is

B

1
term for this prime impicant
o]]e

e e

0
1

ARG

e

botha 0 and a 1. This means A is excluded from the product

Evaluating variable B: The circle covers a region where B is
‘This means B s included in the product term

A A The product term for this prime implicant is simply B

Step 3: Sum all of the product terms for each prime implicant

There is only one product term since there s only one circle. This means the final minimized

SOP expression is:
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Example: 1-to-2 Demultiplexer — Logic Synthesis by Hand
“The symbol and trth table for the 1-t0-2 muliplexer are as follows:

demux_tto2
v Sel
A []
z 1

Sel

In order to design the demultiplexer, it is helpiul to st al possible values for A and Sel and
the corresponding outputs on Y and Z. A separate circuitis needed for both Y and Z.

Y
»oln

SelA|Y Z
When Sel=0, 00]0 0 so ¥ so Z
heY=A  —> No 1 No 1
? s g n%n ofoTo
e S R O 5 y=sara D] > z=sera
demux_1to2
Y
A
z
T
A othervise.
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Example: What decimal values can a 4-bit ‘One’s Complement” code represent?

it

Decimal one's Complement

El
k]
5
I

3
2
El
o

1000
1001
1010
1011

1100
1101
1110
1111

0000
0001
0010
o011

0100
o101
0110
o111

Tsignbi
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Example: Convert 1AB EF  to Decimal:

1 AB

N

Position(p) —» 2 1 0

Ly 4

Weight —» (16)° (16)' (16)° (16)"(16)"
Ny

vaes Y d, 16"

i

Valuo = 116" + A16' + B16° + E-16" + F-167

+

Valuo = 1:(256) + 10:(16) + 11:(1) 18- + 15:V)

Valuo =256 + 160 + 11+ 0,875 + 0.05859375

4

Value = 427.9335937510
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Example: Determining the Output Current When Driving Multple Gates as the Load
[
Given: 74HC04 Specifications .

hz)

Driving the maximum gates
allowed by fan-out

)

Find: lo
Solution: The fan-out specification is 3, which means that the transmitting inverter can drive
up 1o 3 other gates from its own logic family. Each of the receivers will draw their input
current of I:=1uA, which will be provided by the driver. The total amount of output current
from the driver is 3-1UA = 3UA
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Definion of Posiion
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The digit line is pre-charged to
Vec/2 before the cell is accessed.

Digit Line
Word Line
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D-Latch Timing Diagram

Bl n

does not impact Q
. immediately because the

c D-Latch s in hold mode.
Qis only updated once it
enters track mode.

“Hod | Track " Hold "} Track 7|

al n —
3 i Qn will always be the
an 1 i < inversion of Q.

When When C goes toa 0, Q
Qwilltrack D. will hold its last value.

I I I I I
: T T T T —
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Example: 3-Bit One-Hot Up Counter (Part 2)
Next State Logic

The next state logic for this counter only depends on the current state variables since there
are no inputs to the system. We can take advantage of don't cares to minimize the logic.

Q2 nxt Q1_nxt
Qz_aur Q2_aur
Gi-cur Gt eur
QN 90 01 11 10 Qcur\ g9 01 11 10 10
o x| [] o x 1)
i[o X i@ X
Q2_nxt=Q1_cur Q1_nxt ) « QO_nxt = Q2_cur
Output Logic

Since we are using state-encoded outputs, the outputs of the system will simply be the
current state variables.

Hol(2) = Q2_cur

Hot(1) = Q1_cur

Hot(0) = Q0_cur

Hol(0) Hot(1) Hoi2)

0 - o
. Q1 mt
Qn P _on
Go_em) Qe 2 cun
Clock- (Q0_cur) (Q1_cun) (Q2_cur)

cood T FLFLFLF L LFLFLS

Hot| - [oot [ ot0 T 100 T oo1 [ o010 [ 100 | oo1 [ o010 [ 100
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Example: Push-Button Window Controller in Verilog ~ Port Definition

PEWC.Y module PBWC (output reg Open oW, Close COW,
hput wize CLock, Reset, Frass):
— Press OpsCW—
Close_CCW|—
Reset

Outputs are defined as type reg while inputs are defined of type
wire.
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Seq_Det_behavioral.v

module Seq Det behavioral
(output reg FOUND,
input wire Clock, Resst,
input wire DIN);
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ShiftRegister.v

4

1N whe
A

Xt

(]

Yhe

— ]

zp-

Clock
Reset
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Example: Design of a 4-Bit Carry Look Ahead Adder (CLA) - Overview
A carry look ahead adder contains Gircuiry that determines whether the previous adder
stages produce a carry. This circuilry produces the “carry in” for each stage without having
1o wait for the carry to ripple through the prior stage.

Ce

Te=
)

T

We want to create look ahead circuits that are only dependent on the system inputs as
opposed to the intermediate carry out signals. This will eliminate the ripple delay.
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Example: Multiplying an Unsigned Binary Number by Two Using a Logical Shift Left
Let's consider the decimal number 15 represented as an 8-bit, unsigned number. If we
shiftall bits one position to the left and fil the 0" position with a 0, this has the effect of
doubling the number. This can be repeated to achieve multiplication by powers of 2.

Insigne Number Decimal Equivalent
00001111, 15
i Logical Shift Left
00011110* 30
} Logical Shift Left

60

Wi

00111100
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fsm2.v

module fsm2
(output wire Dout,
input wire Clock, Reset,
input wire Din);

endmodule
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Verilog Structural Design using Positional Port Mapping
System3.v

endmodule

7/ behavior here...

module Subl (output wire module Sub2 (output wire W,
input wire

input wire A,
I

7/ behavior here...

endnodule

B

module System3 |(output wire 2,

wire nl, n2;|

sub1 U0

sub2 U1 (2, nl, m2);

endnodule

input wire X, ¥);

\

The signals to be connected to the lower-level
module must be listed in the same order as they
were defined n the lower-level system.
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1-to-8 Demultiplexer

Sel; Sely Sely

Sel, Sel; Sel|

0 0 0of0 0 00O O A
0 0 1/000000AO
0 1 0[{00000AO0O
0 1 1/0000AO0O0O
1.0 0[{000AO0O0O00O
1.0 1/0 0 A00O00O00
11 0[{0 A0OO0OOO00O
11 1/A 0000000
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Solving For the Number of Bits Needed for Binary State Encoding

Problem: You are designing a state machine that has 41 unique states and are going to
encode the states in binary. How many D-Flip-Flops do you need?

Solution: Each D-Flip-Flops will hold one bit of the state code. If the state memory has n-
bits, it can encode 2" states using binary encoding. We can use logarithms in order to
solve for the n in the exponent.

2= (# of states)
10g(2") = log(# of states)
n-log(2) = log(# of states)

= log(t of states)
og(2)

n=l

log(2)
n=536

Rounding up to the next whole number means that we need 6 bits, or 6-D-Flip-Flops to
encode 41 states in binary.

Check: To check this, let's plug 6 back into the original expression. If we have 6 bits, we
can encode 2° states, or 64 states. This is enough to encode our 41 states. If we had 1
less bit (e.g., 5), we could only encode up to 2°=32 states, so we require 6 bits for this state
encoding. Note that not all of the possible binary values are used as state codes.
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Example: Registers as Agents on a Data Bus — RTL Model in Verilog

nodule MultiDropBus
(output reg [7:0] A, B, C,

input wize clock, Feset,
input wire [7:0] Data Pus,
input wire AEN, B_EN, C_EN) 5
alvays ¢ (posedge Clock or negedge Reset) Exchisgieni W irediedans

te block. The register

“ has a synchronous enable that
controls when it acquires data
offof the data bus

Al registers are attached to
the data bus as receivers.

alvays ¢ (posedge Clock or negedge Reset)
begin: C REG
Tt (1reset)
<= 8'h00;
lse
iE (o ==1)
© <= Data_Bus;
end

endmodule
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Levels of Design Abstraction

System

Algorithm

Register
Transfer

Abstraction

Gate

Circuit

Material

Low-Level Detail
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Radix = Base = the number of numerals in the number system
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Example: Serial Bit Sequence Detector (Part 3)
Output Logic
Q2 e

Q0_cur\ 314"
DN\ 00 01 1110

wf 0
o —— ERR=Q1_cur- Q0_cur - Din

"

10

Din ——-

Clock

“Next State Logic” “State Memory” “Output Logic™
Note that many of the wires are not drawn in to make the diagram readable. Thisis a
common practice. Nodes with the same name are assumed to be connected regardless of
whether a wire is drawn.
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F=2agco(4,5,7,12,13,15)





OEBPS/A420020_1_En_13_Fig7_HTML.gif
Example: Execution of an Instruction to “Load Register A Using Direct Addressing"
A load instruction using direct addressing will put the value located at the address provided
by the operand into a CPU register. Let's create a program that willload register A in the
CPU with the contents located at address x'80", which has already been initialized to
XA The program is as follows:

Using Mnemonics Using Hex Values
LDADIR x'80" or X'87" X'80"
When the opcode and operand are put into program memory at x'08",they look like this:

CPU Memory

R G xor LDA DIR x'80"
WAR X80, -

x0A" [ Next opcode
PC : :
A x"80" X'AA" o :) Data Memory

"The purpose o this instruction is o put
the contents of this address into A

When the CPU begins executing the program, it will perform the following steps:
Step 1~ Fetch the opcode

The program counter begins at x'08", meaning that this address is the location of the
instruction opcode. The PC address is put on the address bus using the MAR and a
read is performed. The information read from memory (e.g., the opcode) is placed into
the instruction register. The PC is then incremented to point to the next address in
program memory. After this step, the IR holds x"87" and the PC holds x"09".

Step 2 - Decode the instruction

The CPU decodes x'87" and understands that itis a *load A with direct addressing’. It
also knows from the opcode that the instruction has an operand that exists at the next
address location.

Step 3~ Execute the instruction
The CPU now needs to read the operand. It places the PC address ('09") on the
address bus using the MAR and a read is performed. The information read from
memory (e.g., the operand) is the address that contains the value to be put into A. The
operand is immediately put on the address bus using the MAR and another read is
performed. The value read from address x'80" is placed into register A. After this step,
A=CAA”. Also in this step, the PC is incremented to point to the next location in
‘memory (x'0A"), which holds the opcode of the next instruction to be executed.
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Example: Serial Bit Sequence Detector in Verilog — Simulation Waveform

- !

s

=

e . ;

= 1

* current_state Start\ 100 Ys 1 A_J Istart biis1 St

+ next_ state start oo i1

EES T Yo G T L "
‘The first sequence of 3-bits (1-0-0) does not The second sequence of 3-bits (1-1-1)
‘cause the ERR output to be asserted. does cause ERR to be asserted.

2 Egam“‘
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Example: Performing Long Division on Decimal Numbers

Let's look at an example of performing long division on decimal numbers to highlight the
steps in the process.

Tesminology Steps 1) pivide the highest digit of
P Remainder / i ivi
uotient e
2zem 1 92 2) Muliply the quotient fo the
uliply the quotient for the
15 7)1 5 _ " highest positon (0) by the
L ) divisor and enter below.
——— 3) Sublract and bring down the
next lower position of the

dividend (5).

4) Divide this new number by the.
divisor (15/7=2) and record,

5) Repeat until all digits in the.
dividend have been evaluated.

6) If anything remains, it is
recorded as the ‘remainder”.
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Example: Vending Machine Controller in Verilog ~ Simulation Waveform

A dollar entered (D_in=1) causes the FSM Three quarters entered (Q_in=1) resuls in the
to assert the Dispense and Change outputs. FSM asserting the Dispense output.
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Example: Vending Machine Controller (Part 3)
Output Logi
Qi Dispense

o \aoen
o, 00 01 11 10
w ey
a[@[o [x [0

o
" o[xJo
o

10,

L change = (@1_cur - Qo_cur - @_in'- D_in)
Dispense = (1_cur' - Q0_cur - Q_in' - D_in) + (Q1_cur - Q_in - D_in)

 Dispense

) Change

(@)

“Next State Logic” State Memory" “Glitput Logic"
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Example: Converting Between Positive and Negative Logic Using Duality
Let's start with a logic expression that originates in positive logic convention.

A
F=AB B:D_ F

Positive Logic means that a HIGH=1 and a LOW=0. If we want to implement the equivalent
function using negative logic, we instead assign a HIGH=0 and a LOW=1.

he Logic We Want Mapping with Positive Logic Mapping with Negative Logic

Let's use Duality to come up with the equivalent logic expression using
negative logic.

Fo=AtB <— Thedualis found by interchanging all ANDIOR
operations and all 0's and 1's.

Does this give us what we want for a negative logic convention?
Let's take the truth table of the “Mapping with Negative Logic” and
rearrange the input codes into a more trac nal format:

Mapping with Negative Logic

F=A+B

—_ A
i >

so-olw
RIS
"

A
0
0
1
1

csox

1
1
0
0

Yes, this truth table is the definition of a Logical Sum per our axioms (e.g., F=A+B).
This means that the logic expression created using duality (Fo) created an equivalent
function using negative logic.
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D-Flip-Flop with Asynchronous Reset and Preset
D-Flip-Flop with Active

D-Flip-Flop with Active LOW Reset and Active LOW Preset
LOW Reset
Presel
D Q —o a-
- anp— —- o
Reset Reset
RckD| a an RPCkD| Q an
0 X X[ 0 1 Reset 0 X X X[ o 1 Reset
10 X|lastQ LastQn Store 10 x x| 1 0 Preset
1 1 X|lastQ LastQn Store 11 0 X|lastQ LastQn Store
15 0] 0 1 Update 11 1 X|lastQ LastGn Store
15 1|1 0 Update 11 50| 0 1 Update
111 1 0 Update
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Example: Push-Button Window Controller - State Diagram
1) Defining the States - For this design, we will define two finite states. The first state is
when the window is in the closed position. Let's call this state ‘w_closed". The second
state is when the window is in the open position. Let's call this state “w_open’. Each of
these two states will be represented in the state diagram as circles. The names of the
states are written inside of the circles.

2) Defining the Transitions - We now describe the transitions between states using arrows
and labeling the arrows with the input conditions that trigger each transition. For this
design, when the machine is in the ‘w_closed” state, a button press (Press=1) will cause a
transition to the “w_open” state. When the button is not pressed, the machine will remain
in the ‘w_closed" state (Press=0). When the machine is in the ‘w_open" state, a bution
will cause a transition to the “w_closed” state, while the button not being

) will keep the machine in the “w_open" state.

3) Defining the Outputs ~ We now describe the outputs of the system. For this design, the
system will output the appropriate motor control signals upon a button press. This means
that the outputs depend on both the current state and the current inputs. This is by
definition a Mealy Machine. As such, the outputs are listed next to the state transitions. By
listing the outputs in this location, both the current state and the input values producing the
outputs are indicated. When this machine s in either the w_closed or w_open states and
the button is NOT pressed, the outputs Open_CW and Close_CCW are both 0's. When
the machine is in w_closed state and the button is pressed, the Open_CW outputis
asserted to rotate the motor clockwise and open the window. When the machine
w_open state and the button is pressed, the Close_CCW output is asserted to rotate the
motor counterclockwise and close the window. The final state diagram for this system is
shown below.

Press=0 Press=0
(Open_CW=0, (Open_CW=0,
Close_CC! Close_CCW=0)
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£am1_benavioral.v

module faml_behavioral
(output Teg Dout,
hput wife Clock, Reset, Dim;
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Gate Level Depiction of the Absorption Theorem

Original Dual
A F A—D F
A = A—F A = A—F
B 8
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Examining the Source of a Timing Hazard (or glitch) in a Combinational Logic Circuit

Let's look at the behavior of the following minimal sum when the gates have real delays.

AB _»w A

N o g B
00 01 11 10 8C
. c
0 e =
—> F=BC+AC —»
1 e L R
e =
B B 5
The following timing diagram shows how the signals propagate through the gates when the
input codes change:
The initial input code of ABC = 111 where F=1
Al 1 1
8] 1 1
T The input code changes to ABC = 110 where again F=1

el 0
e There is 1ns of delay in the AND gate for B-C

] I Ll

There s 1ns of delay in the INV for C'

el ‘There is 1ns of delay in the AND gate for A'C,
1w, butitdoesnt see C'unti after the INV delay
AC
F=BC+AC | P

Atthis point, the OR gate sees Atthis point, the OR gate sees

B-C=0and AC'=0onitsinput.  B-C=0and A-C'=1 on its input. 2 s time s

‘The output for both input codes.
yetthe
output momentarily went to a 0.

ns later, it outputs a 0. Tnslater, itoutputs a 1. Fe Ho e on s e
timing hazard or gltch.
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Example: 4-Bit Carry Look Ahead Adder - Simulation Waveform
‘The following simulation waveform illustrates that there are still glitches on the outputs.
while the logic computes the sum and carry out. The CLA architecture bounds the overall

delay of the chain.
e
Seam e x

R -

B —

£ Echa o = |

‘The delay of the adder never exceeds 4°tgate.
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Data Sheet Excerpt (2)

Courtesy Texas Instruments

SHSHHCOL, SNTAHCOH

SRR
L u “Absolute Maximum’™
This part can Looic wonau posmve ooy | 2 the specifications
sourcelsink 25mA thatit violated, vil
s r———Do———" | ‘amagethepar
output pins
e
= . s
P e E =
= oy
TR part can only e &
have SOmA flow | |ox st = = o
through the Ve o CT
oD i at any piven| e T
time. This means if | B e o ooy
2ll6 of the outputs | 5 Ferstss e Sy et o st o e o
were sourcing or .
Sl S| acommndescparngcontons -
would damage the T e Rl
i = = e b e
J— = o v

“Recommended Conditions” are the
specifications that you should follow to
getthe fullfetime of the part. You
can, however, operate between the.
recommended and maximum
specifications without damaging the.
part. You willjust not get the full
Iifetime out of the part.

The input DC specifcations
are given for muliple
values of Vec. Ifthe partis
powered at a diferent
Voltage (e.g., +3.4v or +5v),
aninterpretation must be
made as to the levels that
the partwill operate at.
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Truth Table Formation

Input codes are.
always lsted in
asconding order.

Listing the input codes _

as a binary count
allow each input's
decimal equivalent to
be used as the
“row number”
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Example: 3-Bit One-Hot Up/Down Counter (Part 3)
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Example: Convert 71,55 to Hexadecimal
Part 1: Convertthe octal number into binary. Each octal symbol is represented with 3 bits.

71.55
P
(111)(001).(101),
'
111001 . 101,

Part 2: Convertthe binary number nto hexadecimal. Form groups of 4 bits
fepresenting hex symbols.

sept: (0011)(1001).(1010),
4 7 T~

Whole number groupings startalthe  Fractional number groupings start at
adix point and work lof. the radix point and work ight.
Leading 0's are added as necessary. Trailng 0's are added as necessary.

sz (0011)(1001).(1010)
39. A






