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Preface and Acknowledgments

The intent of this fifth edition book is the same as
that described in the Preface to the first four edi-
tions — a text primarily for undergraduate students
majoring in food science, currently studying the
analysis of foods. However, comments from users
of the first four editions have convinced me that the
book is also a valuable text for persons in the food
industry who either do food analysis or interact
with analysts.

The big focus of this edition was to do a gen-
eral update on methods and to make the content
easier for readers to compare and contrast methods
covered. The following summarize changes from
the fourth edition: (1) general updates, including
addition and deletion of methods, (2) three new
chapters (“Determination of Total Phenolics and
Antioxidants Capacity in Food and Ingredients,”
“Food Microstructure Techniques,” “Food Forensic
Investigation”), (3) rewrote and/or reorganized
some chapters, (4) added tables to some chapters to
summarize and compare methods, and (5) added
some colored figures.

As stated for the first four editions, the chap-
ters in this textbook are not intended as detailed
references, but as general introductions to the
topics and the techniques. Course instructors
may wish to provide more details on a particular
topic to students. Chapters focus on principles
and applications of techniques. Procedures given
are meant to help explain the principles and give
some examples, but are not meant to be presented
in the detail adequate to actually conduct a specific
analysis. As in the first four editions, all chapters
have summaries and study questions, and key-
words or phrases are in bold type, to help students
focus their studies. The grouping of chapters by
category is similar to the fourth edition. However,
due to the increased use of spectroscopy and
chromatography for many basic analyses, chap-
ters on these topics are covered early in the book.
Instructors are encouraged to cover the topics from
this text in whatever order is most suitable for their
course. Also, instructors are invited to contact me

for access to a website I maintain with additional
teaching materials related to this textbook and the
accompanying laboratory manual.

Starting with the third edition, the competency
requirements established by the Institute of Food
Technologists were considered. Those requirements
relevant to food analysis are as follows: (1) under-
standing the principles behind analytical techniques
associated with food, (2) being able to select the
appropriate analytical technique when presented
with a practical problem, and (3) demonstrating
practical proficiency in food analysis laboratory. This
textbook should enable instructors to meet the
requirements and develop learning objectives rele-
vant to the first two of these requirements. The labo-
ratory manual, now in its third edition, should be a
useful resource to help students meet the third
requirement.

I am grateful to all chapter authors for agree-
ing to be a part of this project. Authors have
drawn on their experience of teaching students
and/or experience with these analyses to give
chapters the appropriate content, relevance, and
ease of use. I wish to thank the authors of articles
and books, as well as the publishers and indus-
trial companies, for their permission to reproduce
materials used here. Special thanks is extended to
the following persons: Baraem (Pam) Ismail for
valuable discussions about the content of the
book and reviewing several book chapters, Ben
Paxson for drawing/redrawing figures, and
Telaina Minnicus and Mikaela Allan for word
processing assistance. I am also very grateful to
Bill Aimutis, Angela Cardinali, Wayne Ellefson,
Chris Fosse, and David Plank who were valuable
for discussions and arranged for me to visit with
numerous scientists in the analytical laboratories
at the following companies/institute: Cargill,
ConAgra Foods, Covance, and General Mills in
the USA, and Bonassisa Lab and the Institute of
Science of Food Production in Italy.

West Lafayette, IN, USA S. Suzanne Nielsen



vi Preface and Acknowledgments

The original version of this book was revised.
The correction to this book can be found at DOI https://doi.org/10.1007 /978-3-319-45776-5_36



Abbreviations

2-D

3-D
3-MCPD
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AACCI
AAS
AAPH

ABTS

ADI
ADP
AE-HPLC

AES
AFM
AMS
AMS
AOAC

AOCS
AOM
APCI

APHA
API
APPI
AQC

ASE
ASTM
ATCC
ATP
ATR

Two-dimensional

Three-dimensional
3-Monochloropropane 1,2-diol
American Association of Cereal
Chemists

AACI International

Atomic absorption spectroscopy
2,2'-Azobis (2-amidinopropane)
dihydrochloride

2,2'-Azino-bis (3-ethylbenzenothazoline-
6-sulfonic acid)

Acceptable daily intake
Adenosine-5'-diphosphate

Anion exchange high-performance lig-
uid chromatography

Atomic emission spectroscopy

Atomic force microscopy

Accelerator mass spectrometer
Agricultural Marketing Service
Association of Official Analytical
Chemists

American Oil Chemists’ Society
Active oxygen method

Atmospheric pressure chemical
ionization

American Public Health Association
Atmospheric pressure ionization
Atmospheric pressure photoionization
6-Aminoquinolyl-N-hydroxysuccin-
imidyl carbamate

Accelerated solvent extraction
American Society for Testing Materials
American Type Culture Collection
Adenosine-5'-triphosphate
Attenuated total reflectance

Area under the curve

Water activity

External magnetic field

Base and acid washed

Bicinchoninic acid

Community Bureau of Reference
Baumé modulus

Butylated hydroxyanisole

Butylated hydroxytoluene
Biochemical oxygen demand
Bisphenol A

Bovine serum albumin

BSDA
BSE
BSTFA

CAD
CAST
CAT
CCD
CDC
CFR
CFSAN

cGMP
CI

CI
CID
CID
CID
CIE
CLA
CLND
CLSM
CMC
COA
COD
C-PER

CPG
CP-MAS
CQC
CRC
CSLM
CT

CT

CcvV
CVM
DAL
DART
DDT
DE
dE*
DF
DFE
DHHS

DIAAS
DIC

Bacillus stearothermophilus disk assay
Backscattered electrons
N,O-Bis(trimethylsilyl)
trifluoroacetamide
Collision-activated dissociation

Calf antibiotic and sulfa test
Computerized axial tomography
Charge-coupled device

Centers for Disease Control

Code of Federal Regulations

Center for Food Safety and Applied
Nutrition

Current Good Manufacturing Practices
Confidence interval

Chemical ionization
Collision-induced dissociation
Commercial item description

Charge injection device

Commission Internationale d’Eclairage
Conjugated linoleic acid
Chemiluminescent nitrogen detector
Confocal laser scanning microscopy
Critical micelle concentration
Certificate of analysis

Chemical oxygen demand

Protein efficiency ratio calculation
method

Compliance policy guidance
Cross-polarization magic angle spinning
2,6-Dichloroquinonechloroimide
Collision reaction cells

Confocal scanning laser microscopy
Computed technology

Computed tomography

Coefficient of variation

Center for Veterinary Medicine
Defect action level

Direct analysis in real time
Dichlorodiphenyltrichloroethane
Degree of esterification

Total color difference

Dilution factor

Dietary folate equivalent
Department of Health and Human
Services

Digestible indispensable amino acid score
Differential interferential contrast
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DMA
DMEF
DMD
DMSO
DNA
DNFB
dNTPs
DON
DRI
DRIFTS

DRV
DSC
DSHEA

DSPE
DTGS
DV
DVB
DVS
dwb
Ea
EAAI
EBT
ECD
ECD
ECD
EDL
EDS
EDTA
EEC
EFSA
EI
EIE
ELCD
ELISA
EM
EPA
EPSPS

Eq
ERH
ES
E-SEM

ESI

ESI

ETD

ETO

EU

Fab

FAIMS
FAME
FAO/WHO

FAS
FBs

Dynamic mechanical analysis
Dimethylformamide

D-Malate dehydrogenase
Dimethyl sulfoxide
Deoxyribonucleic acid
1-Fluoro-2,4-dinitrobenzene
Deoxynucleoside triphosphates
Deoxynivalenol

Dietary references intake

Diffuse reflectance infrared Fourier
transform spectroscopy

Daily reference value

Differential scanning calorimetry
Dietary Supplement Health and
Education Act

Dispersive solid-phase extraction
Deuterated triglycine sulfate
Daily value

Divinylbenzene

Dynamic vapor sorption

Dry weight basis

Activation energy

Essential amino acid index
Eriochrome black T

Electron capture dissociation
Electron capture detector

(Pulsed) electro-chemical detector
Electrodeless discharge lamp
Energy dispersive spectroscopy
Ethylenediaminetetraacetic acid
European Economic Community
European Food Safety Authority
Electron impact ionization

Easily ionized elements
Electrolytic conductivity detector
Enzyme-linked immunosorbent assay
Electron microscopy
Environmental Protection Agency
5-Enolpyruvylshikimate-3-phosphate
synthase

Equivalents

Equilibrium relative humidity
Electrospray

Environmental scanning electron
microscopy

Electrospray ionization
Electrospray interface

Electron transfer dissociation
Ethylene oxide

European Union

Fragment antigen-binding
Field-asymmetric ion mobility
Fatty acid methyl esters

Food and Agricultural Organization/
World Health Organization
Ferrous ammonium sulfate
Fumonisins

Fc

FCC
FD&C
FDA
FDAMA

FDNB
FFA
FID
FID
FIFRA

FNB/NAS

FOS
FPA
FPD
FPIA
FPLC
FRAP
FSIS
FT
FTC
FT-ICR

FTIR
FTMS
G6PDH
GATT

GC
GC-AED

GC-FTIR
GCxGC
GC-MS

GC-O
GFC
GIPSA

GLC

GMA
GMO
GMP

GOPOD
GPC
GRAS
HACCP

HAT
HCL

Fragment crystallizable

Food Chemicals Codex

Food, Drug, and Cosmetic

Food and Drug Administration

Food and Drug Administration
Modernization Act
1-Fluoro-2,4-dinitrobenzene

Free fatty acid

Free induction decay

Flame ionization detector

Federal Insecticide, Fungicide, and
Rodenticide Act

Food and Nutrition Board of the
National Academy of Sciences
Fructooligosaccharide

Focal plane array

Flame photometric detector
Fluorescence polarization immunoassay
Fast protein liquid chromatography
Ferric reducing antioxidant power
Food Safety and Inspection Service
Fourier transform

Federal Trade Commission

Fourier transform ion cyclotron
resonance

Fourier transform infrared

Fourier transform mass spectrometry
Glucose-6-phosphate dehydrogenase
General Agreement on Tariffs and
Trade

Gas chromatography

Gas chromatography-atomic emission
detector

Gas chromatography-Fourier transform
infrared

Comprehensive two-dimensional gas
chromatography

Gas chromatography-mass spectrome-
try

Gas chromatography-olfactory
Gel-filtration chromatography

Grain Inspection, Packers and
Stockyards Administration

Gas-liquid chromatography

Grocery Manufacturers of America
Genetically modified organism

Good manufacturing practices (also
current good manufacturing practice in
manufacturing, packing, or holding
human food)

Glucose oxidase/peroxidase
Gel-permeation chromatography
Generally recognized as safe

Hazard analysis and critical control
point

Hydrogen atom transfer

Hollow cathode lamp



Abbreviations

HETP
HES
HIC

HILIC

HIS
HK
H-MAS
HMDS
HPLC

HPTLC

HQI
HRGC
HRMS

HS

HVP

IC

IG5

ICP
ICP-AES

ICP-MS
ICP-OES

1D
IDF
IDK
1IEC

Ig

IgE
IeG
IMS
IMS
InGaAs
IR
IRMM

ISA
ISE
ISFET
ISO

IT

ITD
IT-MS
U
TUPAC

JECFA

kcal
KDa

Height equivalent to a theoretical plate
High fructose syrup

Hydrophobic interaction
chromatography
Hydrophilic
chromatography
Hyperspectral imaging

Hexokinase

High-resolution magic angle spinning
Hexamethyldisilazane
High-performance liquid
chromatography

High-performance thin-layer
chromatography

Hit quality index

High-resolution gas chromatography
High-resolution accurate mass
spectrometry

Headspace

Hydrolyzed vegetable protein

Ion chromatography

Median inhibition concentration
Inductively coupled plasma
Inductively coupled plasma-atomic
emission spectroscopy

Inductively coupled plasma-mass
spectrometer

Inductively coupled plasma-optical
emission spectroscopy

Inner diameter

Insoluble dietary fiber

Insect damaged kernels

Inter-element correction
Immunoglobulin

Immunoglobulin E

Immunoglobulin G

Ion mobility mass spectrometry
Interstate Milk Shippers
Indium-gallium-arsenide

Infrared

Institute for Reference Materials and
Measurements

Ionic strength adjustor

Ion-selective electrode

Ion sensitive field effect transitor
International Organization for
Standardization

Ion trap

Ion trap detector

Ion trap mass spectrometry
International Units

International Union of Pure and
Applied Chemistry

Joint FAO/WHO Expert Committee on
Food Additives

Kilocalorie

Kilodalton

interaction liquid

KFR
KFReq
KHP
LALLS
LC
LC-MS

LFS
LIMS

LM
LOD
LOQ
LT™M
LTP
m/z
MALDI

Karl Fischer reagent

Karl Fischer reagent water equivalence
Potassium acid phthalate

Low-angle laser light scattering

Liquid chromatography

Liquid chromatography-mass
spectroscopy

Lateral flow strip

Laboratory information management
system

Light microscopy

Limit of detection

Limit of quantitation

Low thermal mass

Low-temperature plasma probe
Mass-to-charge ratio

Matrix-assisted laser desorption ionization

MALDI-TOF Matrix-assisted laser desorption

MALLS
MAS
MASE
MCL
MCT
MDGC
MDL
MDSC™

mEq
MES-TRIS

MLR
MRI
MRL
MRM
MRM
MS
MS/MS
Ms?
MW
NAD
NADP

NADPH
NCM
NCWM

NDL
NFDM
NIR
NIRS
NIST

NLEA
NMEFS
NMR

time-of-flight

Multi-angle laser light scattering
Magic angle spinning
Microwave-assisted solvent extraction
Maximum contaminant level
Mercury:cadmium:telluride
Multidimensional gas chromatography
Method detection limit

Modulated Differential Scanning
Calorimeter™

Milliequivalents
2-(N-morpholino)ethanesulfonic acid-
tris(hydroxymethyl)aminomethane
Multiple linear regression

Magnetic resonance imaging
Maximum residue level
Multiple-reaction monitoring
Multiresidue method

Mass spectrometry (or spectrometer)
Tandem MS

Multiple stages of mass spectrometry
Molecular weight
Nicotinamide-adenine dinucleotide
Nicotinamide-adenine  dinucleotide
phosphate

Reduced NADP

N-Methyl carbamate

National Conference on Weights and
Measures

Nutrient Data Laboratory

Nonfat dry milk

Near-infrared

Near-infrared spectroscopy

National Institute of Standards and
Technology

Nutrition Labeling and Education Act
National Marine Fisheries Service
Nuclear magnetic resonance
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NOAA

NOAEL
NPD

NSSP
NVC
NVOC
oC
OD
ODS
OES
OMA
or
OPA
ORAC
ORAC
OSsI
oT
OTA
PAD
PAGE
PAM I
PAM 11
Pc
PCBs
PCR
PCR
PDA
PDCAAS

PDMS
PEEK
PER
PFPD
pl
PID
PLE
PLOT
PLS
PME
PMO
PMT
ppb
PPD
ppm

ppt
PSPD

PTV
PUFA
PVDF
PVPP
Q
QA
QC

National Oceanic and Atmospheric
Administration

No observed adverse effect level
Nitrogen phosphorus detector or
thermionic detector

National Shellfish Sanitation Program
Nonvolatile compounds
Nonvolatile organic compounds
Organochlorine

Outer diameter

Octadecylsilyl

Optical emission spectroscopy
Oftficial Methods of Analysis
Organophosphate /organophosphorus
O-Phthalaldehyde

Oxygen radical absorbance capacity
Optimized Rowland circle alignment
Oil stability index

Orbitrap

Ochratoxin A

Pulsed-amperometric detector
Polyacrylamide gel electrophoresis
Pesticide Analytical Manual, Volume 1
Pesticide Analytical Manual, Volume 11
Critical pressure

Polychlorinated biphenyls

Principal components regression
Polymerase chain reaction
Photodiode array

Protein digestibility-corrected amino
acid score

Polydimethylsiloxane

Polyether ether ketone

Protein efficiency ratio

Pulsed flame photometric detector
Isoelectric point

Photoionization detector
Pressurized liquid extraction
Porous-layer open tabular

Partial least squares

Pectin methylesterase

Pasteurized Milk Ordinance
Photomultiplier tube

Parts per billion

Purchase product description

Parts per million

Parts per trillion

Position-sensitive photodiode detector
Programmed temperature vaporization
Polyunsaturated fatty acids
Polyvinylidine difluoride
Polyvinylpolypyrrolidone
Quadrupole mass filter

Quality assurance

Quality control

qMs

QqQ
Q-TOF
Q-trap
QuEChERS

RAC
RAE
RASFF
RDA
RDI
RE

Ry

RF

RF

RI

RIA
Rm
RMCD
ROSA
RPAR

RS

RVA

SAFE
SASO
SBSE

SD

SDF

SDS
SDS-PAGE

SEC
SEM
SERS
SET
SEC
SEC
SEC-MS

SFE
SFE-GC

SFI

SI
SKCS
SMEDP

SO
SOP
SPDE
SPE
SPME
SRF
SRM

Quadruple mass spectrometry
Triple quadrupole
Quadrupole-time-of-flight
Quadruple-ion trap

Quick, easy, cheap, effective, rugged,
and safe

Raw agricultural commodity
Retinol activity equivalents

Rapid alert system for food and feed
Recommended daily allowance
Reference daily intake

Retinol equivalent

Relative mobility

Radiofrequency

Response factor

Refractive index
Radioimmunoassay

Relative mobility

Rapidly methylated p-cyclodextrin
Rapid one-step assay

Rebuttable Presumption Against
Registration

Resistant starch
RapidViscoAnalyser
Solvent-assisted flavor evaporation
Saudi Arabian Standards Organization
Stir-bar sorptive extraction
Standard deviation

Soluble dietary fiber

Sodium dodecyl sulfate

Sodium dodecyl sulfate-polyacrylamide
gel electrophoresis

Size-exclusion chromatography
Scanning electron microscopy
Surface-enhanced Raman scattering
Single electron transfer

Solid fat content

Supercritical fluid chromatography
Supercritical fluid chromatography-
mass spectrometry

Supercritical fluid extraction
Supercritical fluid extraction-gas
chromatography

Solid fat index

International System of Units
Single kernel characteristics system
Standard Methods for the Examination
of Dairy Products

Sulfite oxidase

Standard operating procedures
Solid-phase dynamic extraction
Solid-phase extraction

Solid-phase microextraction
Sample response factor

Standard reference materials
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SRM Selected-reaction monitoring TQ Triple quadrupole
SRM Single-residue method TS Total solids
SSD Solid state detector TSQ Triple stage quadrupole
STOP Swab test on premises TSS Total soluble solids
svC Semi-volatile compounds TSUSA Tariff Schedules of the United States of
SVOC Semi-volatile organic compounds America
SXI Soft x-ray imaging TTB Alcohol and Tobacco Tax and Trade
TBA Thiobarbituric acid Bureau
TBARS TBA reactive substances TWI Total weekly intake
TCA Trichloroacetic acid TWIM Traveling wave
TCD Thermal conductivity detector UHPC Ultra-high pressure chromatography
TCP Tocopherols UHPLC Ultra-high performance liquid chroma-
TDA Total daily intake tography
TDF Total dietary fiber UPLC Ultra-performance liquid
TDU Thermal desorption unit chromatography
T-DNA Transfer of DNA us United States
TD-NMR  Time domain nuclear magnetic USA United States of America
resonance uUsCs United States Customs Service
TEAC Trolox equivalent antioxidant capacity =~ USDA United States Department of
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TEMED Tetramethylethylenediamine UsDC United States Department of Commerce
Tg Glass transition temperature usP United States Pharmacopeia
TGA Thermogravimetric analysis uv Ultraviolet
Ti Tumor-inducing UV-Vis Ultraviolet-visible
TIC Total ion current Vis Visible
TLC Thin-layer chromatography VC Volatile compounds
TMA Thermomechanical analysis VOC Volatile organic compounds
TMCS Trimethylchlorosilane WDS Wavelength dispersive x-ray
TMS Trimethylsilyl wt Weight
TOF Time-of-flight wwb Wet weight basis
TOF-MS Time-of-flight mass spectrometry XMT X-ray microtomography
TPA Texture profile analysis XRD X-ray diffractometer
TPTZ 2,4,6-Tripiyridyl-s-triazine ZEA Zearalenone



Contents

Preface and Acknowledgments v
Abbreviations  vii

Part1 General Information

1  Introduction to Food Analysis 3

1.1 Introduction 4

1.2 Reasons for Analyzing Foods and Types
of Samples Analyzed 4

1.3 Stepsin Analysis 8

1.4 Method Selection 9

1.5 Official Methods 12

1.6 Summary 14

1.7 Study Questions 14

References 15

2 US Government Regulations and International
Standards Related to Food Analysis 17

2.1 Introduction 19

2.2 US Federal Regulations Affecting Food
Composition 19

2.3 Regulations and Recommendations
for Milk 28

2.4 Regulations and Recommendations for
Shellfish 29

2.5 Specifications for Foods Purchased
by Government Agencies 30

2.6 International Standards and Policies 31

2.7 Summary 31

2.8 Study Questions 32

References 32

3 Nutrition Labeling 35

3.1 Introduction 36

3.2 US Food and Drug Administration Food
Labeling Regulations 36

3.3 US Department of Agriculture Food
Labeling Regulations 41

3.4 Summary 42

3.5 Study Questions 42

References 43

Evaluation of Analytical Data 45

4.1
4.2
4.3
44
4.5
4.6
4.7
4.8

Introduction 46

Measures of Central Tendency 46
Reliability of Analysis 46

Curve Fitting: Regression Analysis 52
Reporting Results 55

Summary 57

Study Questions 57

Practice Problems 58

References 59

Sampling and Sample Preparation 61

5.1
52
53
54
55
5.6
5.7

Introduction 63

Selection of Sampling Procedures 64
Types of Sampling Plans 65
Sampling Procedures 67
Preparation of Samples 70
Summary 74

Study Questions 74

References 75

Part2 Spectroscopy and Mass Spectrometry

6

Basic Principles of Spectroscopy 79

6.1
6.2
6.3
6.4

6.5
6.6

Introduction 80

Light 80

Energy States of Matter 82
Energy-Level Transitions

in Spectroscopy 85
Summary 87

Study Questions 88

Resource Materials 88

Ultraviolet, Visible, and Fluorescence
Spectroscopy 89

7.1
72

7.3
7.4
7.5
7.6

Introduction 90

Ultraviolet and Visible Absorption
Spectroscopy 90

Fluorescence Spectroscopy 101
Summary 103

Study Questions 103

Practice Problems 104

Reference 106
Resource Materials 106

xiii



Xiv Contents

8 Infrared and Raman Spectroscopy 107 References 181
81 Introduction 109 Resource Materials 181

8.2  Principles of IR Spectroscopy 109
8.3 Mid-IR Spectroscopy 111

8.4 Near-IR Spectroscopy 116

8.5 Raman Spectroscopy 120

Part3 Chromatography

12 Basic Principles of Chromatography 185

8.6 Handheld and Portable Technology 122 12.1 Introduction 187

8.7 Summary 123 12.2  Extraction 187

8.8 Study Questions 125 12.3 Chromatography 187
References 125 12.4  Physicochemical Principles

of Chromatographic Separation 193
12.5 Analysis of Chromatographic

Peaks 202
126 Summary 209
12.7  Study Questions 209
9.1 Introduction 131 References 211
9.2 General Principles 131
9.3 Atomic Absorption Spectroscopy 132
9.4 Atomic Emission Spectroscopy 137
9.5 Applications of Atomic Absorption

9  Atomic Absorption Spectroscopy, Atomic
Emission Spectroscopy, and Inductively
Coupled Plasma-Mass Spectrometry 129

13 High-Performance Liquid
Chromatography 213

and Emission Spectroscopy 143 13.1 Introduction 214

9.6 Inductively Coupled Plasma-Mass 13.2  Components of an HPLC System 214
Spectrometry 144 13.3 Applications in HPLC 220

9.7 Comparison of AAS, ICP-OES, 134 Summary 225
and ICP-MS 145 13.5 Study Questions 225

9.8 Summary 147 References 226

9.9 Study Questions 147
9.10 Practice Problems 148 14 Gas Chromatography 227
References 150

14.1 Introduction 229
14.2  Sample Preparation for Gas

10 Nuclear Magnetic Resonance 151 Chromatography 229

10.1 Introduction 152 14.3 Gas Chromatographic Hardware
10.2  Principles of NMR Spectroscopy 152 and Columns 236

10.3 NMR Spectrometer 157 144 Chromatographic Theory 246
10.4 Applications 158 14.5 Applications of GC 249

10.5 Summary 162 146 Summary 251

10.6 Study Questions 162 14.7  Study Questions 251
References 162 References 252

Resource Materials 163
Part4 Compositional Analysis of Foods

11 Mass Spectrometry 165 15 Moisture and Total Solids Analysis 257
11.1 Introduction 166 15.1 Introduction 259
11.2  Instrumentation: The Mass 152 Moisture Content 261
Spectrometer 166 153 Water Activity 277
11.3 Interpretatlon of Mass Spectra 172 15.4 Moisture SOI‘ptiOI‘l Isotherms 281
11.4 Gas Chromatography-Mass 155 Summary 283
Spectrometry 174 15.6 Study Questions 284
11.5 Liquid Chromatography-Mass 15.7 Practice Problems 285

Spectrometry 175
11.6 Tandem Mass Spectrometry 175
11.7 High-Resolution Mass Spectrometry

References 286

(HRMS) 176 16 Ash Analysis 287
11.8  Applications 177 16.1 Introduction 288
11.9 Summary 180 16.2 Methods 288

11.10  Study Questions 180 16.3 Comparison of Methods 294



Contents

XV

16.4
16.5
16.6

Summary 294
Study Questions 294
Practice Problems 296

References 297

17 Fat Analysis 299

17.1
17.2
17.3

17.4
17.5
17.6
17.7
17.8

Introduction 301

Solvent Extraction Methods 302
Nonsolvent Wet Extraction
Methods 307

Instrumental Methods 308
Comparison of Methods 309
Summary 310

Study Questions 310

Practice Problems 314

References 314

18 Protein Analysis 315

18.1
18.2
18.3
18.4
18.5

18.6

18.7
18.8
18.9
18.10
18.11

Introduction 317
Nitrogen-Based Methods 318
Infrared Spectroscopy 322
Colorimetric Methods 322
Ultraviolet Absorption Methods
for Proteins and Peptides 325
Nonprotein Nitrogen
Determination 325
Comparison of Methods 326
Special Considerations 326
Summary 327

Study Questions 327

Practice Problems 327

References 330

19. Carbohydrate Analysis 333

19.1
19.2
19.3

19.4
19.5
19.6
19.7
19.8
19.9
19.10

Introduction 334

Sample Preparation 335

Total Carbohydrate: Phenol-Sulfuric
Acid Method 340

Mono- and Oligosaccharides 341
Polysaccharides 345

Dietary Fiber 349

Physical Methods 354
Summary 356

Study Questions 356

Practice Problems 357

References 359

20 Vitamin Analysis 361

20.1
20.2
20.3
20.4
20.5
20.6

Introduction 362

Bioassay Methods 365
Microbiological Assays 366
Chemical Methods 366
Comparison of Methods 369
Summary 369

20.7
20.8

Study Questions 369
Practice Problems 370

References 370

21 Traditional Methods for Mineral Analysis 371

21.1
21.2
21.3
21.4
21.5
21.6
21.7
21.8

Introduction 373

Basic Considerations 374

Methods 376

Benchtop Rapid Analyzers for Salt 380
Comparison of Methods 380
Summary 381

Study Questions 381

Practice Problems 384

References 385

Part 5 Chemical Characterization and Associated
Assays

22 pH and Titratable Acidity 389

22.1
222

22.3
224
22.5
22.6
22.7

Introduction 391

Calculation and Conversion

for Neutralization Reactions 391
pH 392

Titratable Acidity 396
Summary 402

Study Questions 403

Practice Problems 403

References 405

23. Fat Characterization 407

24

23.1
23.2
23.3
23.4

23.5

23.6
23.7
23.8
23.9

Introduction 409

General Considerations 412
Methods for Bulk Oils and Fats 412
Lipid Oxidation: Measuring Present
Status 418

Lipid Oxidation: Evaluating Oxidative
Stability 421

Methods for Lipid Components 422
Summary 426

Study Questions 427

Practice Problems 427

References 428

Protein Separation and Characterization
Procedures 431

241
24.2
24.3

24.4
24.5
24.6

Introduction 432

Methods of Protein Separation 432
Protein Characterization
Procedures 442

Summary 450

Study Questions 450

Practice Problems 452

References 452



XVi

Contents

25 Determination of (Total) Phenolics
and Antioxidant Capacity in Food
and Ingredients 455

25.1 Introduction 457

25.2  Analysis of (Total) Phenolics 457
25.3 Antioxidant Capacity Assays 461
254 Summary 467

25.5 Study Questions 467
References 467

26. Application of Enzymes in Food Analysis 469

26.1 Introduction 471
26.2 Principles 471

26.3 Applications 479
26.4 Summary 485

26.5 Study Questions 485
References 486

27 Immunoassays 487

27.1 Introduction 488

27.2  Theory of Immunoassays 490
27.3 Solid-Phase Immunoassays 491
274 Immunoaffinity Purification 499
27.5 Applications 500

27.6 Summary 500

27.7 Study Questions 501
References 502

28 Determination of Oxygen Demand 503

28.1 Introduction 504

28.2 Methods 504

28.3 Comparison of BOD and COD
Methods 505

28.4 Sampling and Handling
Requirements 506

28.5 Summary 506

28.6 Study Questions 507

28.7 Practice Problems 507

References 507

Part 6 Analysis of Physical Properties of Foods

29 Rheological Principles for Food Analysis 511

29.1 Introduction 513

29.2 Fundamentals of Rheology 513
29.3 Rheological Fluid Models 517
29.4 Rheometry 518

29.5 Tribology 524

29.6 Summary 525

29.7 Study Questions 527
References 527

30 Thermal Analysis 529

30.1
30.2
30.3
30.4
30.5
30.6

Introduction 530
Materials Science 530
Principles and Methods 534
Applications 539
Summary 543

Study Questions 543

References 544

31 Color Analysis 545

31.1
31.2
31.3
31.4

31.5
31.6

Introduction 546

Physiological Basis of Color 546
Color Specification Systems 547
Practical Considerations in Color
Measurement 552

Summary 554

Study Questions 554

References 555

32 Food Microstructure Techniques 557

32.1
32.2
32.3
324
325
32.6
32.7
32.8

Introduction 558
Microscopy 558
Chemical Imaging 563
X-Ray Diffraction 566
Tomography 567
Case Studies 567
Summary 568

Study Questions 569

References 570

Part 7 Analysis of Objectionable Matter and
Constituents

33 Analysis of Food Contaminants, Residues,
and Chemical Constituents of Concern 573

33.1

33.2
33.3
33.4
33.5
33.6
33.7
33.8

33.9

Introduction: Current and Emerging
Food Hazards 575

Analytical Approach 575
Pesticide Residue Analysis 579
Mycotoxin Analysis 582
Antibiotic Residue Analysis 584
Analysis of GMOs 586
Allergen Analysis 588

Analysis of Other Chemical
Contaminants and Undesirable
Constituents 589

Summary 593

33.10 Study Questions 593
References 594



Contents XVii

34 Analysis for Extraneous Matter 599 35.3 Essential Elements of Food Forensic
. Teams 618
34.1 Introduction 601 . .
34.2 General Considerations 602 354 A];selégses;l;ns Before Analysis
gii giliilir?;dsippggged Methods 602 35.5 Analyzing “Problem Samples” 622
3 4'5 Other Tech};liques 606 35.6 Identifying the What, Where, When,
34.6 Comparison of Methods 610 and How of an Issue 628

35.7 Interpreting and Reporting Data 630
35.8 Summary 630

35.9 Study Questions 631

References 631

34.7 Isolation Principles Applied to Food
Processing 610

34.8 Summary 612

349 Study Questions 612

References 613

Correction to: Food Analysis Fifth Edition Cl1
35 Food Forensic Investigation 615
35.1 Introduction 617 Index 633

35.2 Typical/Atypical Issues Requiring
Forensic Analysis 617



Contributors

William R. Aimutis Intellectual Asset Management,
Cargill, Inc., Wayzata, MN, USA

Huseyin Ayvaz Department of Food Engineering,
Canakkale Onsekiz Mart University, Canakkale,
Turkey

James N. BeMiller Department of Food Science,
Purdue University, West Lafayette, IN, USA

Robert L. Bradley Jr. Department of Food Science,
University of Wisconsin, Madison, WI, USA

Mirko Bunzel Department of Food Chemistry and
Phytochemistry, Karlsruhe Institute of Technology,
Karlsruhe, Germany

Sam K.C. Chang Department of Food Science,
Nutrition, and Health Promotion, Mississippi State
University, Starkville, MS, USA

Christopher R. Daubert Department of Food,
Bioprocessing and Nutritional Sciences, North
Carolina State University, Raleigh, NC, USA

Hulya Dogan Department of Grain Science and
Industry, Kansas State University, Manhattan, KS,
USA

Jinping Dong Global Food Research, Cargill
Research and Development Center, Cargill, Inc.,
Plymouth, MN, USA

Ronald R. Eitenmiller Department of Food Science
and Technology, The University of Georgia, Athens,
GA, USA

Wayne C. Ellefson Nutritional Chemistry and Food
Safety, Covance Laboratories, Madison, WI, USA

Yong D. Hang Department of Food Science and
Technology, Cornell University, Geneva, NY, USA

G. Keith Harris Department of Food, Bioprocessing
and Nutritional Sciences, North Carolina State
University, Raleigh, NC, USA

Y-H. Peggy Hsieh Department of Nutrition, Food
and Exercise Sciences, Florida State University,
Tallahassee, FL, USA

Baraem P. Ismail Department of Food Science and
Nutrition, University of Minnesota, St. Paul, MN,
USA

Helen S. Joyner (Melito) School of Food Science,
University of Idaho, Moscow, ID, USA

Jerrad F. Legako Department of Nutrition, Dietetics,
and Food Sciences, Utah State University, Logan, UT,
USA

Maurice R. Marshall Department of Food Science
and Human Nutrition, University of Florida,
Gainesville, FL, USA

Lisa J. Mauer Department of Food Science, Purdue
University, West Lafayette, IN, USA

Lloyd E. Metzger Department of Dairy Science,
South Dakota State University, Brookings, SD, USA

Dennis D. Miller Department of Food Science,
Cornell University, Ithaca, NY, USA

Rubén O. Morawicki Department of Food Science,
University of Arkansas, Fayetteville, AR, USA

Michael A. Mortenson Global Food Research,
Cargill Research and Development Center, Cargill,
Inc., Plymouth, MN, USA

S. Suzanne Nielsen Department of Food Science,
Purdue University, West Lafayette, IN, USA

Sean F. O’Keefe Department of Food Science and
Technology, Virginia Tech, Blacksburg, VA, USA

Ronald B. Pegg Department of Food Science and
Technology, The University of Georgia, Athens, GA,
USA

Michael H. Penner Department of Food Science and
Technology, Oregon State University, Corvallis, OR,
USA

Devin G. Peterson Department of Food Science and
Technology, The Ohio State University, Columbus,
OH, USA

Oscar A. Pike Department of Nutrition, Dietetics,
and Food Science, Brigham Young University, Provo,
UT, USA

Joseph R. Powers School of Food Science,
Washington State University, Pullman, WA, USA

Michael C. Qian Department of Food Science and
Technology, Oregon State University, Corvallis, OR,
USA

Xix



XX

Contributors

Qinchun Rao Department of Nutrition, Food and
Exercise  Sciences, Florida State University,
Tallahassee, FL, USA

Gary A. Reineccius Department of Food Science
and Nutrition, University of Minnesota, St. Paul,
MN, USA

Bradley L. Reuhs Department of Food Science,
Purdue University, West Lafayette, IN, USA

José I. Reyes-De-Corcuera Department of Food
Science and Technology, The University of Georgia,
Athens, GA, USA

Luis Rodriguez-Saona Department of Food Science
and Technology, The Ohio State University,
Columbus, OH, USA

Michael A. Rutzke School of Integrative Plant
Science, Cornell University, Ithaca, NY, USA

George D. Sadler PROVE IT LLC, Geneva, IL, USA

Var L. St. Jeor Global Food Research, Cargill
Research and Development Center, Cargill, Inc.,
Plymouth, MN, USA

Rachel R. Schendel Department of Food Chemistry
and Phytochemistry, Karlsruhe Institute of
Technology, Karlsruhe, Germany

Shelly J. Schmidt Department of Food Science and
Human Nutrition, University of Illinois at Urbana-
Champaign, Urbana, IL, USA

Senay Simsek Department of Plant Sciences, North
Dakota State University, Fargo, ND, USA

Daniel E. Smith Department of Food Science and
Technology, Oregon State University, Corvallis, OR,
USA

Denise M. Smith School of Food Science,
Washington State University, Pullman, WA, USA

J. Scott Smith Department of Animal Sciences and
Industry, Kansas State University, Manhattan, KS,
USA

Bhadrirju Subramanyam Department of Grain
Science and Industry, Kansas State University,
Manhattan, KS, USA

Rohan A. Thakur Bruker Daltonics, Billerica, MA,
USA

Leonard C. Thomas DSC Solutions, Smyrna, DE,
USA

Catrin Tyl Department of Food Science and
Nutrition, University of Minnesota, St. Paul, MN,
USA

Robert E. Ward Department of Nutrition and Food
Sciences, Utah State University, Logan, UT, USA

Randy L. Wehling Department of Food Science and
Technology, University of Nebraska, Lincoln, NE,
USA

Ronald E. Wrolstad Department of Food Science
and Technology, Oregon State University, Corvallis,
OR, USA

Vincent Yeung Department of Animal Science,
California Polytechnic State University, San Luis
Obispo, CA, USA

Yan Zhang Department of Cereal and Food Sciences,
Department of Food Science, Nutrition, and Health
Promotion, Mississippi State University, Starkville,
MS, USA



part

General Information



®

Check for
updates

chapter

Introduction to Food
Analysis

S. Suzanne Nielsen

Department of Food Science,
Purdue University,

West Lafayette, IN 47907-2009, USA
e-mail: nielsens@purdue.edu

1.1 Introduction 1.4 Method Selection

1.4.1 Objective of the Assay

1.4.2 Characteristics of the Method
1.4.3 Validity of the Method

1.4.4 Consideration of Food

1.2 Reasons for Analyzing Foods
and Types of Samples Analyzed
1.2.1  Overview
1.2.2 Consumer Trends and Demands

1.2.3 Government Regulations Composition
and International Standards 1.5 Official Methods
and Policies 1.5.1  AOAC International
1.2.4 Food Industry Management 1.5.2 Other Endorsed Methods

of Product Quality 1.6 Summary

1.3 Steps in Analysis :
1.8.1 Select and Prepare Sample 1.7 Study Questions
1.8.2 Perform the Assay References
1.8.3 Calculate and Interpret

the Results

S. Nielsen (ed.), Food Analysis, Food Science Text Series, 3
DOI 10.1007 /978-3-319-45776-5_1, © Springer International Publishing 2017


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-45776-5_1&domain=pdf
mailto:nielsens@purdue.edu

S.S. Nielsen

1.1 INTRODUCTION

Investigations in food science and technology, whether
by the food industry, governmental agencies, or uni-
versities, often require determination of food composi-
tion and characteristics. Trends and demands of
consumers, national and international regulations,
and realities of the food industry challenge food scien-
tists as they work to monitor food composition and to
ensure the quality and safety of the food supply. As
summarized by McGorrin [1] in a review of food anal-
ysis history, “the growth and infrastructure of the
model food distribution system heavily relies on food
analysis (beyond simple characterization) as a tool for
new product development, quality control, regulatory
enforcement, and problem solving.” All food products
require analysis of various characteristics (i.e., chemi-
cal composition, microbial content, physical proper-
ties, sensory properties) as part of a quality management
program, from raw ingredients, through processing, to
the final product. Of course, food analysis is also used
extensively for research on foods and food ingredi-
ents. The nature of the sample and the specific reason
for the analysis commonly dictate the choice of ana-
lytical methods. Speed, precision, accuracy, robust-
ness, specificity, and sensitivity are often key factors
in this choice. Validation of the method for the specific
food matrix being analyzed is necessary to ensure use-
fulness of the method.

Making an appropriate choice of analytical tech-
nique for a specific application requires a good knowl-
edge of the various techniques (Fig. 1.1). For example,
your choice of method to determine the salt content of
potato chips would be different if it is for nutrition
labeling compared to quality control. The success of
any analytical method relies on the proper selection

Validity
of methods

Consideration of
food composition

Characteristics
of methods

Objective
of assay

and preparation of the food sample, carefully perform-
ing the analysis, and doing the appropriate calcula-
tions and interpretation of the data. Methods of
analysis developed and endorsed by several nonprofit
scientific organizations allow for standardized com-
parisons of results between different laboratories and
for evaluation of less standard procedures. Such offi-
cial methods are critical in the analysis of foods, to
ensure that they meet the legal requirements estab-
lished by governmental agencies. Government regu-
lations and international standards most relevant to
the analysis of foods are mentioned here but covered
in more detail in Chap. 2, and nutrition labeling regu-
lations in the United States are covered in Chap. 3.

1.2 REASONS FOR ANALYZING FOODS
AND TYPES OF SAMPLES
ANALYZED

1.2.1 Overview

Consumer trends and demands, national and interna-
tional regulations, and the food industry’s need to
manage product quality dictate the need for analysis
of food ingredients and products (Table 1.1) and
explain the types of samples analyzed.

1.2.2 Consumer Trends and Demands

Consumers have many choices regarding their food
supply, so they can be very selective about the prod-
ucts they purchase. They demand a wide variety of
products that are safe, nutritious, and of high quality
and offer a good value. Consumer demand has
driven significant growth in products making claims,
many of which bring an increased need for food

| table | Reasons for analyzing foods

Applications:
Selecting specific method to
analyze specific
component/characteristic in
specific food

1.1 Method selection in food analysis

1. Food safety
2. Government regulations

(a) Nutrition labeling
(b) Standards — mandatory and voluntary
(c) Food inspection and grading
(d) Authenticity
3. Quality control

4. Research and development
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analysis. For example, the consumer-driven, gluten-
free claim has led to increased raw material/ingredi-
ent testing and finished product testing, required to
comply in the United States with the definition of
this claim established by the Food and Drug
Administration. Many consumers are interested in
the relationship between diet and health, including
functional foods that may provide health benefits
beyond basic nutrition. The use of social media by
consumers has changed expectations and raised
questions about the food supply. Such trends and
demands by consumers increase the need for food
analysis and present some unique challenges regard-
ing analytical techniques [2, 3].

1.2.3 Government Regulations and
International Standards and Policies

For food companies to market safe, high-quality foods
effectively in a national and global marketplace, they
must pay increasing attention to government regula-
tions and guidelines, and to the policies and standards
of international organizations. Food scientists must
be aware of these regulations, guidelines, and poli-
cies related to food safety and quality, and must know
their implications for food analysis. Government reg-
ulations related to the composition of foods include
nutrition labeling, product claims, standards, inspec-
tion and grading, and authenticity. This latter issue
of authenticity is a challenge for the food industry,
given the constant threat of economic adulteration of
food products and ingredients. Detecting untargeted
compounds in foods and determining their identity
are challenges that require advanced analytical tech-
niques that are powerful, sensitive, and fast [2]. The
industry is also challenged and forced to “chase zeros”
when laws are written stating zero as the level of cer-
tain compounds allowed. US government regulations
relevant to food analysis are covered in Chaps. 2 and
3. Also covered in Chap. 2 are organizations active in
developing international standards and safety prac-
tices relevant to food analysis.

1.2.4 Food Industry Management
of Product Quality

1.2.4.1 Raw Ingredients to Final Product

To compete in the marketplace, food companies must
produce foods that meet consumer demands, comply
with government regulations, and meet quality stan-
dards of the company. Whether it is new or existing
food products or ingredients, the key concern for the
food industry is safety of the food, but quality man-
agement goes well beyond safety. The management of
product quality by the food industry is of increasing
importance, beginning with the raw ingredients and
extending to the final product eaten by the consumer.
Analytical methods must be applied across the entire

’Management of product quality‘

Ingredient (Raw | —— Processing — Final product

materials)

Specifications Process control samples Consistent quality

Certificate of analysis Nutrition labeling

In-House testing Legal requirements

1.2 Food industry management of quality

food supply chain to achieve the desired final product
quality (Fig. 1.2). It is obvious that the food processor
must understand the entire supply chain to success-
fully manage product quality.

In some cases, the cost of goods is linked directly to
the composition as determined by analytical tests. For
example, in the dairy field, butterfat content of bulk
tank raw milk determines how much money the milk
producer is paid for the milk. For flour, the protein
content can determine the price and food application
for the flour. These examples point to the importance
for accurate results from analytical testing.

Traditional quality control and quality assurance
concepts are only a portion of a comprehensive quality
management system. Food industry employees
responsible for quality management work together in
teams with other individuals in the company respon-
sible for product development, production, engineer-
ing, maintenance, purchasing, marketing, and
regulatory and consumer affairs.

Analytical information must be obtained,
assessed, and integrated with other relevant informa-
tion about the food system to address quality-related
problems. Making appropriate decisions depends
on having knowledge of the analytical methods
and equipment utilized to obtain the data related
to the quality characteristics. To design experiments
in product and process development, and to assess
results, one must know the operating principles and
capabilities of the analytical methods. Upon comple-
tion of these experiments, one must critically evalu-
ate the analytical data collected to determine whether
product reformulation is needed or what parts of
the process need to be modified for future tests. The
situation is similar in the research laboratory, where
knowledge of analytical techniques is necessary
to design experiments, and the evaluation of data
obtained determines the next set of experiments to
be conducted.

1.2.4.2 Types of Samples Analyzed

Chemical and physical analysis of foods is an impor-
tant part of a quality assurance program in food pro-
cessing, from ingredients and raw materials, through
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Sample type

Types of samples analyzed in a quality
assurance program for food products

Critical questions

Raw materials Do they meet your specifications?

Do they meet required legal
specifications?

Are they safe and authentice

Will a processing parameter have to be
modified because of any change in
the composition of raw materialse

Are the quality and composition the
same as for previous deliveries?

How does the material from a potential
new supplier compare fo that from
the current suppliere

Did a specific processing step result in
a product of acceptable composition
or characteristics®

Does a further processing step need to
be modified to obtain a final product
of acceptable quality?

Process samples
control

Finished product Does it meet the legal requirements?@
What is the nutritive value, so that label
information can be developed? Or is
the nutritive value as specified on an
existing label2
Does it meet product claim requirements
(e.g., “low fat,” “gluten free”)2

Will it be acceptable to the consumer?
Will it have the appropriate shelf life2

If unacceptable and cannot be
salvaged, how do you handle it2
(trash2 rework? seconds?)

What are its composition and
characteristics?

Competitor’s

sample
How can we use this information to
develop new products?
Complaint How do the composition and
sample characteristics of a complaint sample

submitted by a customer differ from a
sample with no problems?

Adapted and updated from [6, 7]

processing, to the finished products [4, 5]. Chemical
and physical analysis also is important in formulating
and developing new products, and evaluating new
processes for making food products, and in identifying
the source of problems with unacceptable products
(Table 1.2). Competitor’s samples are increasingly rele-
vant, e.g., store brands versus national brands. For each
type of sample listed in Table 1.2 to be analyzed, it may
be necessary to determine either just one or many com-
ponents. The nature of the sample and the way in which
the information obtained will be used may dictate the
specific method of analysis. For example, process

control samples are usually analyzed by rapid meth-
ods, whereas nutritive value information for nutrition
labeling generally requires the use of more time-
consuming methods of analysis endorsed by scientific
organizations. Critical questions, including those listed
in Table 1.2, can be answered by analyzing various
types of samples in a food processing system.

1.2.4.3 Increasing Dependence on Suppliers
Downsizing in response to increasing competition in
the food industry often has pushed the responsibility
for ingredient quality to the suppliers. Companies
increasingly rely on others to supply high-quality and
safe raw ingredients and packaging materials. Many
companies have select suppliers, on whom they rely
to perform the analytical tests to ensure compliance
with detailed specifications for ingredients/raw mate-
rials. These specifications, and the associated tests, tar-
get various chemical, physical, and microbiological
properties, as appropriate based on the nature of the
ingredient. Such specifications for raw materials/
ingredients come in various forms within the food
industry, with three commonly used forms described
below:

1. Technical/Product Data Sheet: supplier uses
when salesperson is selling ingredients; gives
maximum, minimum, and/or range of values,
as appropriate, and methods of analysis

2. Specifications: internal company document
that defines company (processor) requirements
(minimum, maximum, and/or target values)
and links these to specific methods of analysis;
much of the data come from the Technical/
Product Data Sheet; give the requirements for
the Certificate of Analysis

3. Certificate of Analysis (COA): includes results
of analytical tests related to predetermined spec-
ifications for specific shipment sent to customer;
gives actual values and methods of analysis

As an example of specification information,
Table 1.3 gives such information for the ingredient
semolina, which is coarse-ground flour from durum
wheat (high protein), used especially to make pasta,
but also for other cereal grain-based products. For
the purposes of this table, specific numbers are not
given, as they would be in the actual documents for
an ingredient.

Ingredient specifications and COAs are impor-
tant for making specific food products. For example,
with the wrong starch (i.e., with wrong specifica-
tions), a specific food product may not process cor-
rectly nor have the desired finished product quality
attributes. Also, for example, if the COA indicates
the granulation size of a specific lot of rolled oats is
“out of spec,” the finished granola bars may not have
the desired properties, which can result in increased
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Example of information included in technical data sheet, specification, and certificate of analysis (COA) for

table semolina
Properties Technical/product data sheet Specification Certificate of analysis
Chemical
Moisture Max value; AACCI Max value; AOAC/AACCI Actual value; AACCI
Protein Min value; AACCI Min value; AOAC/AACCI Actual value; AACCI

Ash Max value; AACCI
Falling number value  Target value, +/—; AACCI

Max value; AOAC/AACCI

Actual value; AACCI

Enrichment
Niacin Max, min, target value;
AOAC/AACCI
Thiamine mononitrate Max, min, target value;
AOAC/AACCI
Riboflavin Max, min, target value;
AOAC/AACCI
Ferrous sulfate Max, min, target value;
AOAC/AACCI
Folic acid Max, min, target value;
AOAC/AACCI
Physical

Max value; Internal
Max value; Internal

Bran specks
Black specks
Color L, a, b

Color (linear E)

Extraneous matter Complies with FDA regulations;
AACCI

Insect fragments

Max value; AOAC/AACCI

Max value; Internal

Max L value, Min b value;
AOAC/AACCI

Max value; AOAC/AACCI

Actual value; Internal
Actual value; Internal
Actual values (Hunter)

Actual value (calculated
from Hunter LAB)

Rodent hair Max value; AOAC/AACCI
Granulation Value, +/—. % over #40, 60, 80, Min, max, target value. % over Actual value. % over #40,
100 sieve. % thru #100 sieve; #40, 60, 80, 100 sieve. % thru 60, 80, 100 sieve. %
Rotap #100 sieve; AOAC/AACCI thru #100 sieve; Rotap
Microbiological

Product is considered not ready
to eat and requires further
processing, so no
microbiological guarantees

Standard plate count;
Total plate count

Target value; FDA BAM

provided
Yeast Target value; FDA BAM
Mold Target value; FDA BAM
Vomitoxin Complies with FDA advisory Max value; FDA BAM
max level
Shelf life Number of days at recommended

storage conditions

Actual, minimum, maximum, and/or target value; source/type of method
Source of method: AOAC, AOAC International; AACCI, AACC International; FDA BAM, FDA’s Bacteriological Analytical
Manual; Internal, company method; Hunter, Hunter colorimeter; Rotap, machine to measure granulation

consumer complaints. Setting the specifications for
raw ingredients is commonly the responsibility of
product developers, but it is often the production
and quality control staff at the processing facility that
must deal with challenges that arise when there are
problems associated with ingredient specifications.
Companies must have in place a means to maintain
control of the COAs and react to them. With careful

control over the quality of raw ingredients/materi-
als, less testing is required during processing and on

the final product.

1.2.4.4 Properties Analyzed

Analyzing foods for the reasons described in Table 1.1
to manage product quality commonly involves testing
the following: chemical composition/characteristics,
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fable Quality management tests for dried pasta

Component/property being measured

Name of test

Quality test done in-house on semolina
Moisture content
Color (L*, a*, b* determined to calculate Linear E value)

Rapid moisture analyzer
Colorimeter

Quality tests done in-process

Moisture

Dimensions (after extrusion)
Metal detection

Package weight

Rapid moisture analyzer

Micrometer and tape measurements by trained personnel
In-line metal detection (ferrous, nonferrous, stainless steel)
In-line check with weight scale

Quality tests done on final product
Moisture
Color L*, a*, b* determined to calculate Linear E value)
Dimensions (diameter and shape)
Cooking quality

Label

Rapid moisture analyzer

Colorimeter

Micrometer and tape measurements by trained personnel

Sensory test by trained personnel (descriptive test; biting of
samples)

Visual inspection (with probability sampling methods)

physical properties, sensory properties, and micro-
bial quality. Table 1.4 shows the quality management
tests typically done on dried pasta. Each test indicated
would be done at some specified frequency and by a
specified method. Note the relationship between the
COA information for semolina in Table 1.3 and the
quality tests done on in-house on semolina by the pro-
cessor, as reported in Table 1.4. While the COA gen-
erally requires considerable testing, done by official
methods, routine in-house testing of ingredients is
typically limited in scope and often uses rapid meth-
ods. The nature of testing required is largely deter-
mined by the nature of the food ingredient/product,
but not surprisingly sensory properties (including
taste, smell, appearance) are commonly tested across
all foods and ingredients. This book focuses only on
methods of analysis for testing chemical composi-
tion/characteristics and physical properties, and not
on sensory properties or microbial quality.

1.3 STEPS IN ANALYSIS

1.3.1 Select and Prepare Sample

In analyzing food samples of the types described pre-
viously, all results depend on obtaining a representa-
tive sample and converting the sample to a form that
can be analyzed. Neither of these is as easy as it
sounds! Sampling and sample preparation are cov-
ered in detail in Chap. 5.

Sampling is the initial point for sample identifica-
tion. Analytical laboratories must keep track of incom-
ing samples and be able to store the analytical data
from the analyses. This analytical information often is

stored on a laboratory information management system
(LIMS), which is a computer database program.
Especially beneficial to commercial analytical labora-
tories, this system can capture all data for any specific
sample and make it accessible to customers so they can
import, review, and analyze as they wish. Customers
have real-time access to these data, which also enables
them to review testing status. There is no need for
hand typing data, which saves times and decreases
chances for error, and the system settings can ensure
standardized data entry for consistency and compli-
ance to analytical requirements.

1.3.2 Perform the Assay

Performing the assay is unique for each component or
characteristic to be analyzed and may be unique to a
specific type of food product. Single chapters in this
book address sampling and sample preparation (Chap.
5) and data handling (Chap. 4), while the remainder of
the book addresses the step of actually performing the
assay. Chapters 6, 7, 8,9, 10, and 11 cover spectroscopy
and spectrometry, and Chaps. 12, 13, and 14 cover
chromatography. These major general topics are cov-
ered before chapters that cover specific methods for
chemical composition and characterization, since
many analytical methods utilize spectroscopy and
chromatography techniques. The descriptions of the
various specific procedures are meant to be overviews
of the methods. For guidance in actually performing
the assays, details regarding chemicals, reagents, appa-
ratus, and step-by-step instructions are found in the
books and articles referenced in each chapter.
Numerous chapters in this book, and other books
devoted to food analysis [8-12], make the point that for
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food analysis, we increasingly rely on expensive equip-
ment, some of which requires considerable expertise.
Also, it should be noted that numerous analytical
methods utilize automated instrumentation, including
autosamplers and robotics to speed the analyses.

1.3.3 Calculate and Interpret the Results

To make decisions and take action based on the results
obtained from performing the assay that determined
the composition or characteristics of a food product,
one must make the appropriate calculations to inter-
pret the data correctly. Data handling, covered in
Chap. 4, includes important statistical principles.

1.4 METHOD SELECTION

1.4.1 Objective of the Assay

Selection of a method depends largely on the objective
of the measurement (Fig. 1.1). For example, methods
used for rapid online processing measurements may
be less accurate than official methods (see Sect. 1.5)
used for nutritional labeling purposes. Methods
referred to as reference, definitive, official, or primary
are most applicable in a well-equipped and staffed
analytical lab. Quality control testing of raw ingredi-
ents at the processing facility, in-process testing, and
final product testing often rely on secondary/rapid
quality control methods. This is likely in contrast to
primary/official methods used on raw ingredient
specification and COAs and the testing for nutrition
labeling. Both primary methods and secondary meth-
ods may be necessary and appropriate, with a second-
ary method calibrated against the primary method.
The more rapid secondary or field methods may be
more applicable on the manufacturing floor in a food
processing facility. For example, refractive index may
be used as a rapid, secondary method for sugar analy-
sis (see Chaps. 15 and 19), with results correlated to
those of the primary method, high-performance lig-
uid chromatography (HPLC) (see Chaps. 13 and 19).
Moisture content data for a product being developed
in the pilot plant may be obtained quickly with a rapid
moisture analyzer that has been calibrated using a
more time-consuming forced air oven method (see
Chap. 15). Many companies commonly use unofficial,
rapid methods for testing in the processing plants but
validate them against official methods. The calibration
between these methods is critical.

1.4.2 Characteristics of the Method

Numerous methods often are available to assay food
samples for a specific characteristic or component. To
select or modify methods used to determine the chemi-
cal composition and characteristics of foods, one must

be familiar with the principles underlying the proce-
dures and the critical steps. Certain properties of meth-
ods and criteria described in Table 1.5 are useful to
evaluate the appropriateness of a method in current
use or a new method being considered. As highlighted
in a review article on food analysis by Cifuentes [2],
there is a continual need for the development of meth-
ods that can be characterized as being more robust,
efficient, sensitive, and cost-effective. Many of the
older “wet chemistry” methods have evolved into
powerful and commonly used instrumental tech-
niques. This has led to significant increases in accuracy,
precision, detection limits, and sample throughput.

1.4.3 Validity of the Method

1.4.3.1 Overview

Numerous factors affect the usefulness and validity of
the data obtained using a specific analytical method.
One must consider certain characteristics of any
method, such as specificity, precision, accuracy, and
sensitivity (see Table 1.5 and Chap. 4). However, one
also must consider how the variability of data from
the method for a specific characteristic compares to
differences detectable and acceptable to a consumer,
and the variability of the specific characteristic inher-
ent in processing of the food. One must consider the
nature of the samples collected for the analysis, how
representative the samples were of the whole, and the
number of samples analyzed (Chap. 5). One must ask
whether details of the analytical procedure were fol-
lowed adequately, such that the results are accurate,
repeatable, and comparable to data collected previ-
ously. For data to be valid, equipment to conduct the
analysis must be standardized and appropriately
used, and the performance limitations of the equip-
ment recognized.

1.4.3.2 Standard Reference Materials

A major consideration for determining method valid-
ity is the analysis of materials used as controls, often
referred to as standard reference materials or check
samples [13]. Analyzing check samples concurrently
with test samples is an important part of quality con-
trol [14]. Standard reference materials (SRMs) can be
obtained in the United States from the National
Institute of Standards and Technology (NIST) and
from US Pharmacopeia (USP), in Europe from the
Institute for Reference Materials and Measurements
(IRMM), and from other specific organizations for
other countries/regions. Besides government-related
groups, numerous organizations offer check sample
services that provide test samples to evaluate the reli-
ability of a method [13]. For example, AACC
International (AACCI) (formerly known as the
American Association of Cereal Chemists, AACC)
has a check sample service in which a subscribing
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1.5

Criteria for choice of food analysis methods: characteristics of a method

Characteristic Critical questions

Inherent properties

Is the property being measured the same as that claimed to be measured, and is it the

What steps are being taken to ensure a high degree of specificity?

What is the precision of the method? Is there within-batch, batch-to-batch, or day-to-

What step in the procedure contributes the greatest variability?

Specificity/selectivity
only property being measured?
Avre there interferences?
Precision
day variation2*
Accuracy

How does the new method compare in accuracy to the old or a standard method?

What is the percent recovery?

Is it reproducible between labs?

Applicability of method to laboratory

Reagents

Can you properly prepare them?

What equipment is needed? Are they stable2 For how long and under what

conditions?

Equipment

Is the method very sensitive to slight or moderate changes in the reagents?

Do you have the appropriate equipment?

Are personnel competent to operate equipment?

Cost What is the cost in terms of equipment, reagents, and personnel?

Applicability to food/sample
Online or offline?

Official method/approval2
Nature of food matrix?

Destructive or nondestructive?

Usefulness

Time required

How fast is it? How fast does it need to be?

Reliability How reliable is it from the standpoints of precision and stability2
Need Does it meet a need or better meet a need?
Simplicity of operation?
Personnel
Safety Is any change in method worth the trouble of the change?
Procedures Who will do any required calculations?

‘In-process samples may not accurately represent finished product; must understand what variation can and should be present

laboratory receives specifically prepared test samples
from AACCI. The subscribing laboratory performs
the specified analyses on the samples and returns the
results to AACCI. The AACCI then provides a statis-
tical evaluation of the analytical results and compares
the subscribing laboratory’s data with those of other
laboratories to inform the subscribing laboratory of
its degree of accuracy. The AACCI offers check sam-
ples such as flours, semolina, and other cereal-based
samples, for analyses such as moisture, ash, protein,
vitamins, minerals, sugars, total dietary fiber, and
soluble and insoluble dietary fiber. Samples also are
available for testing physical properties and for
microbiological and sanitation analyses.

The American Oil Chemists” Society (AOCS) has
a reference sample program that includes oilseeds,
oils and fats, marine products, aflatoxins, cholesterol,
trace metals, trans-fatty acids, and other samples.

Laboratories from many countries participate in the
program to check the accuracy of their work, their
reagents, and their laboratory apparatus against the
statistical norm derived from the group data.
Standard reference materials are important tools
to ensure reliable data. However, such materials need
not necessarily be obtained from outside organiza-
tions. Control samples internal to the laboratory (i.e.,
internal reference materials) can be prepared by care-
fully selecting an appropriate type of sample, gather-
ing a large quantity of the material, mixing and
preparing to ensure homogeneity, packaging the sam-
ple in small quantities, storing the samples appropri-
ately, and routinely analyzing the control sample when
test samples are analyzed. Whatever the standard ref-
erence materials used, these should match closely the
matrix of the samples to be analyzed by a specific
method. AOAC International has a peer-review
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program of matching reference materials with respec-
tive official methods of analysis.

1.4.3.3 ISO Certification

To help ensure validity of results generated by meth-
ods of analysis, commercial, private, and government
laboratories are increasingly using ISO (International
Organization for Standardization) certification (cur-
rently 17025) to help assure their customers of the
quality of their work (i.e., validity of data) [4, 15].
Certification can be for the entire laboratory and/or
just individual assays (i.e., methods and procedures).
Once certified, these laboratories are audited for recer-
tification every two years. ISO certification involves
review of standard operating procedures, forms,
records, work instructions, document control process,
and test methods. While ISO certification does not
deal with safety or the business, it does address ques-
tions about the following: (1) results validity, (2)
equipment, (3) training, (4) analysts operating the
equipment, (5) reagents and chemicals, and (6) cus-
tomer communication.

Method certification requires comparison to other
laboratories and the use of control samples/standards.
For a food company with a corporate laboratory and
multiple plant operations, the corporate laboratory
does proficiency testing, using check samples (e.g.,
USP, NIST), and makes control samples that can be
tested at both the corporate and plant laboratories for
comparison of results.

A benefit of certification can include increased
business for the laboratories (i.e., some customers
choose ISO-certified laboratories over noncertified
laboratories, due to increased confidence in the data).
Also, the certification tends to create a mind-set of

Fat 100 %

Fat 67 %
Cho 33 %

Fat 67 %
Prot 33 %

Fat 33 %
Cho 67 %

Fat 33 %
Prot 67 %

continuous improvement within the laboratory. The
greatest challenges for laboratories regarding certifica-
tion are often updating procedures and balancing the
need to get results to customers versus the need to
check equipment and follow all required procedures.
If a company fails an audit, the approach used is root
cause analysis and corrective action investigation and
implementation.

1.4.4 Consideration of Food Composition

Proximate analysis of foods refers to determining the
major components of moisture (Chap. 15), ash (total
minerals) (Chap. 16), lipids (Chap. 17), protein
(Chap. 18), and carbohydrates (Chap. 19). The perfor-
mance of many analytical methods is affected by the
food matrix (i.e., its major chemical components, espe-
cially lipid, protein, and carbohydrate). In food analy-
sis, it is usually the food matrix that presents the
greatest challenge to the analyst [16]. For example,
high-fat or high-sugar foods can cause different types
of interferences than do low-fat or low-sugar foods.
Digestion procedures and extraction steps necessary
for accurate analytical results can be very dependent
on the food matrix. The complexity of various food
systems often requires having not just one technique
available for a specific food component, but rather
multiple techniques and procedures, as well as the
knowledge about which to apply to a specific food
matrix.

A task force of AOAC International (formerly
known as the Association of Official Analytical
Chemists, AOAC) suggested a “triangle scheme” for
dividing foods into matrix categories [17-25] (Fig. 1.3).
The apexes of the triangle contain food groups that

Fat 100 %

-Ma\rgarine
* Heavy cream

Fat 67 %
Cho 33 %

Fat 67 %

Prot 33 %
*All meat bqlogn@

+Raw peanuts .Cheddar cheese

« Potatos chips . Bro>n mustard

« Sweet chocolate \ Fat 33 %
Prot 67 %

* fpried chicken

Fat 33 %
Cho 67 %

« Full fat soy/fl\ogr

*Spaghetti/meatpalls
- Raw oysters

. Canned\as?ragus -St{J_rgeon
.Cornflakes __+ Raw cauliflower ___+Spinach -Soy'isolate
100 % Cho 67 % Cho 33 % 100 % 100 % Cho 67 % Cho 33 % 100 %
Carbohydrate Prot 33 % Prot 67 % Protein Carbohydrate Prot 33 % Prot 67 % Protein
1 3 Schematic layout of food matrixes based on protein, fat, and carbohydrate content, excluding moisture and ash

AOAC International])

(Reprinted with permission from [20], Inside Laboratory Management, September 1997, p. 33. Copyright 1997, by
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were either 100 % fat, 100 % protein, or 100 % carbohy-
drate. Foods were rated as “high,” “low,” or “medium”
based on levels of fat, carbohydrate, and proteins,
which are the three nutrients expected to have the
strongest effect on analytical method performance.
This created nine possible combinations of high,
medium, and low levels of fat, carbohydrate, and pro-
tein. Complex foods were positioned spatially in the
triangle according to their content of fat, carbohydrate,
and protein, on a normalized basis (i.e., fat, carbohy-
drate, and protein normalized to total 100 %). General
analytical methods ideally would be geared to handle
each of the nine combinations, replacing more numer-
ous matrix-dependent methods developed for specific
foods. For example, using matrix-dependent methods,
one method might be applied to potato chips and
chocolates, which are both low-protein, medium-fat,
medium-carbohydrate foods, but another might be
required for a high-protein, low-fat, high-carbohy-
drate food such as nonfat dry milk [19]. In contrast, a
robust general method could be used for all of the food
types.

The AACCI has approved a method studied
using the triangle approach [21]. This approach also
has been adopted by NIST for categorizing their
SRMs [23-25] (see also Sect. 1.4.3.2). These SRMs can
be used by laboratories to optimize methods for sam-
ples with specific matrices and to confirm that a
method can be used reliably for a specific matrix. The
food triangle categorization of both samples and ref-
erence materials enables analysts to choose the
appropriate SRM for method development, for opti-
mization, or for confidence in routine testing. NIST
has, as a goal, the development of SRMs and other
reference materials in all nine sections of the food
matrix triangle [23].

1.5 OFFICIAL METHODS

The choice of method for a specific characteristic or
component of a food sample is often made easier by
the availability of official methods. Several nonprofit
scientific organizations have compiled and published
these methods of analysis for food products, which
have been carefully developed and standardized.
They allow for comparability of results between differ-
ent laboratories that follow the same procedure, and
for evaluating results obtained using new or more
rapid procedures.

1.5.1 AOAC International

AOAC International, which dates back to 1884, is well
known for its program to provide official methods of

analysis that fit their intended purpose (i.e., will per-
form with the necessary accuracy and precision under
usual laboratory conditions). The official methods
developed are intended for use by regulated indus-
tries, regulatory agencies, contract research organiza-
tions and testing laboratories, and academic
institutions. AOAC International also has programs
to develop standards, to test the performance of com-
mercial and analytical methods, and for testing labo-
ratory proficiencies.

AOAC International uses advisory panels, stake-
holder panels, working groups, and expert review
panels in their collaborative system of voluntary con-
sensus building to develop fit-for-purpose methods
and services to ensure quality measurements. The
Official Methods of Analysis of AOAC International [26]
is the widely used compilation of methods adopted
over the years. Details of the method validation pro-
gram are given online and in the front matter of that
book. Methods validated and adopted by AOAC
International and the data supporting the method val-
idation are published in the Journal of AOAC
International. AOAC International’s Official Methods of
Analysis was most recently published in 2016, but an
online version of the book is available as a “continu-
ous edition,” with new and revised methods posted as
soon as they are approved. The Official Methods of
Analysis of AOAC International includes methods
appropriate for a wide variety of products and other
materials (Table 1.6). These methods often are speci-
fied by the FDA with regard to legal requirements for
food products. They are generally the methods fol-
lowed by the FDA and the Food Safety and Inspection
Service (FSIS) of the United States Department of
Agriculture (USDA) to check the nutritional labeling
information on foods and to check foods for the pres-
ence or absence of undesirable residues or residue
levels.

1.5.2 Other Endorsed Methods

The AACCI publishes a set of approved laboratory
methods, applicable mostly to cereal products (e.g.,
baking quality, gluten, physical dough tests, staleness/
texture). The AACCI process of adopting the Approved
Methods of Analysis [27] is consistent with the process
used by the AOACI and AOCS. Approved methods of
the AACCI are continuously reviewed, critiqued, and
updated (Table 1.7) and are now available online.

The AOCS publishes a set of official methods and
recommended practices, applicable mostly to fat and
oil analysis (e.g., vegetable oils, glycerin, lecithin) [28]
(Table 1.8). AOCS is a widely used methodology
source on the subjects of edible fats and oils, oilseeds
and oilseed proteins, soaps and synthetic detergents,
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1 Table of contents of 2016 Official Methods 1.7 Table of contents of 2010 Approved

of Analysis of AOAC International [26] table | Methods of AACC International [27]
Chapter Title Chapter  Title
1 Agriculture liming materials 2 Acidity
2 Fertilizers 4 Acids
3 Plants 6 Admixture of flours
4 Animal feed 7 Amino acids
5 Drugs in feeds 8 Total ash
6 Disinfectants 10 Baking quality
7 Pesticide formulations 11 Biotechnology
8 Hazardous substances 12 Carbon dioxide
9 Metals and other elements at trace levels in 14 Color and pigments

foods 20 Ingredients
10 Pesticide and industrial chemical residues 22 Enzymes
11 Waters; and salt 26 Experimental milling
12 Microchemical methods 28 Extraneous matter
13 Radioactivity 30 Crude fat
14 Veterinary analytical toxicology 32 Fiber
15 Cosmetics 33 Sensory analysis
16 Extraneous materials: isolation 38 Gluten
17 Microbiological methods 39 Infrared analysis
18 Drugs: part | 40 Inorganic constituents
19 Drugs: part Il 42 Microorganisms
20 Drugs: part |l 44 Moisture
21 Drugs: part IV 45 Mycotoxins
22 Drugs: part V 46 Nitrogen
23 Drugs and feed additives in animal tissues 48 Oxidizing, bleaching, and maturing agents
24 Forensic sciences 54 Physical dough tests
25 Baking powders and baking chemicals 55 Physical tests
26 Distilled liquors 56 Physicochemical tests
27 Malt beverages and brewing materials 58 Special properties of fats, oils, and shortenings
28 Wines 61 Rice
29 Nonalcoholic beverages and concentrates 62 Preparation of sample
30 Coffee and tea 64 Sampling
31 Cacao bean and its products 66 Semolina, pasta, and noodle quality
32 Cereal foods 68 Solutions
33 Dairy products 74 Staleness/texture
34 Eggs and egg products 76 Starch
35 Fish and other marine products 78 Statistical principles
36 Flavors 80 Sugars
37 Fruits and fruit products 82 Tables
38 Gelatin, dessert preparations, and mixes 86 Vitamins
39 Meat and meat products 89 Yeast
40 Nuts and nut products
41 Oils and fats
42 Vegetable products, processed
43 Spices and other condiments industrial fats and oils, fatty acids, oleochemicals,
44 Sugars and sugar products glycerin, and lecithin.
45 Vitamins and other nutrients Standard Methods for the Examination of Dairy
46 Color additives Products [29], published by the American Public Health
47 Food GddftfveS: .d're.d Association, includes methods for the chemical analy-
48 Food odchhyes: indirect sis of milk and dairy products (e.g., acidity, fat, lactose,
49 Natural toxins . .
50 Infant formulas. baby foods. and enteral moisture/solids, added water) (Table 1.9). Standard

/ Y , . .

products Methodsf for thf{ Exammatzon of Water'and Waste'water [30]

51 Dietary supplements is published jointly by the American Public Health

Association, the American Water Works Association,
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) Table of contents of 2009 Official Methods
. and Recommended Practices of the
table | American Oil Chemists’ Society [28]

Section  Title

Vegetable oil source materials

Oilseed by-products

Commercial fats and oils

Soap and synthetic detergents

Glycerin

Sulfonated and sulfated oils

Soapstocks

Specifications for reagents and solvents and
apparatus

Lecithin

Evaluation and design of test methods

Official listings

Recommended practices for testing industrial
oils and derivatives

I QO™MMOO®>

—unzz—

1.9 Contents of Chap. 15 on chemical and
: physical methods in Standard Methods for

fable the Examination of Dairy Products [29]
15.010 Introduction
15.020 Acidity tests
15.030 Adulterant tests
15.040 Ash tests
15.050 Chloride tests
15.060 Contaminant tests
15.070 Extraneous material tests
15.080 Fat determination methods
15.090 Lactose and galactose tests
15.100 Minerals and food additives
15.110 Moisture and solids tests
15.120 Multicomponent tests
15.130 Protein/nitrogen tests
15.140 Rancidity tests
15.150 Sanitizer tests
15.160 Vitamins A, D2, and D3 in milk products,
HPLC method
15.170 Functional tests
15.180 Cited references

and the Water Environment Federation. Food Chemicals
Codex [31], published by USP, contains methods for the
analysis of certain food additives. Some trade associa-
tions publish standard methods for the analysis of
their specific products. The FDA refers analysts to
manuals for general laboratory quality practices [32],
elemental analysis methods [33], drug and chemical
residue analysis methods [34], pesticide analysis
methods [35, 36], and macroanalytical procedures
(e.g., evaluation by sight, smell, or taste) [37]. The
USDA refers analysts to the Chemistry Laboratory
Guidebook [38], which contains test methods used by
USDA laboratories for ensuring the safety and accu-
rate labeling of foods regulated by the USDA (see also
Chap. 3, Sect. 3.3).

1.6 SUMMARY

Food scientists and technologists determine the chem-
ical composition and physical characteristics of foods
routinely as part of their quality management, product
development, or research activities. For example, the
types of samples analyzed in a quality management
program of a food company can include raw materi-
als, process control samples, finished products, com-
petitors” samples, and consumer complaint samples.
Consumer, government, and food industry concern
for food quality and safety has increased the impor-
tance of analyses that determine composition and crit-
ical product characteristics.

To successfully base decisions on results of any
analysis, one must correctly conduct all three major
steps in the analysis: (1) select and prepare samples,
(2) perform the assay, and (3) calculate and interpret
the results. The choice of analysis method is usually
based on the objective of the analysis, the character-
istics of the method itself (e.g., specificity, accuracy,
precision, speed, cost of equipment, and training of
personnel), and the food matrix involved. Validation
of the method is important, as is the use of standard
reference materials to ensure quality results. Rapid
methods used for quality assessment in a production
facility may be less accurate but much faster than
official methods used for nutritional labeling.
Endorsed methods for the chemical analyses of foods
have been compiled and published by AOAC
International, AACCI, AOCS, and certain other non-
profit scientific organizations. These methods allow
for comparison of results between different laborato-
ries and for evaluation of new or more rapid
procedures.

1.7 STUDY QUESTIONS

1. Identify six specific reasons you might need to
determine certain chemical characteristics of a
food product (or ingredient) as part of a quality
management program.

2. You are considering the use of a new method to
measure compound X in your food product.
List six factors you will consider before adopt-
ing this new method in your quality assurance
laboratory.

3. In your work at a food company, you men-
tioned to a coworker something about the
Official Methods of Analysis published by AOAC
International. The coworker asks you what
AOAC International does and what the Official
Methods of Analysis is. Answer your coworker’s
questions.

4. For each type of product listed below, identify a
publication in which you can find standard


https://doi.org/10.1007/978-3-319-45776-5

Chapter 1 « Introduction to Food Analysis

15

methods of analysis appropriate for the
product:

(a) Ice cream
(b) Enriched flour

(c) Wastewater (from food processing plant)
(d) Margarine
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2.1 INTRODUCTION

Knowledge of government regulations relevant to the
chemical analysis of foods is extremely important to
persons working in the food industry. Federal laws
and regulations reinforce the efforts of the food indus-
try to provide wholesome foods, to inform consumers
about the nutritional composition of foods, and to
eliminate economic frauds. In some cases, they dictate
what ingredients a food must contain, what must be
tested, and the procedures used to analyze foods for
safety factors and quality attributes. This chapter
describes the US federal regulations related to the
composition of foods. The reader is referred to Refs.
[1-4] for a comprehensive coverage of US food laws
and regulations. Many of the regulations referred to in
this chapter are published in the various titles of the
Code of Federal Regulations (CFR) [5]. This chapter also
includes information about food standards and safety
practices established by international organizations.
Nutrition labeling regulations are not covered in this
chapter, but Chap. 3 is devoted to this topic, as it is
related to food analysis.

2.2 US FEDERAL REGULATIONS
AFFECTING FOOD COMPOSITION

2.2.1 US Food and Drug Administration
(FDA)

The FDA is a government agency within the
Department of Health and Human Services (DHHS).
The FDA is responsible for regulating, among other
things, the safety of foods, cosmetics, drugs, medical
devices, biologics, tobacco, and radiation-emitting
products. It acts under laws passed by the US Congress
to monitor the affected industries and ensure the con-
sumer of the safety of such products. A comprehensive
collection of federal laws, guidelines, and regulations
relevant to foods and drugs has been published by the
Food and Drug Law Institute [1, 2].

2.2.1.1 Legislative History

Since the original Food and Drug Act of 1906, various
acts, amendments, and regulations have been put in
place to regulate foods. Table 2.1 summarizes these acts,
amendments, and regulations with food analysis impli-
cations. The FDA implements and enforces the Federal

Food, Drug, and Cosmetic (FD&C) Act of 1938 as
amended. Select aspects of this and other regulations
are further described in the subsections that follow.

2.2.1.2 Food Definitions and Standards
The food definitions and standards established by the
FDA are published in 21 CFR 100-169 and include
standards of identity, quality, and fill. The standards
of identity, which have been set for a wide variety of
food products, are most relevant to the chemical anal-
ysis of foods because they specifically establish which
ingredients a food must contain. They limit the amount
of water permitted in certain products. The minimum
levels for expensive ingredients are often set, and
maximum levels for inexpensive ingredients are some-
times set. The kind and amount of certain vitamins
and minerals that must be present in foods labeled
“enriched” are specified. The standards of identity for
some foods include a list of optional ingredients. As
an example, the standard of identity for sour cream
(21 CFR 131.160) is given in Fig. 2.1. Table 2.2 summa-
rizes the standards of identity relevant to food analysis
for a number of other foods. Note that the standard
of identity often includes the recommended analytical
method for determining chemical composition.
Although standards of quality and fill generally
are less related to the chemical analysis of foods than
are standards of identity, they are important for eco-
nomic and quality control considerations. Standards
of quality, established by the FDA for some canned
fruits and vegetables, set minimum standards and
specifications for factors such as color, tenderness,
weight of units in the container, and freedom from
defects. The FDA has also set a standard of quality for
bottled water, which includes set allowable levels for
the following: coliform, turbidity, color, odor,
radium-226 and radium-228 activity, beta particle and
photon radioactivity, and more than 70 chemical con-
taminants [21 CFR 165.110(b)]. The FDA has estab-
lished standards of fill for some canned fruits and
vegetables, tomato products, and seafood, stating how
full a container must be to avoid consumer deception.

2.2.1.3 Inspection and Enforcement

The FDA has the broadest regulatory authority over
most foods (generally, all foods other than meat,
poultry, egg products; water supplies). However, the
FDA shares responsibilities with other regulatory
agencies for certain foods, as described in later sec-
tions of this chapter. Table 2.3 summarizes the food
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table

Food and Drug Administration acts, amendments, and regulations with food analysis implications

Act, amendment, or regulation (year) Intent

Food analysis relevance

Federal Food, Drug, and Cosmetic

Act (FD&C) (1938)

Intended to assure consumers that foods are safe,
wholesome, produced under sanitary conditions,
and packaged and labeled truthfully. Prohibits
adulteration and misbranding of foods

Authorizes food definitions and
standards of identify, many of
which require testing food
composition

Food Additive Amendment (1958)

Designed to protect the health of consumers by
requiring a food additive to be proven safe
before addition to a food, and used at only a
safe level in foods. Delaney Clause (rider to
amendment) prohibits FDA from setting any
tolerance as a food additive for substances

known to be a carcinogen

Requires festing food additives
(type, amount, safety)

Color Additive Amendment (1960)

Defined color additives. Set rules for both certified
and uncertified colors. Provides for approval of
color additives. Allows for listing color additives for
specific uses and sefs quantity limitations. Contains

Delaney Clause (see above)

Requires testing food additives
(type, amount, safety)

Current Good Manufacturing
Practices (cGMP) (1969) (21 CRS
110 - general; specific GMPs also
exist for certain foods)

Designed to prevent adulterated foods in the

marketplace

Requires testing for adulterants
(including extraneous matter)

Hazard Analysis Critical Control
Point (HACCP): 21 CFR Part

123 - seafood; 21 CRS Part

120 - juice; @ CFR Part 417 — meat
and pouliry) (Refs. [6-9])

Intended to improve food safety and quality

Requires testing for microbial,
chemical, and physical hazards

Nutrition Labeling and Education
Act (NLEA) (1990)

Made nutrition labeling mandatory on most food
products under FDA jurisdiction. Established
definitions for health and nutrient claims

Requires testing for food
composition (specific components
and their levels)

Dietary Supplement Health and
Education Act (DSHEA)(1994)

Defined supplements as “dietary ingredients,” set
criteria to regulate claims and labeling, and
established government agencies to handle
regulation. Changed the definition and regulations
for dietary supplements, so no longer considered a

food

Eliminated testing of dietary
supplements as required when
defined as a food

Food Safety Modernization Act
(FSMA) (2011)

Aims to ensure the food supply is safe by shifting
the focus from responding to contamination to

preventing it

Requires testing for hazards and
preventive controls, including
physical and chemical hazards,
food allergens, sanitation
controls, and supply chain
controls

Food Labeling: Revision of the
Nutrition and Supplement Facts
Label (2016)

Updated information on label to help consumers

maintain health dietary practices

Changes the nutrients tested and
reported on label

analysis-related scope of responsibility of the FDA,

compared to and often in cooperation with other fed-
eral agencies, to ensure the quality and safety of foods
in the USA. Table 2.4 summarizes which federal
agency has responsibility for ensuring the quality and

safety of specific types of foods.

When violations of the FD&C Act are discovered
by the FDA through periodic inspections of facilities
and products and through analysis of samples,
the FDA can use warning letters, administrative
detention, suspension of registration, seizures, injunc-

tions, or recalls, depending on the circumstances. The
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§131.160 Sour cream.

(a) Description. Sour cream results from the souring, by lactic acid producing bacteria, of

pasteurized cream. Sour cream contains not less than 18 percent milkfat; except that when
the food is characterized by the addition of nutritive sweeteners or bulky flavoring
ingredients, the weight of the milkfat is not less than 18 percent of the remainder obtained by
subtracting the weight of such optional ingredients from the weight of the food; but in no case
does the food contain less than 14.4 percent milkfat. Sour cream has a titratable acidity of not
less than 0.5 percent, calculated as lactic acid.

(b) Optional ingredients.

(1) Safe and suitable ingredients that improve texture, prevent syneresis, or extend the shelf
life of the product.

(2) Sodium citrate in an amount not more than 0.1 percent may be added prior to culturing as
a flavor precursor.

(3) Rennet.

(4) Safe and suitable nutritive sweeteners.

(5) Salt.

(6) Flavoring ingredients, with or without safe and suitable coloring, as follows:
(i) Fruit and fruit juice (including concentrated fruit and fruit juice).
(1) Safe and suitable natural and artificial food flavoring.

(c) Methods of analysis: Referenced methods in paragraph (c) (1) and (2) of this section are

from “Official Methods of Analysis of the Association of Official Analytical Chemists,” 13"
Ed. (1980), which is incorporated by reference. Copies may be obtained from the AOAC
INTERNATIONAL, 481 North Frederick Ave., suite 500, Gaithersburg, MD 20877, or may
be examined at the National Archives and Records Administration (NARA). For information
on the availability of this material at NARA, call 202-741-6030, or go to:
http:/iwww.archives.gov/federal register/code of federal regulations/ibr location.himl

(1) Milkfat content — “Fat-Official Final Action,” section 16.172.

(2) Titratable acidity — “Acidity-Official Final Action,” section 16.023.

(d) Nomenclature. The name of the food is “Sour cream” or alternatively “Cultured sour cream”.

The full name of the food shall appear on the principal display panel of the label in type of
uniform size, style, and color. The name of the food shall be accompanied by a declaration
indicating the presence of any flavoring that characterizes the product, as specified in §101.22
of this chapter. If nutritive sweetener in an amount sufficient to characterize the food is
added without addition of characterizing flavoring, the name of the food shall be preceded by
the word “sweetened”.

(e) Label declaration. Each of the ingredients used in the food shall be declared on the label as

required by the applicable sections of parts 101 and 130 of this chapter. [42 FR 14360, Mar.
15, 1977, as amended at 47 FR 11824, Mar. 19, 1982; 49 FR 10092, Mar. 19, 1984; 54 FR

24893, June 12, 1989: 58 FR 2891, Jan. 6, 1993]

21 Standard of identity for sour cream [From 21 CFR 131.160 (2015)]

figure

FDA cannot file criminal charges, but rather recom-
mends to the Justice Department that court action be
taken that might result in fines or imprisonment of
offenders. Details of these enforcement activities of the
FDA are given in Refs. [1-4].

2.2.2 US Department of Agriculture (USDA)

The USDA administers several federal statutes
relevant to food standards, composition, and analy-
sis. These include standards of identity for meat
products, grade standards, and inspection pro-
grams. Some programs for fresh and processed food
commodities are mandatory, and others are
voluntary.

2.2.2.1 Standards of Identity for Meat

Products
Standards of identity have been established by the Food
Safety Inspection Service (FSIS) of the USDA for many
meat products (9 CFR 319). These commonly specify
percentages of meat, fat, and water. Analyses are to be
conducted using an AOAC method, if available.

2.2.2.2 Grade Standards

Grade standards developed for many foods by the
USDA classify products in a range from substandard
to excellent in quality. While most grade standards are
not mandatory requirements (but they are mandatory
for certain grains), they are widely used, voluntarily,
by food processors and distributors as an aid in whole-
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2.2
fable Selected chemical composition requirements of some foods with standards of identity
Section in Number in 13th  AOAC method®
21 CFRe  Food product Requirement Edn. Number in 18th Edn.  Name/description
131.110  Milk Milk solids nonfat >8 1/4% 16.032 990.19 Total solids, by forced
air oven affer steam
table
Milk fat >3 1/4% 16.059 905.02 Roese-Gottlieb
Vitamin A (if added)
>2,000 IUs/qgt
Vitamin D (if added) - 43.195-43.208 936.14 Bioassay line test with
400 IUs/qgt rats
133.113  Cheddar Milk fat >50% by wt. of solids ~ 16.255 and 933.05 Digest with HCI,
cheese calculation Roese-Gottlieb
Moisture <39 % by wt. 16.233 926.08 Vacuum oven
Phosphatase level <3 pg 16.275-16.277 946.03-946.03C Residual phosphatase
phenol equivalent/0.25 g°
137.165  Enriched Moisture <15% 14.002, 14.003 925.09, 925.09B Vacuum oven
flour Ascorbic acid <200 ppm (if
added as dough conditioner)
Ashf <0.35 + (1/20 of the 14.006 923.03 Dry ashing
percent of protein, calculated
on dwb?)
(Protein) 2.057 955.04C Kjeldahl, for nitrate-
Thiamine, 2.9 mg/Ilb free samples
Riboflavin, 1.8 mg/Ib
Niacin, 24 mg/Ib
Iron, 20 mg/Ib
Calcium (if added), 960 mg/Ib
Folic acid 0.7 mg/Ib
146.185  Pineapple Soluble solids >10.5°Brix" 31.009 932.14A Hydrometer
juice Total acidity <1.35 g/100 mL Titration with NaOH'
(as anhydrous citric acid)
Brix/acid ratio >12 Calculatedi
Insoluble solids >5 and <30% Calculated from
volume of sediment
163.113 Cocoa Cocoa fat <22% and >10% 963.15 Petroleum ether
extraction with
Soxhlet unit
164.150 Peanut butter  Fat <55% 27.006(q) 948.22 Ether extraction with

Soxhlet unit

aCFR Code of Federal Regulations (2015)
bOfficial Methods of Analysis of AOAC International

¢JU international units

4Within limits of good manufacturing practice
°If pasteurized dairy ingredients are used

‘Excluding ash resulting from any added iron or salts of iron or calcium or wheat germ
9dwb, moisture-free or dry weight basis
hExclusive of added sugars, without added water. As determined by refractometer at 20 °C uncorrected for acidity and read as

°Brix on International Sucrose Scales. Exception stated for juice from concentrate

Detailed titration method given in 21 CFR, 145.180 (b)(2)(ix)
iCalculated from °Brix and total acidity values, as described in 21 CFR 146.185 (b)(2)(ii)
“Detailed method given in 21 CFR 146.185 (b)(2)(iv)
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fable Federal agencies with quality and safety responsibility for specific foods
Meats and Harvested food or
Dairy ~ meat Alcoholic Fruits and  feed crops: Infant

Water products products  Seafood Shellfish beverages vegetables pesticide residues formula
EPA (drinking; FDA USDA Dept. Commerce: FDA: NSSP  Dept. Treasury: FDA EPA (sets FDA

effluent) USDA NOAA-NMFS TTB (most tolerances)
FDA (bottled) ~ States FDA products) FDA (enforces

EPA FDA (select tolerances)
products)

sale trading, because the quality of a product affects its
price. Such grade standards often are used as quality
control tools. Consumers are familiar generally with
grade standards for beef, butter, and eggs, but buyers
for the retail market utilize grade standards for a wide
variety of foods. Major users of standards include
institutions such as schools, hospitals, restaurants,
prisons, and the Department of Defense (see also
Sect. 2.5).

The USDA has issued grade standards for more
than 300 food products under authority of the
Agricultural Marketing Act of 1946 and related stat-
utes. Standards for grades are not required to be stated
on the label, but if they are stated, the product must
comply with the specifications of the declared grade.
Official USDA grading services are provided, for a fee,
to pickers, processors, distributors, and others who
seek official certification of the grades of their
products.

While complete information regarding the stan-
dards was published previously in the CFR, currently
only some standards are published in the CFR because
they are USDA Agricultural Marketing Service (AMS)
Administrative Orders. All grade standards are avail-
able as pamphlets from USDA and also are accessible
on the Internet.

Grade standards, issued by the AMS of the USDA
for agricultural products and by the Department of
Commerce for fishery products, must not be con-
fused with standards of quality set by the FDA or
standards of identity set by the FDA or FSIS of the
USDA, as discussed previously. Grade standards
exist for many types of meats, poultry, dairy prod-
ucts, fruits, vegetables, and grains, along with eggs,
domestic rabbits, certain preserves, dry beans, rice,
and peas. Additional information about grade stan-
dards for dairy products is given in Sect. 2.3, but
examples of grade standards for several other types
of foods follow here.

Standards for grades of processed fruits and veg-
etables often include factors such as color, texture or
consistency, defects, size and shape, tenderness, matu-

2.5
| table |

USDA standards for grade determinants of
frozen concentrated orange juice

Quality Analytical
Appearance Concentrate:
Reconstitution Brix

Color Brix/acid ratio
Defects Reconstituted juice:
Flavor Brix

Soluble orange solids
Recoverable oil

rity, flavor, and a variety of chemical characteristics.
Sampling procedures and methods of analysis are
commonly given. As an example, the quality and ana-
lytical factors that determine the grade standards of
frozen concentrated orange juice [10] are given in
Table 2.5.

Grades for various grains (e.g., wheat, corn,
soybeans, oats) are determined by factors such as
test weight per bushel and percentages of heat-dam-
aged kernels, broken kernels, and foreign material.
Also, a grade limit is set commonly for moisture
content. Grade standards for rice, beans, peas, and
lentils are determined commonly by factors such as
defects, the presence of foreign material, and insect
infestation, and sometimes moisture content is

specified.

2.2.2.3 Inspection Programs

The USDA administers some programs on inspection
and certification that are mandatory, and some inspec-
tion programs are voluntary. Comprehensive inspection
manuals specific to various types of foods have been
developed to assist inspectors and industry personnel in
interpreting and utilizing the regulations. Under the
Federal Meat Inspection Act, the Poultry Products
Inspection Act, and the Egg Products Inspection Act, the
FSIS of the USDA inspects all meat, poultry, and egg
products in interstate commerce (9 CFR 200-End). This
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includes a review of foreign inspection systems and
packing plants that export meat and poultry to the
USA. Imported products are reinspected at ports of entry.
Hazard Analysis Critical Control Point (HACCP) is a
major component of FSIS rules for all slaughter and pro-
cessing plants to improve safety of meat and poultry. A
program within the Grain Inspection, Packers and
Stockyard Administration (GIPSA) of the USDA admin-
isters the mandatory requirements of the US Grain
Standards Act (7 CFR 800). Regulations to enforce this act
provide for a national inspection system for grain and
mandatory official grade standards of numerous types of
grain. Another program of the USDA standardizes,
grades, and inspects fruits and vegetables under various
voluntary programs. The inspection programs rely heav-
ily on the HACCP concept.

2.2.3 US Department of Commerce

2.2.3.1 Seafood Inspection Service

The  National = Oceanic and  Atmospheric
Administration’s (NOAA) National Marine Fisheries
Service (NMFS), a division of the US Department of
Commerce (USDC), provides a seafood inspection ser-
vice. The USDC Seafood Inspection Program ensures the
safety and quality of seafoods consumed in the USA and
certified for export through voluntary grading, stan-
dardization, and inspection programs, as described in
50 CFR 260. The inspection programs rely heavily on the
HACCP concept. The US Standards for Grades of Fishery
Products (50 CFR 261) are intended to help the fishing
industry maintain and improve quality and to thereby
increase consumer confidence in seafoods. Standards are
based on attributes such as color, size, texture, flavor,
odor, workmanship defects, and consistency.

2.2.3.2 Interaction Between FDA and
Environmental Protection Agency

The FDA and the Environmental Protection Agency
(EPA) work with the NMFS for the assurance of sea-
food safety. The FDA, under the FD&C Act, is respon-
sible for ensuring that seafood shipped or received in
interstate commerce is safe, wholesome, and not mis-
branded or deceptively packaged. The FDA has pri-
mary authority in setting and enforcing allowable
levels of contaminants and pathogenic microorgan-
isms in seafood. The EPA assists the FDA in identify-
ing the range of chemical contaminants that pose a
human health risk and are most likely to accumulate
in seafood. A tolerance of 2.0 parts per million (ppm)
for total polychlorinated biphenyls (PCBs) (21 CFR
109.30) is the only formal tolerance specified by the
FDA to mitigate human health impacts in seafood.
However, the EPA has established tolerances for cer-
tain pesticide residues, and the FDA has established
guidance level for methyl mercury [11].

2.2.4 US Alcohol and Tobacco Tax
and Trade Bureau

2.2.4.1 Regulatory Responsibility
for Alcoholic Beverages

Beer, wines, liquors, and other alcoholic beverages are
termed “food” according to the FD&C Act of 1938.
However, regulatory control over their quality, stan-
dards, manufacture, and other related aspects is speci-
fied by the Federal Alcohol Administration Act,
which is enforced by the Alcohol and Tobacco Tax
and Trade Bureau (TTB) of the US Department of
Treasury. Issues regarding the composition and label-
ing of most alcoholic beverages are handled by the
Bureau. However, the FDA has jurisdiction over cer-
tain other alcoholic beverages and cooking wines. The
FDA also deals with questions of sanitation, filth, and
the presence of deleterious substances in alcoholic
beverages.

2.2.4.2 Standards and Composition of
Beer, Wine, and Distilled
Beverage Spirits

Information related to definitions, standards of
identity, and certain labeling requirements for
beer, wine, and distilled beverage spirits is given in
27 CFR 1-30. Standards of identity for these types of
beverages stipulate the need for analyses such as
percent alcohol by volume, total solids content, vol-
atile acidity, and calculated acidity. For example, the
fruit juice used for the production of wine is often
specified by its °Brix and total solids content. The
maximum volatile acidity (calculated as acetic acid
and exclusive of sulfur dioxide) for grape wine must
not be more than 0.14 g/100 mL (20 °C) for natural
red wine and 0.12 g/100 mL for other grape wine (27
CFR 4.21). The percent alcohol by volume is often
used as a criterion for class or type designation of
alcoholic beverages. For example, dessert wine is
grape wine with an alcoholic content in excess of
14 % but not in excess of 24 % by volume, while table
wines have an alcoholic content not in excess of 14 %
alcohol by volume (27 CFR 4.21). No product with
less than 0.5 % alcohol by volume is permitted to be
labeled “beer,” “lager beer,” “lager,” “ale,” “porter,”
“stout,” or any other class or type designation nor-
mally used for malt beverages with higher alcoholic
content (27 CFR 7.24).

”ou

2.2,5 US Environmental Protection Agency
(EPA)

The EPA regulatory activities most relevant to this
book are control of pesticide residues in foods, drink-
ing water safety, and the composition of effluent from
food processing plants.
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2.6

Tolerance for selected insecticides (1), fungicides (F), and herbicides (H) classified as food additives

fable permitted in foods for human consumption

Section Food additive Chemical classification Food Tolerance®

180.103 Captan (F) Phthalimide Apples 25
Cattle, meat 0.2
Milk 0.1
Grapes 25
Peach 15
Strawberry 20
Sunflower, seed 0.05

180.342 Chlorpyrifos®(l) Organophosphate Apples 0.01
Cattle, meat 0.05
Corn oil 0.25
Strawberry 0.2

180.435 Deltamethrin (1) Pyrethroid Cattle, meat 0.02
Tomatoes 0.02
Tomato products, conc. 1.0

180.292 Picloram (H) Chloropyridine-carboxylic acid Cattle, meat 0.02
Milk 0.05
Corn oil 2.5
Wheat, grain 0.5

Adapted from 40 CFR 180 (201¢)
Parts per million
bAlso known as Dursban™ and Lorsban™

2.2.5.1 Pesticide Registration and Tolerance
Levels

Pesticides are chemicals intended to protect our food
supply by controlling harmful insects, diseases, rodents,
weeds, bacteria, and other pests. However, most pesti-
cide chemicals can have harmful effects on people, ani-
mals, and the environment if they are improperly used.
The three federal laws relevant to protection of food
from pesticide residues are (1) certain provisions of the
FD&C Act, (2) the Federal Insecticide, Fungicide, and
Rodenticide Act (FIFRA), as amended, and (3) the Food
Quality Protection Act of 1996. FIFRA, supplemented
by the FD&C Act, authorizes a comprehensive program
to regulate the manufacturing, distribution, and use of
pesticides, along with a research effort to determine the
effects of pesticides.

The Food Quality Protection Act amends both the
FD&C Act and FIFRA to take pesticides out of the sec-
tion of the FD&C Act that includes the Delaney Clause.
This was done by changing the definition of a “food
additive” to exclude pesticides. This redefinition
leaves the Delaney Clause greatly reduced in scope
and less relevant.

The EPA registers approved pesticides and sets
tolerances for pesticide residues (see also Chap. 32,
Sect. 32.3). The EPA is authorized to register approved
pesticides and to establish an allowable limit or toler-
ance level for any detectable pesticide residues that

might remain in or on a harvested food or feed crop
(see Chap. 31, Sect. 31.3). While the EPA establishes the
tolerance levels, the FDA enforces the regulations by
collecting and analyzing food samples, mostly agricul-
tural commodities. Livestock and poultry samples are
collected and analyzed by the USDA. Pesticide residue
levels that exceed the established tolerances are con-
sidered in violation of the FD&C Act.

Regulations regarding pesticide tolerances in foods
are given in 40 CFR 180, which specifies general catego-
ries of products and specific commodities with toler-
ances or exemptions, and in some cases which part of
the agricultural product is to be examined. Unless oth-
erwise noted, the specific tolerances established for the
pesticide chemical apply to residues resulting from
their application prior to harvest or slaughter. Tolerance
levels for selected pesticides and insecticides permitted
in foods as food additives are given in Table 2.6.

The analytical methods to be used for determining
whether pesticide residues are in compliance with the
tolerance established are identified among the meth-
ods contained or referenced in the Pesticide Analytical
Manual [12] maintained by and available from the
FDA. The methods must be sensitive and reliable at
and above the tolerance level. Pesticides are generally
detected and quantitated by gas chromatographic or
high-performance liquid chromatographic methods
(see Chaps. 13, 14, and 30).


https://doi.org/10.1007/978-3-319-45776-5
https://doi.org/10.1007/978-3-319-45776-5
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table

Effluent limitations for plants processing natural and processed cheese

Effluent characteristics

Metric units®

English units®

Effluent limitations BOD 5¢ | Tss¢ |pH [BOD5  [T1SS | pH
Processing more than 100,000 |b/day of milk equivalent
Maximum for any 1 day 0.716 1.088 (©) 0.073 0.109 (©)
Avg of daily values for 30 consecutive days shall 0.290 0.435 () 0.029 0.044 (©)
not exceed
Processing less than 100,000 Ib/day of milk equivalent
Maximum for any 1 day 0.976 1.462 (©) 0.098 0.146 (©)
Avg of daily values for 30 consecutive days shall 0.488 0.731 () 0.049 0.073 ()

not exceed

Adapted from 40 CFR 405.62 (201¢)
Kilograms per 1,000 kg of BOD 5 input
bPounds per 100 Ibs of BOD 5 input

“BOD 5 refers to biochemical oxygen demand measurement after 5 days of incubation

dTSS refers to total soluble solids
*Within the range 6.0-9.0

2.2.5.2 Drinking Water Standards
and Contaminants

While the FDA regulates bottled water with a standard
of identify, a detailed standard of quality, and specific
current Good Manufacturing Practices (cGMP) regula-
tions, the EPA regulates drinking (i.e., tap) water. The
EPA administers the Safe Drinking Water Act of 1974,
which is to provide for the safety of drinking water
supplies in the USA and to enforce national drinking
water standards. The EPA has identified potential con-
taminants of concern and established their maximum
acceptable levels in drinking water. The EPA has pri-
mary responsibility to establish the standards, while
the states enforce them and otherwise supervise public
water supply systems and sources of drinking water.
Primary and secondary drinking water regulations
(40 CFR 141 and 143, respectively) have been estab-
lished. Concerns have been expressed regarding the
special standardization of water used in the manufac-
turing of foods and beverages.

Maximum contaminant levels (MCL) for pri-
mary drinking water are set for certain inorganic
and organic chemicals, turbidity, certain types of
radioactivity, and microorganisms. Sampling proce-
dures and analytical methods for the analysis of
chemical contaminants are specified, with common
reference to Standard Methods for the Examination of
Water and Wastewater [13] published by the American
Public Health Association; Methods of Chemical
Analysis of Water and Wastes [14], published by the
EPA; and Annual Book of ASTM Standards [15], pub-
lished by the American Society for Testing Materials
(ASTM). Methods commonly specified for the analy-
sis of inorganic contaminants in water include atomic
absorption (direct aspiration or furnace technique),

inductively coupled plasma (see Chap. 9), ion chro-
matography (see Chap. 13), and ion-selective elec-
trode (see Chap. 21).

2.2.5.3 Effluent Composition from Food
Processing Plants

In administering the Federal Water Pollution and
Control Act, the EPA has developed effluent guide-
lines and standards that cover various types of food
processing plants. Regulations prescribe effluent limi-
tation guidelines for existing sources, standards of per-
formance for new sources, and pretreatment standards
for new and existing sources. Point sources of dis-
charge of pollution are required to comply with these
regulations, where applicable. Regulations are pre-
scribed for specific foods under the appropriate point
source category: dairy products processing (40 CFR
405), grain mills (40 CFR 406), canned and preserved
fruits and vegetables processing (40 CFR 407), canned
and preserved seafood processing (40 CFR 408), sugar
processing (40 CFR 409), and meat and poultry prod-
ucts (40 CFR 432). Effluent characteristics commonly
prescribed for food processing plants are biochemical
oxygen demand (BOD) (see Chap. 28), total soluble
solids (TSS) (see Chap. 15), and pH (see Chap. 22), as
shown in Table 2.7 for effluent from a plant that makes
natural and processed cheese. The test procedures for
measurement of effluent characteristics are prescribed
in 40 CFR 136.

2.2.6 US Customs and Border Protection

(CBP)

Over 100 countries export food, beverages, and related
edible products to the USA. The CBP assumes the
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central role in ensuring that imported products are
taxed properly, safe for human consumption, and not
economically deceptive. The CBP receives assistance
from the FDA and USDA as it assumes these responsi-
bilities. The major regulations promulgated by the
CBP are given in Title 19 of the CFR.

All goods imported into the USA are subject to
duty or duty-free entry according to their classification
under applicable items in the Harmonized Tariff
Schedule of the United States (TSUSA). The US tariff
system has official tariff schedules for over 400 edible
items exported into the USA [16]. The TSUSA specifies
the food product in detail and gives the general rate of
duty applicable to that product coming from most
countries and any special higher or lower rates of duty
for certain other countries.

The rate of duty for certain food products is
determined by their chemical composition. For exam-
ple, the rate of duty on some dairy products is deter-
mined in part by the fat content. The tariff for some
syrups is determined by the fructose content, for
some chocolate products by the sugar or butterfat
content, for butter substitutes by the butterfat con-
tent, and for some wines by their alcohol content
(percent by volume).

2.2.7 US Federal Trade Commission (FTC)

The FTC is the most influential of the federal agencies
that have authority over various aspects of advertising
and sales promotion practices for foods in the USA. The
major role of the FTC is to keep business and trade
competition free and fair.

2.2.7.1 Enforcement Authority

The Federal Trade Commission Act of 1914 autho-
rizes the FTC to protect both the consumer and the
business person from anticompetitive behavior and
unfair or deceptive business and trade practices. The
FTC periodically issues industry guides and trade
regulations and rules that tell businesses what they
can and cannot do. These issuances are supplemented
with advisory opinions given to corporations and
individuals upon request. The FTC not only has guid-
ance and preventive functions but is also authorized
to issue complaints or shut down orders and sue for
civil penalties for violation of trade regulation rules.
The Bureau of Consumer Protection is one of the
FTC bureaus that enforce and develop trade regula-
tion rules.

2.2.7.2 Food Labels, Food Composition,

and Deceptive Advertising
While the Fair Packaging and Labeling Act of 1966 is
administered by the FTC, that agency does not have
specific authority over the packaging and labeling of

foods. The FTC and FDA have agreed upon responsi-
bilities: FTC has primary authority over advertising of
foods, and FDA has primary authority over labeling of
foods.

Grading, standards of identity, and labeling of
foods regulated by several federal agencies as
described previously have eliminated many potential
problems in the advertising of foods. Such federal reg-
ulations and voluntary programs have reduced the
scope of advertising and other forms of product dif-
ferentiation. Misleading, deceptive advertising is less
likely to be an issue and is more easily controlled. For
example, foods such as ice cream, mayonnaise, and
peanut butter have standards of identity that set mini-
mum ingredient standards. If these standards are not
met, the food must be given a different generic desig-
nation (e.g., salad dressing instead of mayonnaise) or
be labeled “imitation.” Grading, standards, and label-
ing of food aid consumers in making price-quality
comparisons. Once again, analyses of chemical compo-
sition play an important role in developing and setting
these grades, standards, and labels. In many cases in
which the FTC intervenes, data from a chemical analy-
sis become central evidence for all parties involved.

23 REGULATIONS AND
RECOMMENDATIONS FOR MILK

The safety and quality of milk and dairy products in
the USA are the responsibility of both federal (FDA
and USDA) and state agencies. The FDA has regula-
tory authority over the dairy industry interstate com-
merce, while the USDA involvement with the dairy
industry is voluntary and service oriented. Each state
has its own regulatory office for the dairy industry
within that state. The various regulations for milk
involve several types of chemical analyses.

2.3.1 FDA Responsibilities

The FDA has responsibility under the FD&C Act, the
Public Health Service Act, and the Import Milk Act to
assure consumers that the US milk supply and
imported dairy products are safe, wholesome, and not
economically deceptive. As described in Sect. 2.2.1.2,
the FDA promulgates standards of identity and label-
ing, quality, and fill-of-container requirements for milk
and dairy products moving in interstate commerce.
For Grade A milk and dairy products, each state
shares with the FDA the responsibility of ensuring
safety, wholesomeness, and economic integrity. This is
done through a Memorandum of Understanding with
the National Conference on Interstate Milk
Shipments, which is comprised of all 50 states. In
cooperation with the states and the dairy industry, the
FDA has also developed for state adoption model
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Pasteurized milk ordinance standards for
Grade A pasteurized milk and milk products
fable and bulk-shipped heat-treated milk products

Criteria Requirement

Cooled to 7 °C (45 °F) or less and
maintained thereat

20,000 per mlL

Not to exceed 10 per mL. Provided that
in the case of bulk milk transport tank
shipments shall not exceed 100 per
mlL

Less than 350 milliunits/L for fluid
products and other milk products by
the fluorometer or Charm ALP or
equivalent

No positive results on drug residue
detection methods

Temperature

Bacterial limits®
Coliform®

Phosphatase®

Drugs©

Adapted from US Department of Health and Human Services,
Public Health Service, Food and Drug Administration [17]
*Not applicable to acidified or cultured products

®Not applicable to bulk-shipped heattreated milk products
Reference to specific laboratory techniques

regulations regarding sanitation and quality aspects of
producing and handling Grade A milk. These regula-
tions are contained in the Grade A Pasteurized Milk
Ordinance (PMO) [17], which all states have adopted
as minimum requirements.

The standards for Grade A pasteurized milk and
milk products and bulk-shipped heat-treated milk
products under the PMO are given in Tables 2.2, 2.3,
2.4,25,2.6,27, and 2.8. The PMO specifies that “all
sampling procedures, including the use of approved
in-line samples, and required laboratory examinations
shall be in substantial compliance with the most cur-
rent edition of Standard Methods for the Examination of
Dairy Products (SMEDP) of the American Public Health
Association, and the most current edition of Official
Methods of Analysis of the AOAC INTERNATIONAL
(OMA)” [18-20]. The FDA monitors state programs for
compliance with the PMO and trains state inspectors.

2.3.2 USDA Responsibilities

Under authority of the Agricultural Marketing Act of
1946, the Dairy Quality Program of the USDA offers
voluntary grading services for manufactured or pro-
cessed dairy products (7 CFR 58). If USDA inspection of
a dairy manufacturing plant shows that good sanita-
tion practices are being followed to meet the require-
ments in the General Specifications for Dairy Plants
Approved for USDA Inspection and Grading Service [20],
the plant qualifies for the USDA services of grading,
sampling, testing, and certification of its products. A
product such as nonfat dry milk is graded based on fla-

2.9 US standards for grades of nonfat dry milk
fable (spray process)
US standard
Laboratory tests® US extra grade  grade
Bacterial estimate, 10,000 75,000
standard plate count
per gram
Milk fat content, 1.25 1.50
percent
Moisture content, 4.0 50
percent
Scorched particle 15.0 22.5
content, mg
Solubility index, mL 1.2 2.0
US high heat 2.0 2.5
Titratable acidity (lactic  0.15 0.17

acid), percent

http://www.ams.usda.gov/sites/default/files/media/Nonfat_
Dry_Milk_%28Spray_Process%29_Standard%5B1%5D.pdf
aAll values are maximum allowed

vor, physical appearance, and various laboratory analy-
ses (Table 2.9).

The USDA, under an arrangement with the FDA,
assists states in establishing safety and quality regula-
tions for manufacturing grade milk. Much as described
previously for the FDA with Grade A milk, the USDA
has developed model regulations [21] for state adop-
tion regarding the quality and sanitation aspects of
producing and handling manufacturing grade milk.

2.3.3 State Responsibilities

As described previously, individual states have
enacted safety and quality regulations for Grade A and
manufacturing grade milk that are essentially identi-
cal to those in the PMO and the USDA Recommended
Requirements, respectively. The department of health
or agriculture in each state normally is responsible for
enforcing these regulations. The states also establish
their own standards of identity and labeling require-
ments for milk and dairy products, which are gener-
ally similar to the federal requirements.

24 REGULATIONS AND
RECOMMENDATIONS FOR
SHELLFISH

Shellfish include fresh or frozen oysters, clams, and
mussels. They may transmit intestinal diseases such as
typhoid fever or act as carriers of natural or chemical
toxins. This makes it very important that they be


http://www.ams.usda.gov/sites/default/files/media/Nonfat_Dry_Milk_%28Spray_Process%29_Standard%5B1%5D.pdf
http://www.ams.usda.gov/sites/default/files/media/Nonfat_Dry_Milk_%28Spray_Process%29_Standard%5B1%5D.pdf
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obtained from unpolluted waters and handled and
processed in a sanitary manner.

The growing, handling, and processing of shell-
fish must comply not only with the general require-
ments of the FD&C Act but also with the requirements
of state health agencies cooperating in the National
Shellfish Sanitation Program (NSSP), a federal, state,
industry voluntary cooperative program, adminis-
tered by the FDA [22]. The FDA has no regulatory
power over shellfish sanitation unless the product is
shipped interstate. However, the Public Health Service
Act authorizes the FDA to make recommendations
and to cooperate with state and local authorities to
ensure the safety and wholesomeness of shellfish.
Through the NSSP, state health personnel continually
inspect and survey bacteriological conditions in shell-
fish-growing areas. Any contaminated location is
supervised or patrolled so that shellfish cannot be har-
vested from the area.

A major concern is the ability of shellfish to con-
centrate radioactive material, insecticides, and other
chemicals from their environment. Thus, one aspect of
the NSSP is to ensure that shellfish-growing areas are
free from sewage pollution and toxic industrial waste.
Pesticide residues in shellfish are usually quantitated
by gas chromatographic techniques, and heavy metals
such as mercury are commonly quantitated by induc-
tively coupled plasma-mass spectrometry (ICP-MS)

(Chap. 9, Sect. 9.6). Another safety problem with
regard to shellfish is the control of natural toxins,
which is a separate issue from sanitation. The natu-
rally occurring toxins are produced by planktonic
organisms, and testing is conducted using a variety of
assays. Control of this toxicity is achieved by a careful
survey followed by prohibition of harvesting from
locations inhabited by toxic shellfish.

2.5 SPECIFICATIONS FOR FOODS
PURCHASED BY GOVERNMENT
AGENCIES

Large amounts of food products are purchased by fed-
eral agencies for use in domestic (e.g., school lunch) and
foreign programs, prisons, veterans’ hospitals, the
armed forces, and other organizations. Specifications or
descriptions developed for many food products are
used by federal agencies in procurement of foods to
ensure the safety and quality of the product specified.
Such specifications or descriptions often include infor-
mation that requires assurance of chemical composi-
tion, in addition to specified microbial quality. Many
such documents are referred to as a commercial item
description (CID). These specifications, with specific
examples for foods and their content, are given in
Table 2.10.

fable Specifications for foods purchased by government agencies

Specification type Example product

Example content of specification

Commercial item Canned tuna [23]

description (CID)

Salt/sodium content, methylmercury, and histamine,
with specified methods of analysis

Federal specification

Beans, precooked, dehydrated CID [25]

Macaroni and cheese mix CID [24]

Fat and sodium contents and viscosity, with specified
methods of analysis (AOAC International)

Moisture, fat, cholesterol, and sodium contents, with
specified methods of analysis (AOAC International)

Department of Defense
specification

Syrup CID [26]
Instant tea mix CID [27]
Nut butters CID [28]

Brix, ash content, color
Moisture and sugar contents, titratable acidity
Salt content, aflatoxin content

Commaoadity specification Dried egg mix [29]

American cheese [30] and mozzarella

cheese [31]

Vegetable oil composition/characteristics: free fatty
acid value, peroxide value, linolenic acid, moisture,
volatile matter, iodine value, Lovibond color, by
specified methods of analysis (American Oil
Chemists’ Society)

pH, milk fat, and moisture contents

USDA specification (e.g.,  Sausage products [32]
Institutional Meat

Purchase Specification)

Fat content
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2.6 INTERNATIONAL STANDARDS
AND POLICIES

able Content of the Codex Alimentarius [33]

With the need to compete in the worldwide market,
employees of food companies must be aware that
allowed food ingredients, names of food ingredients,
required and allowed label information, and stan-
dards for foods and food ingredients differ between
countries. For example, colorings and preservatives
allowed in foods differ widely between countries,
and nutritional labeling is not universally required.
To develop foods for, and market foods in, a global
economy, one must seek such information from inter-
national organizations and from organizations in
specific regions and countries.

2.6.1 Codex Alimentarius

The Codex Alimentarius Commission (Codex
Alimentarius is Latin for “code concerned with nour-
ishment”) was established in 1962 by two United
Nations organizations, the Food and Agriculture
Organization (FAO) and the World Health
Organization (WHO), to develop international stan-
dards and safety practices for foods and agricultural
products [33]. The standards, published in the Codex
Alimentarius, are intended to protect consumers’
health, ensure fair business practices in food trade,
and facilitate international trade of foods.

The Codex Alimentarius is published in 13 vol-
umes: one on general requirements (includes label-
ing, food additives, contaminants, irradiated foods,
import/export inspection, and food hygiene), nine
on standards and codes of practice compiled on a
commodity basis, two on residues of pesticides and
veterinary drugs in foods, and one on methods of
analysis and sampling (Table 2.11). Codex has efforts
to validate and harmonize methods of food safety
analysis among countries and regions, help maintain
the smooth flow of international commerce, and
ensure appropriate decisions on food exports and
imports. The setting of international standards on
food quality by Codex has been a high priority in
world trade to minimize “nontariff” trade barriers.
International trade of food and raw agricultural
products has increased due to reduced economic
trade restrictions and tariffs imposed.

2.6.2 Other Standards

Other international, regional, and country-specific
organizations publish standards relevant to food
composition and analysis. For example, the Saudi
Arabian Standards Organization (SASO) publishes
standards documents (e.g., labeling, testing methods)
important in the Middle East (except Israel), and the
European Commission sets standards for foods and

Volume  Subject

TA General requirements
1B General requirements (food hygiene)
2A Pesticide residues in foods (general text)
2B Pesticide residues in foods (maximum residue
limits)
3 Residues in veterinary drugs in foods
4 Foods for special dietary uses
5A Processed and quick-frozen fruits and vegetables
5B Fresh fruits and vegetables
6 Fruit juices
7 Cereals, pulses (legumes) and derived products,
and vegetable proteins
8 Fats and oils and related products
9 Fish and fishery products
10 Meat and meat products, soups and broths
11 Sugars, cocoa products and chocolate, and

misc. products
12 Milk and milk products
13 Methods of analysis and sampling

food additives for countries in the European Economic
Community (EEC). In the USA, the Food Ingredients
Expert Committee, which operates as part of the US
Pharmacopeia, sets standards for the identification
and purity of food additives and chemicals, pub-
lished as the Food Chemicals Codex (FCC) [34]. For
example, a company may specify in the purchase
of a specific food ingredient that it be “FCC grade.”
Countries other than the USA adopt FCC standards
(e.g., Australia, Canada). At an international level,
the Joint FAO/WHO Expert Committee on Food
Additives (JECFA) sets standards for purity of food
additives [35]. The Codex Alimentarius Commission
is encouraged to utilize the standards established by
JECFA. Standards established by FCC and JECFA are
used by many countries as they develop their own
standards.

2.7 SUMMARY

Various kinds of standards set for certain food prod-
ucts by federal agencies make it possible to get essen-
tially the same food product whenever and wherever
purchased in the USA. The standards of identity set by
the FDA and USDA define what certain food products
must consist of. The USDA and NMFS of the
Department of Commerce have specified grade stan-
dards to define attributes for certain foods. Grading
programs are voluntary, while inspection programs
may be either voluntary or mandatory, depending on
the specific food product.



32

S.S. Nielsen

While the FDA has the broadest regulatory author-
ity over most foods, responsibility is shared with other
regulatory agencies for certain foods. The USDA has
significant responsibilities for meat and poultry, the
NOAA and the NMFS for seafood, and the TTB for
alcoholic beverages. The FDA, the USDA, state agen-
cies, and the dairy industry work together to ensure
the safety, quality, and economic integrity of milk and
milk products. The FDA, the EPA, and state agencies
work together in the NSSP to ensure the safety and
wholesomeness of shellfish. The EPA shares responsi-
bility with the FDA for control of pesticide residues in
foods and has responsibility for drinking water safety
and the composition of effluent from food processing
plants. The CBP receives assistance from the FDA and
USDA in its role to ensure the safety and economic
integrity of imported foods. The FTC works with the
FDA to prevent deceptive advertising of food prod-
ucts, as affected by food composition and labels. The
chemical composition of foods is often an important
factor in determining the quality, grade, and price of a
food. Government agencies that purchase foods for
special programs often rely on detailed specifications
that include information on food composition.

International organizations have developed food
standards and safety practices to protect consumers,
ensure fair business practices, and facilitate interna-
tional trade. The Codex Alimentarius Commission is
the major international standard-setting group for
food safety and quality. Certain regional and country-
specific organizations also publish standards related
to food composition and analysis.

2.8 STUDY QUESTIONS

1. Define the abbreviations FDA, USDA, and EPA,
and give two examples for each of what they do
or regulate relevant to food analysis.

2. Differentiate “standards of identity, stan-
dards of quality,” and “grade standards” with
regard to what they are and which federal
agency establishes and regulates them.

3. Government regulations regarding the compo-
sition of foods often state the official or stan-
dard method by which the food is to be
analyzed. Give the full name of three organiza-
tions that publish commonly referenced sources
of such methods.

4. For each type of product listed below, identify
the governmental agency (or agencies) that has
regulatory or other responsibility for quality
assurance. Specify the general nature of that
responsibility and, if given, the specific types of
analyses that would be associated with that
responsibility.

T

(a) Frozen fish sticks

(b) Contaminants in drinking water

(c) Dessert wine

(d) Grade A milk

(e) Frozen oysters

(f) Imported chocolate products

(g) Residual pesticide on wheat grain

(h) Corned beef

5. Upon completing your college degree, you are
employed by a major US food company that
processes fruits and vegetables.

(a) Where, specifically, would you look to find
if a standard of identity exists for each of
your processed products? What kind of
information does such a standard include?

(b) What US governmental agency sets the
standards of identity for such products?

(c) What are the minimum standards called
that are set for some fruit and vegetable
products?

(d) What governmental agency sets the grade
standards that you may want to use as a
quality control tool and in marketing your
products?

(e) You are concerned about pesticide toler-
ances for the fruits and vegetables you pro-
cess. What governmental agency sets those
tolerances?

(f) What governmental agency enforces the
pesticide tolerances?

(g) For nutrition labeling purposes for your
products, you want to check on official
methods of analysis. Where, specifically,
should you look? (See Chap. 3)

(h) You want to check the detailed rules on
nutrition labeling that would apply to your
products. Where, specifically, would you
look to find those rules?

(i) You are considering marketing some of
your products internationally. ~What
resource could you check to determine if
there are international standards and safety
practices specified for those products?
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3.1 INTRODUCTION

Nutrition labeling regulations differ in countries around
the world. The focus of this chapter is on nutrition labeling
regulations in the USA, as specified by the Food and Drug
Administration (FDA), with a brief summary of regula-
tions for the Food Safety and Inspection Service (FSIS) of
the United States Department of Agriculture (USDA). A
major reason for analyzing the chemical components of
foods in the USA is nutrition labeling regulations.
Nutrition label information is not only legally required in
many countries but also is of increasing importance to
consumers as they focus more on health and wellness.

The FDA was authorized under the 1906 Federal
Food and Drug Act and the 1938 Federal Food, Drug,
and Cosmetic (FD&C) Act to require certain types of
food labeling [1, 2]. This labeling information includes
the amount of food in a package, its common or usual
name, and its ingredients. In 1973, the FDA promul-
gated regulations that permitted, and in some cases
required, food to be labeled with regard to their nutri-
tional value. The 1990 Nutrition Labeling and
Education Act (NLEA) [2, 3] modified the 1938 FD&C
Act to regulate nutrition labeling. Additionally, the 1997
Food and Drug Administration Modernization Act
(FDAMA) [4] also amended the FD&C act and included
provisions that sped up the process for approving
health and nutrient content claims. The FDA amended
in 2016 its nutrition labeling regulations for conven-
tional foods and dietary supplements, with compliance
dates of 2020 and 2021, depending on the sales level of
the food manufacturer. These regulations, as they relate
to food analysis, are the focus of this chapter.

The FDA and FSIS of the USDA have coordinated
their regulations for nutrition labeling. The FDA regu-
lations, as related to food analysis, will be described in
some detail in the Sect. 3.2, focusing on the following:

1. What nutrients must be analyzed

. How samples are to be collected

. What methods of analysis are to be used

. How data are to be reported

. How data can be used to calculate caloric content

. How data can be used for claims made on the
food label

NUrT WIN

Following coverage of FDA regulations, Sect. 3.3
will give a general discussion of similarities and differ-
ences between FDA and USDA regulations.

Complete details of the current nutrition labeling
regulations are available in the Federal Register and the
Code of Federal Regulations (CFR) [5-8]. In developing

a nutrition label for a food product, it is important to
review the details of the regulations in the CFR and
utilize other routinely updated resources available via
the Internet. During the product development process,
the effect of formulation changes on the nutritional
label may be important. As an example, a small change
in the amount of an ingredient may determine if a
product can be labeled low fat. As a result, the ability
to immediately approximate how a formulation
change will impact the nutritional label can be valu-
able. The use of nutrient databases and computer pro-
grams designed for preparing and analyzing
nutritional labels can be valuable and can simplify the
process of preparing a nutritional label. The use of
computer programs to prepare nutritional labels is
beyond the scope of this chapter. However, an exam-
ple computer program (TechWizard™, Owl Software)
and a description of how this program can be used to
prepare a nutrition label are found in the laboratory
manual that accompanies this text.

3.2 US FOOD AND DRUG
ADMINISTRATION FOOD LABELING
REGULATIONS

For each aspect of nutrition labeling regulations
related to food analysis described below, only FDA
labeling requirements are covered. While the focus
here is on mandatory nutrition labeling, it should be
noted that the FDA has guidelines for voluntary nutri-
tion labeling of raw fruit, vegetables, and fish (21 CFR
101.45).

3.2.1 Mandatory Nutrition Labeling

3.2.1.1 Format

The FDA regulations implementing the 1990 NLEA
require nutrition labeling for most foods offered for
sale and regulated by the FDA (21 CFR 101.9). Certain
nutrient information is required on the label, and other
information is voluntary. The standard vertical format
label showing mandatory and voluntary nutrition
information on food labels [21 CFR 101.9 (d)] is given
in Fig. 3.1 (mandatory only) and Fig. 3.2 (includes
mandatory and voluntary). Note that all nutrients,
including vitamins and minerals, must be reported by
weight, in addition to relevant rules about expressing
as a percent of the Daily Value. A simplified format for
nutrition information may be used under certain spe-
cific conditions. Also, certain foods are exempt from
mandatory nutrition labeling requirements.
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Standard Vertical

Nutrition Facts

8 servings per container
Serving size 2/3 cup {559)
|

Amount per serving

Calories 230
% Daily Value*
Total Fat 8g 10%
Saturated Fat 1g 5%
Trans Fat Og
Cholesterol Omg 0%
Sodium 160mg 7%
Total Carbohydrate 37g 13%
Dietary Fiber 4g 14%

Total Sugars 12g
Includes 10g Added Sugars 20%

Protein 3g

[ ———— |
Vitamin D 2mcg 10%
Calcium 260mg 20%
Iron 8mg 45%
Potassium 235mg 6%

* The % Daily Value (OV) tells you how much a nutrient in
a serving of food contributes to a daily det 2,000 calories
aday is used for general nutrition advice

3.1 Mandatory information shown on an example
nutrition label, Nutrition Labeling and
Education Act of 1990, amended 2016
(Courtesy of the Food and Drug
Administration, Washington, DC)

3.2.1.2 Daily Values and Serving Size

Daily Value (DV) is a generic term used to describe
two separate terms which are: (1) Reference Daily
Intake (RDI) and (2) Daily Reference Value (DRV).
The term RDI is used for essential vitamins and miner-
als (Table 3.1), while the term DRV is used for select
other food components (Table 3.2). The DRVs are
based on a 2000 reference Calorie intake. Nutrient con-
tent values and percent DV calculations for the nutri-
tion label are based on serving size [21 CFR 101.12 (b),
101.9 (b)]. The labeled serving size and reference
amount are important since the use of nutrient content
claims (Sect. 3.2.3) is dependent on the serving size
and the reference amount.

3.2.1.3 Rounding Rules

Increments for the numerical expression of quantity
per serving are specified for all nutrients (Table 3.3) [21
CFR 101.9 (¢)]. Values obtained from nutrient analysis
are all rounded for reporting on the nutrition label, fol-
lowing very specific rules. For example, sodium con-

Standard Vertical
{(w/ Voluntary)

Nutrition Facts

17 servings per container
Serving size 3/4 cup (28g)
—

Amount per serving

Calories 140

% Daily Value*

Total Fat 1.5g 2%

Saturated Fat Og 0%
Trans Fat Og

Polyunsaturated Fat 0.5g
Monounsaturated Fat 0.5g

Cholesterol Omg 0%
Sodium 160mg 7%
Total Carbohydrate 22g 8%

Dietary Fiber 2g 7%

Soluble Fiber <1g
Insoluble Fiber 1g
Total Sugars 9g

Includes 8g Added Sugars 16%
Protein 9g 18%
=
Vitamin D 2mcg (80 IU) 10%
Calcium 130mg 10%
Iron 4.5mg 25%
Potassium 115mg 2%
Vitamin A 90mcg 10%
Vitamin C 9mg 10%
Thiamin 0.3mg 25%
Riboflavin 0.3mg 25%
Niacin 4mg 25%
Vitamin B; 0.4mg 25%
Folate 200mcg DFE 50%

(120mcg folic acid)
Vitamin B,, 0.6mcg 25%
'F'hosphorus 100mg 8%
Magnesium 25mg 6%
Zinc 3mg 25%

* The % Daily Value (DV) tells you how much a nutrient in
a serving of food contributes to a dailly det 2,000 calories
a day is used for general nutrition advice

Calories per gram:

Fat9 + Carbohydrate 4 Protein 4

3.2 Mandatory and voluntary information shown
on an example nutrition label, Nutrition
Labeling and Education Act of 1990, amended
2016 (Courtesy of the Food and Drug
Administration, Washington, DC)

tent is to be reported to the nearest 5 mg amount up to
and including 140 mg, and to the nearest 10 mg above
140 mg. Sodium content can be reported as zero if
there are less than 5 mg per serving.
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Reference daily intakes (RDIs) for vitamins

table and minerals essential in human nutrition
Nutrient RDI
Vitamin A 900 png
Vitamin C 90 mg
Calcium 1,300 mg
Iron 18 mg
Vitamin D 205 g
Vitamin E 15 mg
Vitamin K 120 pg
Thiamin 1.2 mg
Riboflavin 1.3 mg
Niacin 16 mg
Vitamin By 1.7 mg
Folate 400 g
Vitamin B, 2.4 ng
Biotin 30 ug
Pantothenic acid 5 mg
Phosphorus 1,250 mg
lodine 150 ng
Magnesium 420 mg
Zinc 11 mg
Selenium 55 ug
Copper 0.9 mg
Manganese 2.3 mg
Chromium 35 g
Molybdenum 45 g
Chloride 2,300 mg
Potassium 4,700 mg
Choline 550 mg
From [7]

Values are for adults and children 4 or more years of age. RDI
values have also been established for infants, children under
4 years of age, and pregnant and lactating women

3.2

Daily reference values (DRVs) of food

table components?

Food component DRV
Fat 789
Saturated fatty acids 20g
Cholesterol 300 mg
Total carbohydrate 275 g
Fiber 28 g
Sodium 2,300 mg
Protein S0g
Added sugars 50¢g
From [7]

*Based on the reference calorie intake of 2,000 cal for adults
and children >4 years

3.2.1.4 Caloric Content

Calories on the label can be expressed in numerous
ways. A calorie, which is the standard for measure-
ment of the energy value of substances and to
express the body’s energy requirement, is the

amount of heat required to raise the temperature of
1 g of water 1 °C (1 cal = 4.184 ]). The unit used in
nutritional work is Calorie or “kilocalorie” (kcal),
which equals 1,000 cal. In this chapter, the term
Calorie is used to express caloric content. The FDA
regulations specify multiple methods by which
caloric content may be calculated, one of which uses
bomb calorimetry [21 CFR 101.9 (c) (1)]:

1. Specific Atwater factors for Calories per gram
of protein, total carbohydrate, and total fat

2. The general factors of 4, 4, and 9 Cal/g of protein,
total carbohydrate, and total fat, respectively

3. The general factors of 4, 4, and 9 Cal/g of pro-
tein, total carbohydrate (less the amount of non-
digestible carbohydrates and sugar alcohols),
and total fat, respectively [Note: Regulations
specify a general factor of 2 Cal/g for soluble
nondigestible carbohydrates shall be used, and
general factors for caloric value of sugar alco-
hols is provided in 21 CRF 101.9 (c)(1)(i)(F), i.e.,
0-3.0, depending on the specific sugar alcohol.]

4. Data for specific food factors for particular
foods or ingredients approved by the FDA

5. Bomb calorimetry data subtracting 1.25 Cal/g
protein to correct for incomplete digestibility

3.2.1.5 Protein Quality

Reporting the amount of protein as a percent of its Daily
Value on FDA-regulated foods is optional, except if a
protein claim is made for the product, or if the product is
represented or purported to be used by infants or chil-
dren under 4 years of age, in which case the statement is
required [21 CFR 101.9 (c) (7)]. For infant foods, the cor-
rected amount of protein per serving is calculated by
multiplying the actual amount of protein (g) per serving
by the relative protein quality value. This relative quality
value is the protein efficiency ratio (PER) value of the
subject food product divided by the PER value for casein.
For foods represented or purported for adults and chil-
dren 1 year or older, the corrected amount of protein per
serving is equal to the actual amount of protein (g) per
serving multiplied by the protein digestibility-corrected
amino acid score (PDCAAS). Both the PER and PDCAAS
methods to assess protein quality are described in Chap.
24. The FDA allows use of the general factor 6.25 to calcu-
late the protein content from the measured nitrogen con-
tent, except when official AOAC procedures require use
of a different conversion factor (described in Chap. 18).

3.2.2 Compliance

3.2.2.1 Sample Collection

Random sampling techniques are used by the FDA to
collect samples to be analyzed for compliance with
nutrition labeling regulations. A “lot” is the basis for
sample collection by the FDA, defined as “a collection
of primary containers or units of the same size, type,
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table Rounding rules for declaring nutrients on nutrition label
Nutrient/serving Increment rounding *® Insignificant amount
Calories, calories from saturated fat <5 Cal — express as zero <5 Cal
<50 Cal - express to nearest 5 Cal increment
>50 Cal - express to nearest 10 Cal increment
Total fat, frans fat, polyunsaturated fat, <0.5 g — express as zero <0.5¢g
monounsaturated, saturated fat <5 g — express to nearest 0.5 g increment
>5 g — express to nearest 1 g increment
Cholesterol <2 mg - express as zero <2 mg
2-5 mg — express as “less than 5 mg”
>5 mg — express to nearest 5 mg increment
Sodium, potassium <5 mg — express as zero <5 mg
5-140 mg - express to nearest 5 mg increment
>140 mg - express to nearest 10 mg increment
Total carbohydrate, total sugars, <0.5 g - express as zero <lg
added sugars, sugar alcohols, <1 g - express as “Contains less than 1 g” or “less than 1 g”
dietary fiber, soluble fiber, >1 g - express fo nearest 1 g increment
insoluble fiber, protein
Vitamins and minerals <2 % of RDI — may be expressed as: <2% RDI

1. Zero

2. An asterisk that refers to statement “Contains less than 2% of
the Daily Value of this (these) nutrient (nutrients)” (or use
symbol < in place of “less than”)

3. For vitamin D, calcium, iron, potassium: statement “Not a
significant source of (listing the vitamins or minerals
omitted)”

<10% of RDI - express fo nearest 2% increment

>10-<50% of RDI - express o nearest 5% increment
>50% of RDI — express to nearest 10% increment

Fluoride <0.1 mg - express as zero
<0.8 mg - express to nearest 0.1 mg

>0.8 mg — express to nearest 0.2 mg

Summarized from [7]

Notes below taken from: 21 CRF 101.9 (c); Food Labeling Guide. Appendix H. FDA rounding rules. 2015. Center for Food Safety
and Applied Nutrition, Food and Drug Administration, Washington, DC

“To express nutrient values to the nearest 1 g increment, for amounts falling exactly halfway between two whole numbers or
higher (e.g., 2.5-2.99 g), round up (e.g., 3 g). For amounts less than halfway between two whole numbers (e.g., 2.01-2.49 g),
round down (e.g., 2 g)

The percent DV shall be calculated by dividing either the amount declared on the label for each nutrient or the actual amount
of each nutrient (i.e., before rounding) by the DRV for the nutrient, except that the percent for protein shall be calculated as speci-
fied in [21 CFR (c)(7)(ii)] (described in Sect. 3.2.1.5 of this textbook chapter)

When rounding % DV for nutrients other than vitamins and minerals, when the % DV values fall exactly halfway between whole
numbers or higher (e.g., 2.5-2.99), the values round up (e.g., 3%). For values less than halfway between two whole numbers
(e.g.,2.01-2.49), the values round down (e.g., 2 %) (Note: Sodium %DV is rounded like for other nutrients that have a DRV, rather
than like other minerals that have a RDI)

and style produced under conditions as nearly uni-
form as possible, and designated by a common con-
tainer code or marking, or in the absence of any
common container code or marking, a day’s produc-
tion.” The sample used by the FDA for nutrient analy-
sis consists of a “composite of 12 subsamples
(consumer units), taken 1 from each of 12 different ran-

domly chosen shipping cases, to be representative of a
lot” [21 CFR 101.9 (g)].

3.2.2.2 Methods of Analysis

The FDA states that unless a particular method of
analysis is specified in 21 CFR 101.9(c), appropriate
methods of AOAC International published in the
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3.4

Nutritional label components: commonly used AOAC International official methods and food analysis

table textbook coverage
AOAC official AOAC official ~ Food
method method locator ~analysis
Nutrient Name of method number number book chapter
Calories One of multiple methods allowed by FDA:
Calories = (g of carbohydrate x 4 Cal/g) +
(g of protein x 4 Cal/g) + (g of fat x 9 Cal/g)
Total carbohydrate Calculation for proximate composition Proximate
(100% = total fat + protein + total carbohydrate analysis
+ moisture + ash)
Dietary fiber Enzymic-gravimetric method for total, soluble, 991.43 32.1.43 19
and insoluble dietary fiber
Total sugars HPLC 977.20 44.4.13 19
Added sugar No analytical method; Must be calculated based - -
on formulation
Protein Dumas 968.06 4.2.04 18
Total fat Gas chromatography 996.06 41.1.28A 17
Saturated fat Gas chromatography 996.06 41.1.28A 17,23
Trans fat Gas chromatography 996.06 41.1.28A 17,23
Cholesterol Capillary gas chromatography 976.26 45.4.06 23
Moisture (to calculate Forced draft oven at 1051 °C for 4 h 925.10 32.1.03 15
total carbohydrate) (note: other methods would be official /more
appropriate for certain foods)
Ash (to calculate total Dry ashing using muffle furnace at 550 °C 923.03 32.1.05 16
carbohydrate)
Sodium Inductively coupled plasma — optical emission 985.01 3.2.06 9
spectroscopy
Vitamin D Liquid chromatography — mass spectrometry 2002.05 45.1.22A 20
Calcium Inductively coupled plasma — optical emission 985.01 3.2.06 9
spectroscopy
Iron Inductively coupled plasma — optical emission 985.01 3.2.06 9
spectroscopy
Potassium Inductively coupled plasma - optical emission 985.01 3.2.06 9

spectroscopy

AOAC official method listed are common use methods, based on information (in 2016) from commercial analytical laboratories
that do nutrition label analyses. Other AOAC official methods are possible for many nutrients and in some cases may be more

appropriate, depending on the nature of the food or ingredient

Official Methods of Analysis [9] are to be used. Other
reliable and appropriate methods can be used if no
AOAC method is available or appropriate. If scientific
knowledge or reliable databases have established that
a nutrient is not present in a specific product (e.g.,
dietary fiber in seafood, cholesterol in vegetables), the
FDA does not require analyses for the nutrients.

Table 3.4 gives commonly used AOAC official
methods associated with nutrition label components,
as reported by analytical laboratories. Also listed for
each nutrition label component is the book chapter in
this textbook that describes the type of method identi-
fied, along with associated methods.

3.2.2.3 Levels for Compliance
The FDA monitors accuracy of nutrient content infor-
mation for compliance based on two classes of nutrients

and an unnamed third group, as described in Table 3.5.
Compliance regulations point to the importance of
appropriate sample collection and sample preparation,
and for accurate chemical analysis to ensure the nutri-
tion label information is correct. For example, a product
fortified with iron would be considered misbranded if it
contained less than 100% of the label declaration. A
product that naturally contains dietary fiber would be
considered misbranded if it contained less than 80 % of
the label declaration. A product would be considered
misbranded if it had a caloric content greater than 20 %
in excess of the label declaration. Reasonable excesses
over labeled amounts (of a vitamin, mineral, protein,
total carbohydrate, polyunsaturated or monounsatu-
rated fat, or potassium) or deficiencies below label
amounts (of Calories, sugars, total fat, saturated fat,
cholesterol, or sodium) are acceptable within current
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Basis for compliance of nutrition labeling
3.5 regulation by Food and Drug Administration
- and Food Safety and Inspection Service of
table the US Department of Agriculture

Class of Purposes of %
nutrients compliance Nutrients regulated  required”
| Added Vitamin, mineral, >100%
nutrients in protein, dietary
fortified or fiber
fabricated
foods
Il Naturally Vitamin, mineral, >80%
occurring protein, total
(indigenous) carbohydrate,
nutrients dietary fiber,
soluble fiber,
insoluble fiber,
polyunsaturated
or mono-
unsaturated fat
*b Calories, total <120%

sugars, added
sugar (when only
source in food is
added sugars),
total fat, saturated
fat, trans fat,
cholesterol,
sodium

Summarized from [7]

*Amount of nutrient required in food sample as a percentage
of the label declaration or else product is considered
misbranded

PUnnamed class

Good Manufacturing Practices (cGMP). Noncompliance
with regard to a nutrition label can result in warning
letters, recalls, seizures, and prosecution (21 CFR 1.21).
Compliance with the regulations can be obtained by use
of FDA-approved databases [7] [21 CFR 101.9 (g) (8)]
that have been computed using FDA guidelines, and
foods that have been handled under good manufactur-
ing practice conditions to prevent nutritional losses. In
certain instances, compliance includes record keeping
of data for dietary fiber, added sugars, vitamin E, and
folate [7] [21 CFR 101.0 (g) (10)].

3.2.3 Nutrient Content Claims

The FDA has defined nutrient content claims that
characterize the level of a nutrient, according to spe-
cific definition (21 CFR 101.13, 101.54-101.67). The
terms include the following: “free,” “low,” “lean,”
“light,” “reduced,” “less,” “fewer,” “added,” “extra,”
“plus,” “fortified,” “enriched,” “good source,” “con-
tains,” “provides,” “more,” “high,” “rich in,” “excel-

lent source of,” and “high potency.” Of these terms,

Y i

“less” (or “fewer”), “more,” “reduced,” “added” (or
“extra,” “plus,” “fortified,” and “enriched”), and
“light” are relative terms and require label information
about the food product that is the basis of the compari-
son. The percentage difference between the original
food (reference food) and the food product being
labeled must be listed on the label for comparison.

The use of nutrient content claims on food labels
is typically based on the content of specific nutrients
per reference amount or per serving. For example, the
terms “free” or “low” for total fat, saturated fat, cho-
lesterol, and sodium relate to specific amounts of those
nutrients. Also, terms such as “high,” “excellent
source,” and “enriched” require that the nutrient iden-
tified contain a specific percentage of the DV per refer-
ence amount. The term “healthy” or its derivatives
may be used on the label or in labeling of foods under
conditions defined by the FDA, replying on very spe-
cific levels of various nutrients. Note that the FDA
requirements on nutrient content claims do not apply
to infant formulas and medical foods.

3.2.4 Health Claims

The FDA has defined and will allow claims for certain
relationships between a nutrient or a food and the risk
of a disease or health-related condition (21 CFR 101.14).
The FDA utilizes several types of oversight to deter-
mine which health claims may be used in labeling of
food or dietary supplements, leading to multiple cate-
gories of health claims. One such category, the NLEA-
authorized health claims, characterizes a relationship
between a food, food component, dietary ingredient,
or dietary supplement and risk of a disease (Table 3.6).
Most of these NLEA-authorized health claims, and
many in other health claim categories, are based on
specific nutrients and therefore the chemical analysis
of those food components.

33 US DEPARTMENT OF AGRICULTURE
FOOD LABELING REGULATIONS

The FDA and FSIS of the USDA have coordinated their
regulations for nutrition labeling. The USDA regula-
tions require nutrition labeling of most meat or meat
products (9 CFR 317.300-317.400) and poultry products
(9 CFR 381.400-381.500). The differences that exist in
the regulations are due principally to the inherent dif-
ferences in the food products regulated by the FDA and
USDA (USDA regulates only meat, poultry, and egg
products). The two agencies maintain close harmony
regarding interpretation of the regulations and changes
made in regulations. Some general areas in which
differences exist between FDA and USDA nutrition
labeling requirements are the following: (1) nutrients
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table Nutrition Labeling Education Act (NLEA)-authorized health claims

Claim

CFRe reference

Calcium and osteoporosis
Dietary fat and cancer
Sodium and hypertension

Dietary saturated fat and cholesterol and risk of coronary heart disease
Fiber-containing grain products, fruits, and vegetables and cancer
Fruits, vegetables, and grain products that contain fiber, particularly soluble fiber, and risk of coronary

heart disease
Fruits and vegetables and cancer
Folate and neural tube defects

Dietary noncariogenic carbohydrate sweeteners and dental caries
Soluble fiber from certain foods and risk of coronary heart disease

Soy protein and risk of coronary heart disease
Plant sterol/stanol esters and risk of coronary heart disease

21 CFR 101.72
21 CFR 101.73
21 CFR101.74
21 CFR101.75
21 CFR 101.76
21 CFR101.77

21 CFR101.78
21 CFR 101.79
21 CFR 101.80
21 CFR 101.81
21 CFR 101.82
21 CFR 101.83

*CFR Code of Federal Regulations

allowed on label by voluntary declaration, (2) serving
size regulations, (3) compliance procedures, and (4)
nutrient content claims. One specific difference is that
FSIS does not require trans fats as a mandatory nutrient,
but permits it to be declared voluntairly. Two other spe-
cific areas different for USDA from FDA regulations are
summarized below.

Regarding compliance, FSIS specifies for nutri-
tional analysis the methods of the USDA Chemistry
Laboratory Guidebook [14]. If no USDA method is avail-
able and appropriate for the nutrient, methods in the
Official Methods of Analysis of AOAC International [9]
are to be used. If no USDA, AOAC International, or
specified method is available and appropriate, FSIS
specifies the use of other reliable and appropriate ana-
lytical procedures as determined by the Agency. FSIS
provides information on how it collects samples for
compliance analysis is [9 CFR 317.309 (h), 381.409 (h)].

Regarding nutrient content claim differences
between FDA- and USDA-regulated foods, the follow-
ing are some examples:

1. “Enriched” and “Fortified” are not defined in
the FSIS regulations.

2. “Lean” and Extra lean” are defined and
approved for all USDA-regulated products but
only for the FDA-regulated products of sea-
food, game meat, and meal products.

3. The term “__ % Lean” is approved only for
USDA-regulated products.

This section has only briefly summarized the
USDA nutrition labeling regulations and compared
them to the FDA regulations. The reader is referred to
the CFR regulations listed above for all details of
USDA nutrition labeling regulations.

3.4 SUMMARY

A major reason for analyzing the chemical components
of food in the USA (and many other countries) is nutri-
tion labeling regulation. The FDA and FSIS of the
USDA have coordinated their regulations on nutrition
labeling. Regulations that implement the NLEA of
1990 require nutrition labeling for most foods regu-
lated by the FDA, and FSIS requires the same label on
most meat and poultry products. The regulations were
amended in 2016 regarding nutrition information on
the label in an attempt to help consumers maintain
healthy dietary practices. Nutrition labeling regula-
tions define the format for the nutrition information
and give the rules and methods to report specific infor-
mation. Specifications include sample collection proce-
dures, the method of analysis to be used, and the
nutrient levels required to ensure compliance with
nutrition labeling regulations. Specific nutrient content
claims and health claims are allowed on the nutrition
label. The nutrition labeling regulations covered in this
chapter are only those closely linked to food analysis.
Readers are referred to appropriate sections of the CFR
for all details of FDA and USDA regulations.

35 STUDY QUESTIONS

1. Utilize the data in the table below that you
obtained on the nutrient content of your
cereal product (actual amount per serving)
to help develop a nutrition label that meets
FDA requirements under the NLEA, amended
in 2016. Use appropriate rounding rules to
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complete the blank columns. If you wanted to
report the protein content as a percent of the
Daily Value, what would you need to do?

Amount % daily

Actual per serving value
amount per  reported  reported
serving® on label on label
Calories 192 -
Total fat 1.1g
Saturated fat Og
Trans fat Og
Cholesterol 0 mg
Sodium 267 mg

Total carbohydrate  44.3 g
Dietary fiber 3.8g

Total sugars 20.2¢g -
Incl. added 6.6g
sugars
Protein 3.79g -
Vitamin D 2 pg
Calcium 210 mg
Iron 4.3 mg
Potassium 217 mg

*Serving size is 1 cup (55 g)

2. The FDA and FSIS of the USDA have very simi-
lar regulations for nutrition labeling.

(a) Identify the differences in regulations
between the FDA and FSIS regarding the
first choice of methods for nutritional
analysis.

(b) Identify one difference between the agencies
in nutrient content claims that is consistent
with the statement that the differences in
regulations between the agencies are pri-
marily due to the inherent differences in the
food products they regulate.
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4.1 INTRODUCTION

The field of food analysis, or any type of analysis,
involves a considerable amount of time learning prin-
ciples, methods, and instrument operations and per-
fecting various techniques. Although these areas are
extremely important, much of our effort would be for
naught if there were not some way for us to evaluate
the data obtained from the various analytical assays.
Several mathematical treatments are available that
provide an idea of how well a particular assay was
performed or how well we can reproduce an experi-
ment. Fortunately, the statistics are not too involved
and apply to most analytical determinations.

Whether analytical data are collected in a research
laboratory or in the food industry, important decisions
are made based on the data. Appropriate data collection
and analysis help avoid bad decisions being made based
on the data. Having a good understanding of the data
and how to interpret the data (e.g., what numbers are
statistically the same) are critical to good decision mak-
ing. Talking with a statistician before designing experi-
ments or testing products produced can help ensure
appropriate data collection and analysis, for better deci-
sion making.

The focus in this chapter is primarily on how to
evaluate replicate analyses of the same sample for
accuracy and precision. In addition, considerable
attention is given to the determination of best line fits
for standard curve data. Keep in mind as you read and
work through this chapter that there is a vast array of
computer software to perform most types of data eval-
uation and calculations/plots.

Proper sampling and sample size are not covered
in this chapter. Readers should refer to Chap. 5 and
Garfield et al. [1] for sampling in general and statistical
approaches to determine the appropriate sample size,
and to Chap. 33, Sect. 33.4 for mycotoxin sampling.

4.2 MEASURES OF CENTRAL TENDENCY

To increase accuracy and precision, as well as to evalu-
ate these parameters, the analysis of a sample is usu-
ally performed (repeated) several times. At least three
assays are typically performed, though often the num-
ber can be much higher. Because we are not sure which
value is closest to the true value, we determine the
mean (or average) using all the values obtained and
report the results of the mean. The mean is designated
by the symbol ¥ and calculated according to the equa-
tion below:

f=x1+x2+x3+...+xn=& 4.1)

1

n n

where:
X = mean
X1, X,, etc. = individually measured values (x;)

n = number of measurements

For example, suppose we measured a sample of
uncooked hamburger for percent moisture content
four times and obtained the following results: 64.53 %,
64.45 %, 65.10 %, and 64.78 %:

64.53 +64.45+65.10 + 64.78

X= i =64.72%  (4.2)

Thus, the result would be reported as 64.72%
moisture. When we report the mean value, we are
indicating that this is the best experimental estimate
of the value. We are not saying anything about how
accurate or true this value is. Some of the individual
values may be closer to the true value, but there is no
way to make that determination, so we report only
the mean.

Another determination that can be used is the
median, which is the midpoint or middle number
within a group of numbers. Basically, half of the exper-
imental values will be less than the median and half
will be greater. The median is not used often, because
the mean is such a superior experimental estimator.

4.3 RELIABILITY OF ANALYSIS

Returning to our previous example, recall that we
obtained a mean value for moisture. However, we did
not have any indication of how repeatable the tests
were or how close our results were to the true value.
The next several sections will deal with these ques-
tions and some of the relatively simple ways to calcu-
late the answers. More thorough coverage of these
areas is found in references [2—4].

4.3.1 Accuracy and Precision

One of the most confusing aspects of data analysis for
students is grasping the concepts of accuracy and pre-
cision. These terms are commonly used interchange-
ably in society, which only adds to this confusion. If
we consider the purpose of the analysis, then these
terms become much clearer. If we look at our experi-
ments, we know that the first data obtained are the
individual results and a mean value (Xx). The next
questions should be: “How close were our individual
measurements?” and “How close were they to the true
value?” Both questions involve accuracy and preci-
sion. Now, let us turn our attention to these terms.



Chapter 4 < Evaluation of Analytical Data

47

Accuracy refers to how close a particular measure
is to the true or correct value. In the moisture analysis
for hamburger, recall that we obtained a mean of
64.72%. Let us say the true moisture value was actu-
ally 65.05%. By comparing these two numbers, you
could probably make a guess that your results were
fairly accurate because they were close to the correct
value. (The calculations of accuracy will be discussed
later.)

The problem in determining accuracy is that most
of the time we are not sure what the true value is. For
certain types of materials, we can purchase known
samples from, for example, the National Institute of
Standards and Technology and check our assays
against these samples. Only then can we have an indi-
cation of the accuracy of the testing procedures.
Another approach is to compare our results with those
of other labs to determine how well they agree, assum-
ing the other labs are accurate.

A term that is much easier to deal with and deter-
mine is precision. This parameter is a measure of how
reproducible or how close replicate measurements
become. If repetitive testing yields similar results, then
we would say the precision of that test was good. From
a true statistical view, the precision often is called
error, when we are actually looking at experimental
variation. So, the concepts of precision, error, and vari-
ation are closely related.

The difference between precision and accuracy
can be illustrated best with Fig. 4.1. Imagine shooting
a rifle at a target that represents experimental values.
The bull’s eye would be the true value, and where the
bullets hit would represent the individual experimen-
tal values. As you can see in Fig. 4.1a, the values can be
tightly spaced (good precision) and close to the bull’s
eye (good accuracy), or, in some cases, there can be
situations with good precision but poor accuracy
(Fig. 4.1b). The worst situation, as illustrated in
Fig. 4.1d, is when both the accuracy and precision are
poor. In this case, because of errors or variation in the
determination, interpretation of the results becomes
very difficult. Later, the practical aspects of the various

types of error will be discussed.

When evaluating data, several tests are commonly
used to give some appreciation of how much the
experimental values would vary if we were to repeat
the test (indicators of precision). An easy way to look
at the variation or scattering is to report the range of
the experimental values. The range is simply the dif-
ference between the largest and smallest observation.
This measurement is not too useful and thus is seldom
used in evaluating data.

Probably the best and most commonly used sta-
tistical evaluation of the precision of analytical data is
the standard deviation. The standard deviation mea-
sures the spread of the experimental values and gives
a good indication of how close the values are to each
other. When evaluating the standard deviation, one
has to remember that we are never able to analyze the
entire food product. That would be difficult, if not
impossible, and very time consuming. Thus, the cal-
culations we use are only estimates of the unknown
true value.

If we have many samples, then the standard devi-
ation is designated by the Greek letter sigma (o). It is
calculated according to Eq. 4.3, assuming all of the
food product was evaluated (which would be an infi-
nite amount of assays):

o= "7 (4.3)
where:

o = standard deviation

xi = individual sample values
p = true mean

n = total population of samples

Because we do not know the value for the true
mean, the equation becomes somewhat simplified so
that we can use it with real data. In this case, we now
call the o term the standard deviation of the sample
and designate it by SD or o. It is determined according
to the calculation in Eq. 4.4, where X replaces the true
mean term u and # represents the number of samples:

4 1 Comparison of accuracy and precision: (a) good accuracy and good precision, (b) good precision and poor

accuracy, (c¢) good accuracy and poor precision, and (d) poor accuracy and poor precision
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2(x; —X)

SD= (4.4)

If the number of replicate determinations is small
(about 30 or less), which is common with most assays,
the 7 is replaced by the n—1 term, and Eq. 4.5 is used.
Unless you know otherwise, Eq. 4.5 is always used in
calculating the standard deviation of a group of assays:

sp=, 2T 45)
n

Depending on which of the equations above is
used, the standard deviation may be reported as SDn
or on and SDn_; or on_,. (Different brands of software
and scientific calculators sometimes use different labels
for the keys, so one must be careful.) Table 4.1 shows an
example of the determination of standard deviation.
The sample results would be reported to average
64.72 % moisture with a standard deviation of 0.293.

Once we have a mean and standard deviation, we
must next determine how to interpret these numbers.
One easy way to get a feel for the standard deviation is
to calculate what is called the coefficient of variation
(CV), also known as the relative standard deviation.
This calculation is shown below for our example of the
moisture determination of uncooked hamburger:

% Coefficient of variation (%CV) = STD x100  (4.6)
X
%V =222 100 =0.453% (4.7)
64.72

The CV tells us that our standard deviation is only
0.453% as large as the mean. For our example, that
number is small, which indicates a high level of preci-
sion or reproducibility of the replicates. As a rule,a CV
below 5% is considered acceptable, although it
depends on the type of analysis.

Determination of the standard deviation of

table percent moisture in uncooked hamburger

Deviation from
Observed % the mean
Measurement  moisture (x ) (x,-%)
1 64.53 -0.19 0.0361
2 64.45 -0.27 0.0729
3 65.10 +0.38 0.1444
4 64.78 +0.06 0.0036
Tx=258.86 B(x; -X)’ =0.257
o Ix, 25886,

—\2
sp= [Zi=x) [9257 _ 2927
n-1 3

Another way to evaluate the meaning of the stan-
dard deviation is to examine its origin in statistical the-
ory. Many populations (in our case, sample values or
means) that exist in nature are said to have a normal dis-
tribution. If we were to measure an infinite number of
samples, we would get a distribution similar to that rep-
resented by Fig. 4.2. In a population with a normal distri-
bution, 68 % of those values would be within +1 standard
deviation from the mean, 95% would be within+2 stan-
dard deviations, and 99.7 % would be within + 3 standard
deviations. In other words, there is a probability of less
than 1% that a sample in a population would fall out-
side +3 standard deviations from the mean value.

Another way of understanding the normal distri-
bution curve is to realize that the probability of finding
the true mean is within certain confidence intervals as
defined by the standard deviation. For large numbers
of samples, we can determine the confidence limit or
interval around the mean using the statistical param-
eter called the Z value. We do this calculation by first
looking up the Z value from statistical tables once we
have decided the desired degree of certainty. Some Z
values are listed in Table 4.2.

The confidence limit (or interval) for our moisture
data, assuming a 95 % probability, is calculated accord-
ing to Eq. 4.8. Since this calculation is not valid for

~— 68 %>
>
o
o
[
>
o
o
w
95 %
99.7 %
-30 -2 1o +1o +20 +30
True value
(mean)
4 2 A normal distribution curve for a population
figure or a group of analyses

Values for Z for checking both upper and

lower levels
Degree of certainty (confidence] (%) Z valve
80 1.29
Q0 1.64
95 1.96
99 2.58

99.9 3.29
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small numbers, assume we ran 25 samples instead of
four:

Confidence interval (CI)
standard deviation (SD)

=X + Z value x 4.8)
N (
0.2927
CI (at95%) =64.72 +1.96 x
( ") \/E
=64.72+0.115% (4.9)

Because our example had only four values for the
moisture levels, the confidence interval should be cal-
culated using statistical t-tables. In this case, we have
to look up the t value from Table 4.3 based on the
degrees of freedom, which is the sample size minus
one (n—1), and the desired level of confidence.

The calculation for our moisture example with
four samples (1) and three degrees of freedom (1 —1) is
given below:

standard deviation (SD)

CI=Xx + t value x 4.10
7n (4.10)
0.2927
CI (at95%)=64.72 + 3.18 x
(555%) i
=64.72 + 0.465% (4.11)

To interpret this number, we can say that, with 95 % con-
fidence, the true mean for our moisture will fall within
64.72+0.465 % or between 65.185 % and 64.255 %.

The expression SD/4/n is often reported as the
standard error of the mean. It is then left to the reader
to calculate the confidence interval based on the
desired level of certainty.

Other quick tests of precision used are the relative
deviation from the mean and the relative average
deviation from the mean. The relative deviation from
the mean is useful when only two replicates have been
performed. It is calculated according to Eq. 4.12, with
values below 2% considered acceptable:

fable Values of t for various levels of probability?

Levels of certainty
Degrees of freedom (n—1)  95% 99%

99.9%

1 12.7 63.7 636
2 4.30 9.93 31.60
3 3.18 5.84 12.90
4 2.78 4.60  8.61
5 2.57 4.03 6.86
6 2.45 3.71 5.96
7 2.36 3.50 540
8 2.31 3.56 5.04
9 2.26 3.25 478
10 2.23 3.17  4.59

aMore extensive t-tables can be found in statistics books

X, —X

Relative deviation from the mean =

x100 (4.12)

where:

x; = individual sample value
X = mean

If there are several experimental values, then the
relative average deviation from the mean becomes a
useful indicator of precision. It is calculated similarly
to the relative deviation from the mean, except the
average deviation is used instead of the individual
deviation. It is calculated according to Eq. 4.13:

Relative average deviation from the mean

=MX1000

X

=parts per thousand (4.13)

Using the moisture values discussed in Table 4.1,
the x;,—x terms for each determination are —0.19,
—0.27, +0.38, and +0.06. Thus, the calculation becomes:

0.19+0.27 +0.38 + 0.06
4

64.72
x 1000

Rel. avg.dev. = %1000

0225

64.72
= 3.47 parts per thousand (4.14)
Up to now, our discussions of calculations have
involved ways to evaluate precision. If the true value
is not known, we can calculate only precision. A low
degree of precision would make it difficult to predict a
realistic value for the sample.

However, we may occasionally have a sample for
which we know the true value and can compare our
results with the known value. In this case, we can cal-
culate the error for our test, compare it to the known
value, and determine the accuracy. One term that can
be calculated is the absolute error, which is simply the
difference between the experimental value and the
true value:

Absoluteerror=E,, =x-T (4.15)

where:

x = experimentally determined value
T = true value

The absolute error term can have either a positive
or negative value. If the experimentally determined
value is from several replicates, then the mean (0)
would be substituted for the x term. This is not a good
test for error, because the value is not related to the
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magnitude of the true value. A more useful measure-
ment of error is relative error:
: Eabs
Relative error =E , = T
The results are reported as a negative or positive value,
which represents a fraction of the true value.

If desired, the relative error can be expressed as
percent relative error by multiplying by 100 %. Then
the relationship becomes the following, where x can be
either an individual determination or the mean (0) of
several determinations:

x-T

(4.16)

x-T

%E,, = ETb «100= =L 100 4.17)
Using the data for the percent moisture of
uncooked hamburger, suppose the true value of the
sample is 65.05%. The percent relative error is calcu-
lated using our mean value of 64.72% and Eq. 4.17:

%E,, = X ;T «100= 64.7625—0655.05

=-0.507%

x 100
(4.18)

Note that we keep the negative value, which indicates
the direction of our error, that is, our results were
0.507 % lower than the true value.

4.3.2 Sources of Errors [3]

As you may recall from the discussions of accuracy
and precision, error (variation) can be quite important
in analytical determinations. Although we strive to
obtain correct results, it is unreasonable to expect an
analytical technique to be entirely free of error. The
best we can hope for is that the variation is small and,
if possible, at least consistent. As long as we know
about the error, the analytical method often will be sat-
isfactory. There are several sources of error, which can
be classified as: systematic error (determinate), ran-
dom error (indeterminate), and gross error or blun-
ders. Again, note that error and variation are used
interchangeably in this section and essentially have
the same meaning for these discussions.

Systematic or determinate error produces results
that consistently deviate from the expected value in
one direction or the other. As illustrated in Fig. 4.1b,
the results are spaced closely together, but they are
consistently off the target. Identifying the source of
this serious type of error can be difficult and time con-
suming, because it often involves inaccurate instru-
ments or measuring devices. For example, a pipette
that consistently delivers the wrong volume of reagent
will produce a high degree of precision yet inaccurate
results. Sometimes impure chemicals or the analytical
method itself is the cause. Generally, we can overcome
systematic errors by proper calibration of instruments,

running blank determinations, or using a different
analytical method.

Random or indeterminate errors are always pres-
ent in any analytical measurement. This type of error
is due to our natural limitations in measuring a par-
ticular system. These errors fluctuate in a random
fashion and are essentially unavoidable. For example,
reading an analytical balance, judging the endpoint
change in a titration, and using a pipette all contribute
to random error. Background instrument noise, which
is always present to some extent, is a factor in random
error. Both positive and negative errors are equally
possible. Although this type of error is difficult to
avoid, fortunately it is usually small.

Blunders are easy to eliminate, since they are so
obvious. The experimental data are usually scattered,
and the results are not close to an expected value. This
type of error is a result of using the wrong reagent or
instrument or of sloppy technique. Some people have
called this type of error the “Monday morning syn-
drome” error. Fortunately, blunders are easily identi-
fied and corrected.

4.3.3 Specificity

Specificity of a particular analytical method means
that it detects only the component of interest.
Analytical methods can be very specific for a certain
food component or, in many cases, can analyze a broad
spectrum of components. Quite often, it is desirable
for the method to be somewhat broad in its detection.
For example, the determination of food lipid (fat) is
actually the crude analysis of any compound that is
soluble in an organic solvent. Some of these com-
pounds are glycerides, phospholipids, carotenes, and
free fatty acids. Since we are not concerned about each
individual compound when considering the crude fat
content of food, it is desirable that the method be
broad in scope. On the other hand, determining the
lactose content of ice cream would require a specific
method. Because ice cream contains other types of
simple sugars, without a specific method, we would
overestimate the amount of lactose present.

There are no hard rules for what specificity is
required. Each situation is different and depends on
the desired results and type of assay used. However, it
is something to keep in mind as the various analytical
techniques are discussed.

4.3.4 Sensitivity and Limit of Detection [5]

Although often used interchangeably, the terms sensi-
tivity and limit of detection should not be confused.
They have different meanings, yet they are closely
related. Sensitivity relates to the magnitude of change
of a measuring device (instrument) with changes in
compound concentration. It is an indicator of how lit-
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tle change can be made in the unknown material
before we notice a difference on a needle gauge or a
digital readout. We are all familiar with the process of
tuning in a radio station on our stereo and know how,
at some point, once the station is tuned in, we can
move the dial without disturbing the reception. This is
sensitivity. In many situations, we can adjust the sensi-
tivity of an assay to fit our needs, that is, whether we
desire more or less sensitivity. We even may desire a
lower sensitivity so that samples with widely varying
concentration can be analyzed at the same time.

Limit of detection (LOD), in contrast to sensitiv-
ity, is the lowest possible amount that we can detect
with some degree of confidence (or statistical signifi-
cance). With every assay, there is a lower limit at which
point we are not sure if something is present or not.
Obviously, the best choice would be to concentrate the
sample so we are not working close to the detection
limit. However, this may not be possible, and we may
need to know the LOD so we can work away from that
limit.

There are several ways to measure the LOD,
depending on the apparatus that is used. If we are
using something like a spectrophotometer, gas chro-
matograph, or high-performance liquid chromatogra-
phy (HPLC), the LOD often is reached when the signal
to noise ratio is 3 or greater [5]. In other words, when
the sample gives a value that is three times the magni-
tude of the noise detection, the instrument is at the
lowest limit possible. Noise is the random signal fluc-
tuation that occurs with any instrument.

A more general way to define the limit of detec-
tion is to approach the problem from a statistical view-
point, in which the variation between samples is
considered. A common mathematical definition of
limit of detection is given below [3]:

Xip=Xgy + (3 X SDBlk) (4.19)

where:

X p = minimum detectable concentration

X = signal of a blank

SDgy = standard deviation of the
readings

blank

In this equation, the variation of the blank values
(or noise, if we are talking about instruments) deter-
mines the detection limit. High variability in the blank
values increases the limit of detection.

Another method that encompasses the entire
assay method is the method detection limit (MDL).
According to the US Environmental Protection Agency
(EPA) [6], the MDL is defined as “the minimum con-
centration of a substance that can be measured and
reported with 99 % confidence that the analyte concen-
tration is greater than zero and is determined from

analysis of a sample in a given matrix containing the
analyte.” What differentiates the MDL from the LOD
is that it includes the entire assay and various sample
types thus correcting for variability throughout. The
MDL is calculated based on values of samples within
the assay matrix and thus is considered a more rigor-
ous performance test. The procedures on how to set up
the MDL are explained in Appendix B of Part 136 (40
CFR, Vol 22) of the EPA regulations on environmental
testing.

Though the LOD or MDL is often sufficient to
characterize an assay, a further evaluation to check is
the limit of quantitation (LOQ). In this determination
data are collected similar to the LOD except the value
is determined as Xgy + (10 x SDgy) instead of (Xgp +3 X
SDgy).

4.3.5 Quality Control Measures [1-3]

Quality control/assurance is desirable to evaluate
analysis performance of a method or process. To
explain how analytical data and control charts can be
used in the food industry for statistical process con-
trol, this section will briefly describe quality control
from the perspective of monitoring a specific process
in making a food product (e.g., drying of a product,
thereby affecting final moisture content). If the process
is well defined and has known variability, the analyti-
cal data gathered can be evaluated over time. This pro-
vides set control points to determine if the process is
performing as intended. Since all processes are suscep-
tible to changes or drift, a decision can be made to
adjust the process.

The best way to evaluate quality control is by con-
trol charting. This entails sequential plotting of the
mean observations (e.g., moisture content) obtained
from the analysis along with a target value. The stan-
dard deviation then is used to determine acceptable
limits at the 95 % or 99 % confidence level, and at what
point the data are outside the range of acceptable val-
ues. Often the acceptable limits are set as two standard
deviations on either side of the mean, with the action
limits set at three standard deviations. The charts and
limits are used to determine if variation has occurred
that is outside the normal variation for the process. If
this occurs, there is a need to determine the root cause
of the variation and put in place corrective and pre-
ventive actions to further improve the process.

Two common types of control charts used are
the Shewhart and CuSum charts described by Ellison
et al. [2]. The CuSum chart is more involved and
is better at highlighting small changes in the mean
value. The Shewhart chart (Fig. 4.3) entails plots of
the target value mean and both upper and lower
limits for each measurement. An upper and lower
warning limit and action limit are determined and
added to the plot. The warning limit shows that the
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An example of a Shewhart control chart for
protein analysis. The upper control limit
(UCL) and lower control limit (LCL) are
predetermined. Values which fall out of the
limits (the circled values) indicate that the
assay requires action and needs to be
corrected or adjusted

measurements may be moving out of the desirable
limit (e.g., upward trend). The action limit indicates
that the measurements are past the acceptable limit
so the process needs to be evaluated for the causes of
the drift. Examples of the calculations and charts are
provided in references [2, 3].

4.4 CURVE FITTING: REGRESSION
ANALYSIS [2—-4]

Curve fitting is a generic term used to describe the
relationship and evaluation between two variables.
Most scientific fields use curve fitting procedures to
evaluate the relationship of two variables. Thus, curve
fitting or curvilinear analysis of data is a vast area as
evidenced by the volumes of material describing these
procedures. In analytical determinations, we are usu-
ally concerned with only a small segment of curvilin-
ear analysis, the standard curve, or regression line.

A standard curve or calibration curve is used to
determine unknown concentrations based on a
method that gives some type of measurable response
that is proportional to a known amount of standard. It
typically involves making a group of known standards
in increasing concentration and then recording the
particular measured analytical parameter (e.g., absor-
bance, area of a chromatography peak, etc.). What
results when we graph the paired x and y values is a
scatter plot of points that can be joined together to
form a straight line relating concentration to observed
response. Once we know how the observed values
change with concentration, it is fairly easy to estimate
the concentration of an unknown by interpolation
from the standard curve.

As you read through the next three sections, keep
in mind that not all correlations of observed values to

standard concentrations are linear (but most are).
There are many examples of nonlinear curves, such as
antibody binding, toxicity evaluations, and exponen-
tial growth and decay. Fortunately, with the vast array
of computer software available today, it is relatively
easy to analyze any group of data.

4.4.1 Linear Regression [2—4]

So how do we set up a standard curve once the data
have been collected? First, a decision must be made
regarding onto which axis to plot the paired sets of
data. Traditionally, the concentration of the standards
is represented on the x-axis, and the observed readings
are on the y-axis. However, this protocol is used for
reasons other than convention. The x-axis data are
called the independent variable and are assumed to
be essentially free of error, while the y-axis data (the
dependent variable) may have error associated with
them. This assumption may not be true because error
could be incorporated as the standards are made. With
modern-day instruments, the error can be very small.
Although arguments can be made for making the
y-axis data concentration, for all practical purposes,
the end result is essentially the same. Unless there are
some unusual data, the concentration should be associ-
ated with the x-axis and the measured values with the
y-axis.

Figure 4.4 illustrates a typical standard curve used
in the determination of caffeine in various foods.
Caffeine is analyzed readily in foods by using HPLC
coupled with an ultraviolet detector set at 272 nm. The
area under the caffeine peak at 272 nm is directly pro-
portional to the concentration. When an unknown
sample (e.g., coffee) is run on the HPLC, a peak area is
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fi data points and the generated best fit line. The
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data used to plot the curve are presented on
the graph
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obtained that can be related back to the sample using
the standard curve.

The plot in Fig. 4.4 shows all the data points and a
straight line that appears to pass through most of the
points. The line almost passes through the origin,
which makes sense because zero concentration should
produce no signal at 272 nm. However, the line is not
perfectly straight (and never is) and does not quite
pass through the origin.

To determine the caffeine concentration in a sam-
ple that gave an area of say 4,000, we could interpolate
to the line and then draw a line down to the x-axis.
Following a line to the x-axis (concentration), we can
estimate the solution to be at about 42-43 ppm of
caffeine.

We can mathematically determine the best fit of
the line by using linear regression. Keep in mind the
equation for a straight line, which is y = ax + b, where a
is the slope and b is the y-intercept. To determine the
slope and y-intercept, the regression equations shown
below are used. We determine a and b and thus, for
any value of y (measured), we can determine the con-
centration (x):

slope a = W (4.20)

y —intercept b =y —ax (4.21)

where:

x; and y; = individual values

¥ and ¥ = means of the individual values

Low-cost calculators and computer spreadsheet
software can readily calculate regression equations, so
no attempt is made to go through the mathematics in
the formulas.

The formulas give what is known as the line of
regression of y on x, which assumes that the error
occurs in the y direction. The regression line represents
the average relationship between all the data points
and thus is a balanced line. These equations also
assume that the straight-line fit does not have to go
through the origin, which at first does not make much
sense. However, there are often background interfer-
ences, so that even at zero concentration, a weak signal
may be observed. In most situations, calculating the
origin as going through zero will yield the same
results.

Using the data from Fig. 4.4, calculate the con-
centration of caffeine in the unknown and compare
with the graphing method. As you recall, the
unknown had an area at 272 nm of 4,000. Linear
regression analysis of the standard curve data gave
the y-intercept (b) as 90.727 and the slope (1) as 89.994
(r2=0.9989):

y=ax+b (4.22)
or
coy-b 4.23)
a
x (conc) = 4000=90727 _ 43 4393 ppm caffeine (4.24)

89.994

The agreement is fairly close when comparing the
calculated value to that estimated from the graph.
Using high-quality graph paper with many lines could
give us aline very close to the calculated one. However,
as we will see in the next section, additional informa-
tion can be obtained about the nature of the line when
using computer software or calculators.

4.4.2 Correlation Coefficient

In observing any type of correlation, including linear
ones, questions always surface concerning how to
draw the line through the data points and how well
the data fit to the straight line. The first thing that
should be done with any group of data is to plot it to
see if the points fit a straight line. By just looking at the
plotted data, it is fairly easy to make a judgment on the
linearity of the line. We also can pick out regions on
the line where a linear relationship does not exist. The
figures below illustrate differences in standard curves;
Fig. 4.5a shows a good correlation of the data and
Fig. 4.5b shows a poor correlation. In both cases, we
can draw a straight line through the data points. Both
curves yield the same straight line, but the precision is
poorer for the latter.

There are other possibilities when working with
standard curves. Figure 4.6a shows a good correla-
tion between x and y, but in the negative direction,
and Fig. 4.6b illustrates data that have no correlation
at all.

The correlation coefficient defines how well the
data fit to a straight line. For a standard curve, the ideal
situation would be that all data points lie perfectly on a

X X

Examples of standard curves showing the
relationship between the x and y variables
when there are (a) a high amount of correla-
tion and (b) a lower amount of correlation.
Both lines have the same equation

figure
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X X

Examples of standard curves showing the
relationship between the x and y variables
when there are (a) a high amount of negative
correlation and (b) no correlation between x
and y values

straight line. However, this is never the case, because
errors are introduced in making standards and measur-
ing the physical values (observations).

The correlation coefficient and coefficient of deter-
mination are defined below. Essentially all spread-
sheet and plotting software will calculate the values
automatically:

correlation coefficient =
S €t i) (4.25)

Jz@ -9 =0 -77 ]

For our example of the caffeine standard curve from
Fig. 4.3, r=0.99943 (values are usually reported to at
least four significant figures).

For standard curves, we want the value of r as
close to +1.0000 or —1.000 as possible, because this
value is a perfect correlation (perfect straight line).
Generally, in analytical work, the r should be 0.9970 or
better (this does not apply to biological studies).

The coefficient of determination (r?) is used often
because it gives a better perception of the straight line
even though it does not indicate the direction of the
correlation. The 72 for the example presented above is
0.99886, which represents the proportion of the vari-
ance of absorbance (y) that can be attributed to its lin-
ear regression on concentration (x). This means that
about 0.114% of the straight-line variation (1.0000-
0.99886=0.00114 x 100 % =0.114 %) does not vary with
changes in x and y and thus is due to indeterminate
variation. A small amount of variation is expected
normally.

4.4.3 Errors in Regression Lines

While the correlation coefficient tells us something
about the error or variation in linear curve fits, it does
not always give the complete picture. Also, neither lin-
ear regression nor correlation coefficient will indicate
that a particular set of data have a linear relationship.
They only provide an estimate of the fit assuming the

line is a linear one. As indicated before, plotting the data
is critical when looking at how the data fit on the curve
(actually, a line). One parameter that is used often is the
y-residuals, which are simply the differences between
the observed values and the calculated or computed
values (from the regression line). Advanced computer
graphics software can actually plot the residuals for
each data point as a function of concentration. However,
plotting the residuals is usually not necessary because
data that do not fit on the line are usually quite obvious.
If the residuals are large for the entire curve, then the
entire method needs to be evaluated carefully. However,
the presence of one point that is obviously off the line
while the rest of the points fit very well probably indi-
cates an improperly made standard.

One way to reduce the amount of error is to
include more replicates of the data such as repeating
the observations with a new set of standards. The rep-
licate x and y values can be entered into the calculator
or spreadsheet as separate points for the regression
and coefficient determinations. Another, probably
more desirable, option is to expand the concentrations
at which the readings are taken. Collecting observa-
tions at more data points (concentrations) will produce
a better standard curve. However, increasing the data
beyond seven or eight points usually is not beneficial.

Plotting confidence intervals, or bands or limits,
on the standard curve along with the regression line is
another way to gain insight into the reliability of the
standard curve. Confidence bands define the statistical
uncertainty of the regression line at a chosen probabil-
ity (such as 95%) using the t-statistic and the calcu-
lated standard deviation of the fit. In some aspects,
the confidence bands on the standard curve are simi-
lar to the confidence interval discussed in Sect. 4.3.1.
However, in this case we are looking at a line rather
than a confidence interval around a mean. Figure 4.7
shows the caffeine data from the standard curve pre-
sented before, except some of the numbers have been
modified to enhance the confidence bands. The confi-
dence bands (dashed lines) consist of both an upper
limit and a lower limit that define the variation of the
y-axis value. The upper and lower bands are narrow-
est at the center of the curve and get wider as the curve
moves to the higher or lower standard concentrations.

Looking at Fig. 4.7 again, note that the confidence
bands show what amount of variation we expect in a
peak area at a particular concentration. At 60 ppm con-
centration, by going up from the x-axis to the bands
and interpolating to the y-axis, we see that with our
data the 95 % confidence interval of the observed peak
area will be 4,000-6,000. In this case, the variation is
large and would not be acceptable as a standard curve
and is presented here only for illustration purposes.

Error bars also can be used to show the variation
of y at each data point. Several types of error or varia-
tion statistics can be used such as standard error,
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standard deviation, or percentage of data (i.e., 5%).
Any of these methods give a visual indication of
experimental variation.

Even with good standard curve data, problems
can arise if the standard curve is not used properly.
One common mistake is to extrapolate beyond the
data points used to construct the curve. Figure 4.8
illustrates some of the possible problems that might
occur when extrapolation is used. As shown in Fig. 4.8,
the curve or line may not be linear outside the area
where the data were collected. This can occur in the
region close to the origin or especially at the higher
concentration level.

Usually a standard curve will go through the ori-
gin, but in some situations it may actually tail off as

Linear Fit Data Upper limit "
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A standard curve graph showing the confi-
dence bands. The data used to plot the graph
are presented on the graph as are the equation
of the line and the correlation coefficient
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A standard curve plot showing possible
deviations in the curve in the upper and lower
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zero concentration is approached. At the other end of
the curve, at higher concentrations, it is fairly common
for a plateau to be reached where the measured param-
eter does not change much with an increase in concen-
tration. Care must be used at the upper limit of the
curve to ensure that data for unknowns are not col-
lected outside of the curve standards. Point Z on
Fig. 4.7 should be evaluated carefully to determine if
the point is an outlier or if the curve is actually tailing
off. Collecting several sets of data at even higher con-
centrations should clarify this. Regardless, the
unknowns should be measured only in the region of
the curve that is linear.

4.5 REPORTING RESULTS

In dealing with experimental results, we are always
confronted with reporting data in a way that indicates
the sensitivity and precision of the assay. Ideally, we
do not want to overstate or understate the sensitivity
of the assay, and thus we strive to report a meaningful
value, be it a mean, standard deviation, or some other
number. The next three sections discuss how we can
evaluate experimental values so as to be precise when
reporting results.

4.5.1 Significant Figures

The term significant figure is used rather loosely to
describe some judgment of the number of reportable
digits in a result. Often, the judgment is not soundly
based, and meaningful digits are lost or meaningless
digits are retained. Exact rules are provided below to
help determine the number of significant figures to
report. However, it is important to keep some flexibil-
ity when working with significant figures.

Proper use of significant figures is meant to give
an indication of the sensitivity and reliability of the
analytical method. Thus, reported values should con-
tain only significant figures. A value is made up of sig-
nificant figures when it contains all digits known to be
true and one last digit that is in doubt. For example, a
value reported as 64.72 contains four significant fig-
ures, of which three digits are certain (64.7) and the
last digit is uncertain. Thus, the 2 is somewhat uncer-
tain and could be either 1 or 3. As a rule, numbers that
are presented in a value represent the significant fig-
ures, regardless of the position of any decimal points.
This also is true for values containing zeros, provided
they are bounded on either side by a number. For
example, 64.72, 6.472,0.6472, and 6.407 all contain four
significant figures. Note that the zero to the left of the
decimal point is used only to indicate that there are no
numbers above 1. We could have reported the value as
.6472, but using the zero is better, since we know that a
number was not inadvertently left off our value.
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Special considerations are necessary for zeros that
may or may not be significant:

1. Zeros after a decimal point are always signifi-
cant figures. For example, 64.720 and 64.700
both contain five significant figures.

2. Zeros before a decimal point with no other pre-
ceding digits are not significant. As indicated
before, 0.6472 contains four significant figures.

3. Zeros after a decimal point are not significant if
there are no digits before the decimal point. For
example, 0.0072 has no digits before the decimal
point; thus, this value contains two significant
figures. In contrast, the value 1.0072 contains
five significant figures.

4. Final zeros in a number are not significant
unless indicated otherwise. Thus, the value
7,000 contains only one significant figure.
However, adding a decimal point and another
zero gives the number 7,000.0, which has five
significant figures.

A good way to measure the significance of zeros, if
the above rules become confusing, is to convert the
number to the exponential form. If the zeros can be
omitted, then they are not significant. For example,
7000 expressed in exponential form is 7x 10° and con-
tains one significant figure. With 7000.0, the zeros are
retained and the number becomes 7.0000 x 10°. If we
were to convert 0.007 to exponential form, the value is
7x107% and only one significant figure is indicated. As
a rule, determining significant figures in arithmetic
operations is dictated by the value having the least
number of significant figures. The easiest way to avoid
any confusion is to perform all the calculations and
then round off the final answer to the appropriate dig-
its. For example, 36.54x238x1.1=9566.172, and
because 1.1 contains only two significant figures, the
answer would be reported as 9600 (remember, the two
zeros are not significant). This method works fine for
most calculations, except when adding or subtracting
numbers containing decimals. In those cases, the num-
ber of significant figures in the final value is deter-
mined by the numbers that follow the decimal point.
Thus, when adding 7.45+8.725=16.175, the sum is
rounded to 16.18 because 7.45 has only two numbers
after the decimal point. Likewise, 433.8-32.66 gives
401.14, which rounds off to 401.1.

A word of caution is warranted when using the
simple rule stated above, for there is a tendency to
underestimate the significant figures in the final
answer. For example, take the situation in which we
determined the caffeine in an unknown solution to be
43.5 ppm (see Eq. 4.24). We had to dilute the sample
50-fold using a volumetric flask in order to fit the
unknown within the range of our method. To calculate
the caffeine in the original sample, we multiply our

result by 50 or 43.5 x50=2,175 pg/mL in the unknown.
Based on our rule above, we then would round off the
number to one significant figure (because 50 contains
one significant figure) and report the value as 2,000.
However, doing this actually underestimates the sen-
sitivity of our procedure, because we ignore the accu-
racy of the volumetric flask used for the dilution. A
Class-A volumetric flask has a tolerance of 0.05 mL;
thus, a more reasonable way to express the dilution
factor would be 50.0 instead of 50. We now have
increased the significant figures in the answer by two,
and the value becomes 2,180 p/mL.

As you can see, an awareness of significant figures
and how they are adopted requires close inspection.
The guidelines can be helpful, but they do not always
work unless each individual value or number is closely
inspected.

4.,5.2 Outlier Data and Testing [2, 3]

Inevitably, during the course of working with exper-
imental data, we will come across outlier values that
do not match the others. Can you reject that value
and thus not use it in calculating the final reported
results?

The answer is “very rarely” and only after careful
consideration. If you are routinely rejecting data to
help make your assay look better, then you are misrep-
resenting the results and the precision of the assay. If
the bad value resulted from an identifiable mistake in
that particular test, then it is probably safe to drop the
value. Again, caution is advised because you may be
rejecting a value that is closer to the true value than
some of the other values.

Consistently poor accuracy or precision indicates
that an improper technique or incorrect reagent was
used or that the test was not very good. It is best to
make changes in the procedure or change methods
rather than try to figure out ways to eliminate undesir-
able values.

There are several tests for rejecting outlier data. In
addition, the use of more robust statistical estimators
of the population mean can minimize effects of
extreme outlier values [2]. The simplest test for reject-
ing outlier data is the Dixon Q test [7, 8], often called
just the Q-test. The advantage is that this test can be
easily calculated with a simple calculator and is useful
for a small group of data. In this test, a Q-value is cal-
culated as shown below and compared to values in a
table. If the calculated value is larger than the table
value, then the questionable measurement can be
rejected at the 90 % confidence level:

Q-value=x,-x, /W (4.26)

where:

x; = the questionable value



Chapter 4 < Evaluation of Analytical Data

57

table Q-values for the rejection of results

Number of observations Q of rejection (90 % level)

3 0.94
0.76
0.64
0.56
0.51
0.47
0.44
0 0.41

— 00 NO O

Adapted from Dean and Dixon [7]

X, = the next closest value to x;

W = the total spread of all values, obtained
by subtracting the lowest value from the
highest value

Table 4.4 provides the rejection of Q-values for a
90 % confidence level.

The example below shows how the test is used for
the moisture level of uncooked hamburger for which
four replicates were performed giving values of 64.53,
64.45, 64.78, and 55.31. The 55.31 value looks as if it is
too low compared to the other results. Can that value
be rejected? For our example, x; is the questionable
value (55.31) and x; is the closest neighbor to x; (wWhich
is 64.45). The spread (W) is the high value minus the
low measurement, which is 64.78-55.31:

 6445-5531 914
64.78-55.31  9.47

Q-value 0.97 (4.27)

From Table 4.4, we see that the calculated Q-value
must be greater than 0.76 to reject the data. Thus, we
make the decision to reject the 55.31 % moisture value
and do not use it in calculating the mean.

4.6 SUMMARY

This chapter focuses on statistical methods to measure
data variability, precision, etc. and basic mathematical
treatment that can be used in evaluating a group of
data. For example, it should be almost second nature
to determine a mean, standard deviation, and CV
when evaluating replicate analyses of an individual
sample. In evaluating linear standard curves, best line
fits should always be determined along with the indi-
cators of the degree of linearity (correlation coefficient
or coefficient of determination). Fortunately, most
computer spreadsheet and graphics software will
readily perform the calculations for you. Guidelines
are available to enable one to report analytical results
in a way that tells something about the sensitivity and

confidence of a particular test. A section is included
which describes sensitivity and limit of detection as
related to various analytical methods and regulatory
agency policies. Additional information includes the
proper use of significant figures, rules for rounding off
numbers, and use of various tests to reject grossly
aberrant individual values (outliers).

4.7 STUDY QUESTIONS

1. Method A to quantitate a particular food com-
ponent was reported to be more specific and
accurate than Method B, but Method A had
lower precision. Explain what this means.

2. You are considering adopting a new analytical
method in your lab to measure moisture content
of cereal products. How would you determine
the precision of the new method and compare it
to the old method? Include any equations to be
used for any needed calculations.

3. A sample known to contain 20 g/L glucose is
analyzed by two methods. Ten determinations
were made for each method and the following
results were obtained:

Method A

Mean=19.6
Std. Dev.=0.055

Method B

Mean=20.2
Std. Dev.=0.134

(a) Precision and accuracy:

(i) Which method is more precise? Why do
you say this?

(if) Which method is more accurate? Why
do you say this?

(b) In the equation to determine the standard
deviation, n—1 was used rather than just 7.
Would the standard deviation have been
smaller or larger for each of those values
above if simply n had been used?

(¢) You have determined that values obtained
using Method B should not be accepted if
outside the range of two standard devia-
tions from the mean. What range of values
will be acceptable?

(d) Do the data above tell you anything about
the specificity of the method? Describe
what “specificity” of the method means as
you explain your answer.

4. Differentiate “standard deviation” from “coef-
ficient of variation,” “standard error of the
mean,” and “confidence interval.”

5. Differentiate the terms “absolute error” versus
“relative error.” Which is more useful? Why?
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4.8

. For each of the errors described below in per-

forming an analytical procedure, classify the
error as random error, systematic error, or blun-
der, and describe a way to overcome the error:

(a) Automatic pipettor consistently delivered
0.96 mL rather than 1.00 mL.

(b) Substrate was not added to one tube in an
enzyme assay.

. Differentiate the terms “sensitivity” and “limit

of detection.”

. The correlation coefficient for standard curve A is

reported as 0.9970. The coefficient of determina-
tion for standard curve B is reported as 0.9950. In
which case do the data better fit a straight line?

PRACTICE PROBLEMS

. How many significant figures are in the follow-

ing numbers: 0.0025, 4.50, 5.6077?

. What is the correct answer for the following cal-

culation expressed in the proper amount of sig-
nificant figures?
2.43x0.01672
183215

. Given the following data on dry matter (88.62,

88.74, 89.20, 82.20), determine the mean, stan-
dard deviation, and CV. Is the precision for this
set of data acceptable? Can you reject the value
82.20 since it seems to be different than the
others? What is the 95% confidence level you
would expect your values to fall within if the
test were repeated? If the true value for dry mat-
ter is 89.40, what is the percent relative error?

. Compare the two groups of standard curve data

below for sodium determination by atomic
emission spectroscopy. Draw the standard
curves using graph paper or a computer soft-
ware program. Which group of data provides a
better standard curve? Note that the absorbance
of the emitted radiation at 589 nm increases pro-
portionally to sodium concentration. Calculate
the amount of sodium in a sample with a value
of 0.555 for emission at 589 nm. Use both stan-
dard curve groups and compare the results.

Sodium concentration (ug/ml) Emission at 589 nm

Group A—sodium standard curve

1.00
3.00
5.00
10.0
20.0

0.050
0.140
0.242
0.521
0.998

Sodium concentration (ug/ml) Emission at 589 nm

Group B—sodium standard curve

1.00 0.060

3.00 0.113

5.00 0.221
10.00 0.592
20.00 0.917

Answers
1.2,3,4
2. 0.0222

3. Mean=287.19, SD,,_1 =3.34:

334

cv 3 % 100% = 3.83%

Thus, the precision is acceptable because it is
less than 5 %:

88.62— 8220 6.42

Q-calc value=———F—=—"-=0917

89.20-82.20 7.00

Q.c=0.92; therefore, the value 82.20 can be
rejected because it is more than 0.76 from
Table 4.4, using 4 as number of observations:

3.34
V4

CI (at95%) = 87.19 + 3.18

=87.19+£5.31

Relative error = %E,,; where mean is 87.19 and
true value is 89.40:

%E

=T 100%=3719-8940 1609
89.40

rel =

=-2.47%

4. Using linear regression, we get

Group A: y=0.0504x —0.0029, r*=0.9990.
Group B: y=0.0473x+0.0115, r*=0.9708.
Group A r*is closer to 1.000 and is more lin-
ear and thus the better standard curve.

Sodium in the sample using group A standard
curve is

0.555=0.0504x - 0.0029, x=11.1pg/mL

Sodium in the sample using group B standard
curve is

0.555=0.0473x +0.0115, x=11.5pg/mL

Acknowledgment The author wishes to thank Ryan Deeter
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5.1 INTRODUCTION

Quality attributes in food products, raw materials, or
ingredients are measurable characteristics that need
monitoring to ensure specifications are met. Some
quality attributes can be measured online by using
specially designed sensors and results obtained in real
time (e.g., color of vegetable oil in an oil extraction
plant). However, in most cases quality attributes are
measured on small portions of material that are taken
periodically from continuous processes or on a certain
number of small portions taken from a lot. The small
portions taken for analysis are referred to as samples,
and the entire lot or the entire production for a certain
period of time, in the case of continuous processes, is
called a population. The process of taking samples
from a population is called sampling. If the procedure
is done correctly, the measurable characteristics
obtained for the samples become a very accurate esti-
mation of the population.

By sampling only a fraction of the population, a
quality estimate can be obtained accurately, quickly,
and with less expense and personnel time than if the
total population were measured. The reliability of
sampling is dependent more on the sample size than
on the population size [1]. The larger the sample size,
the more reliable the sampling. However, sample size
is limited by time, cost, sampling methods, and the
logistics of sample handling, analysis, and data pro-
cessing. Moreover, in the case of food products, ana-
lyzing a whole population would be practically
impossible because of the destructive nature of most
analytical methods. Paradoxically, estimated parame-
ters using representative samples (discussed in
Sects. 5.2 and 5.3) are normally more accurate than the
same estimations done on the whole population
(census).

The sample actually analyzed in the laboratory can
be of any size or quantity [2]. This laboratory sample
has generally undergone preparation such as homoge-
nization or grinding to prepare it for analysis and is
much smaller than the sample actually collected.
Sampling and associated problems are discussed in
Sects. 5.2, 5.3, and 5.4, while preparation of laboratory
samples for testing is described in Sect. 5.5.

Sampling starts the series of steps needed to make
decisions about data collected: sampling, sample prep-
aration, laboratory analysis, data processing, and
interpretation. In each step, there is a potential for
error that would compromise the certainty, or reliabil-

ity, of the final result. This final result depends on the
cumulative errors at each stage that are usually
described by the variance [3, 4]. Variance is an esti-
mate of the uncertainty. The total variance of the whole
testing procedure is equal to the sum of the variances
associated with each step of the sampling procedure
and represents the precision of the process. Precision
is a measure of the reproducibility of the data. In con-
trast, accuracy is a measure of how close the data are to
the true value. The most efficient way to improve accu-
racy is to improve the reliability of the step with the
greatest variance, and that is frequently the initial sam-
pling step. Attention is often given to the precision and
accuracy of analytical methods, with less attention
given to the validity of sampling and sample prepara-
tion. However, sampling can often be the greatest
source of error in chemical analysis in general, but
especially a problem in food analysis because of the
food matrix [5-7] (Fig. 5.1). Sample homogenization
and other aspects of sample preparation are additional
sources of potential error, even prior to the actual
analysis.

As you read each section of the chapter, consider
application of the information to some specific exam-
ples of sampling needs in the food industry: sampling
for nutrition labeling (see Study Question 7 in this
chapter), pesticide analysis (see also Chap. 33, Sect.
33.3), mycotoxin analysis (see also Chap. 33, Sect. 33.4),

Relative standard
deviation

Analyte concentration

5.1 Typical relative standard deviation of error
components for a nonhomogeneous food
matrix. 1 Sampling; 2 homogenization; 3
sample preparation; 4 assay procedure (Used
with permission from Lichon [6])
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extraneous matter (see also Chap. 34), or rheological
properties (see also Chap. 29). To consider sample col-
lection and preparation for these and other applications
subject to government regulations, you are referred
also to the sample collection section of compliance pro-
cedures established by the Food and Drug
Administration (FDA) and Food Safety and Inspection
Service (FSIS) of the United States Department of
Agriculture (USDA) (see Chap. 3, Sect. 3.2.2.1 for FDA
and Sect. 3.3 for USDA). Additional information is
available on how the FDA does sampling linked to the
Food Safety Modernization Act [8] and how USDA
collects samples for the National Nutrient Databank
[9,10].

It should be noted that sampling terminology and
procedures used may vary between companies and
between specific applications. However, the principles
described in this chapter are intended to provide a
basis for understanding, developing, and evaluating
sampling plans and sample handling procedures for
specific applications encountered.

5.2 SELECTION OF SAMPLING
PROCEDURES

5.2.1 Definition and Purpose of Sampling
Plan

The International Union of Pure and Applied
Chemistry (IUPAC) defines a sampling plan as: “A
predetermined procedure for the selection, with-
drawal, preservation, transportation, and preparation
of the portions to be removed from a lot as samples”
[11]. A sampling plan should be a well-organized doc-
ument that establishes the goals of the sampling plan,
the factors to be measured, sampling point, sampling
procedure, frequency, size, personnel, preservation of
the samples, etc. The primary aim of sampling is to
obtain a sample, subject to constraints of size that will
satisfy the sampling plan specifications. A sampling
plan should be selected on the basis of the sampling
objective, the study population, the statistical unit, the
sample selection criteria, and the analysis procedures.
Depending on the purpose of the sampling plan, sam-
ples are taken at different points of the food produc-
tion system, and the sampling plan may vary
significantly for each point.

5.2.2 Factors Affecting the Choice
of Sampling Plans

Each factor affecting the choice of sampling plans
(Table 5.1) must be considered in the selection of a plan:
(1) purpose of inspection, (2) nature of population, (3)
nature of product, and (4) nature of test method. Once
these are determined, a sampling plan that will pro-
vide the desired information can be developed.

5.1 Factors that affect the choice of sampling

m plans

Factors to be considered

Questions

Purpose of the inspection s it to accept or reject the lote

Is it to measure the average
quality of the lote

Is it to determine the variability

of the product?

Nature of the population  Is the lot large but uniform?

Does the lot consist of smaller,
easily identifiable
su bplots?

What is the distribution of the
units within the population?

Is it homogeneous or
heterogeneous?

What is the unit size?

How consistently have past
populations met
specifications?

What is the cost of the
material being sampled?

Nature of the product

Nature of the test method s the test critical or minor?

Will someone become sick or
die if the population fails to
pass the test?

Is the test destructive or
nondestructive?

How much does the test cost
to complete?

Adapted from Puri et al. [2]

5.2.2.1 Purpose of Inspection

Most sampling is done for a specific purpose and the
purpose may dictate the nature of the sampling
approach. The two primary objectives of sampling are
often to estimate the average value of a characteristic
and determine if the average value meets the specifica-
tions defined in the sampling plan. Sampling purposes
vary widely among different food industries; how-
ever, the most important categories include the
following:

1. Nutritional labeling

. Detection of contaminants and foreign matter

3. Acceptance of raw materials, ingredients, or
products (acceptance sampling)

. Process control samples

. Release of lots of finished product

. Detection of adulterations

. Microbiological safety

. Authenticity of food ingredients.

N
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5.2.2.2 Nature of Population and Product

One must clearly define the population and under-
stand the nature of the product that is going to be sam-
pled to select an appropriate sampling plan.
Populations for sampling are often defined in terms of
being homogeneous or heterogeneous and being
either discrete or continuous. The population and
product can also vary greatly in size.

The ideal population and product would be uni-
form throughout and identical at all locations. Such a
population would be homogeneous. Sampling from
such a population is simple, as a sample can be taken
from any location, and the analytical data obtained
will be representative of the whole. However, this
occurs rarely, as even in an apparently uniform
product, such as sugar syrup, suspended particles and
sediments in a few places may render the population
heterogeneous. In fact, most populations and products
that are sampled are heterogeneous. Therefore, the
location within a population where a sample is taken
will affect the subsequent data obtained. However,
sampling plans and sample preparation can make the
sample representative of the population or take het-
erogeneity into account in some other way. If the sam-
ple is heterogeneous, some additional questions
become important [6]: What is the nature of the varia-
tion? Should samples be pooled or replicated? Should
different portions of the sample be analyzed sepa-
rately? Should the surface of the sample be tested?

Sampling from discrete (or compartmentalized)
populations is relatively easy, since the population is
split into multiple separate subunits (e.g., cans in a pallet
of canned food, boxes of breakfast cereal in a truck, bottle
of juice on a conveyer belt). The choice of the sampling
plan is determined in part by the number and size of the
individual subunits. Sampling is more difficult from a
continuous population since different parts of the sam-
ple are not physically separated (e.g., potato chips on a
conveyer belt, oranges in a semitruck) [6].

The population may vary in size from a production
lot, a day’s production, to the contents of a warehouse.
Information obtained from a sample of a particular pro-
duction lot in a warehouse must be used strictly to make
inferences about that particular lot, but conclusions can-
not be extended to other lots in the warehouse.

To use food analysis to solve problems in the food
industry, it may be inadequate to focus just on the
nature of the population and product to develop a
sampling plan. For example, to collect samples to
address a problem of variation of moisture content of
packaged products coming off a production line, it
would be important to examine each processing step.
It would be necessary to understand where variation
likely exists to then determine how to appropriately
collect samples and data to analyze for variability.

One of the most challenging cases of accounting
for the nature of the population, as it influences the

sampling plan, is collecting samples to measure fungal
toxins, named mycotoxins, in food systems. Mycotoxins
are distributed broadly and randomly within a popula-
tion and a normal distribution cannot be assumed [2].
Such distribution requires a combination of many ran-
domly selected portions to obtain a reasonable estimate
of mycotoxin levels. Methods of analysis that are
extremely precise are not needed when determining
mycotoxin levels, when sampling error is many times
greater than analytical error [2]. In this case, sampling
and good comminution and mixing prior to particle
size reduction are more important than the chemical
analysis itself. Additional information on sampling for
mycotoxin analysis is provided in Chap. 33, Sect. 33.4.

5.2.2.3 Nature of Test Method

Procedures used to test samples collected vary in sev-
eral characteristics that help determine the choice of
sampling plan, e.g., cost, speed, accuracy, precision,
and destructive vs. nondestructive. Low-cost, rapid,
nondestructive tests that are accurate and precise
make it more feasible to analyze many samples.
However, limitations on any of these characteristics
will make the nature of the test method a more impor-
tant determinant of the sampling plan.

5.3 TYPES OF SAMPLING PLANS

5.3.1 Sampling by Attributes and Sampling
by Variables

Sampling plans are designed for examination of either
attributes or variables [4]. In attribute sampling, sam-
pling is performed to decide on the acceptability of a
population based on whether the sample possesses a
certain characteristic or not. The result has a binary
outcome of either conforming or nonconforming.
Sampling plans by attributes are based on the hyper-
geometric, binomial, or Poisson statistical distribu-
tions. In the event of a binomial distribution (e.g.,
presence of Clostridium botulinum), the probability of a
single occurrence of the event is directly proportional
to the size of the sample, which should be at least ten
times smaller than the population size. Computing
binomial probabilities will allow the investigator to
make inferences on the whole lot.

In variable sampling, sampling is performed to
estimate quantitatively the amount of a substance (e.g.,
protein content, moisture content, etc.) or a characteris-
tic (e.g., color) on a continuous scale. The estimate
obtained from the sample is compared with an accept-
able value (normally specified by the label, regulatory
agencies, or the customer) and the deviation measured.
This type of sampling usually produces data that have
a normal distribution such as in the percent fill of a con-
tainer and total solids of a food sample. In general,
variable sampling requires smaller sample size than
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attribute sampling [1], and each characteristic should
be sampled for separately when possible. However,
when the FDA and the USDA's FSIS perform sampling
for compliance of nutrition labeling, a composite of 12,
and of at least six subsamples, respectively, is obtained
and used for all nutrients to be analyzed.

5.3.2 Acceptance Sampling

Acceptance sampling is a procedure that serves a very
specific role: to determine if a shipment of products or
ingredients has enough quality to be accepted.
Acceptance sampling can be performed by the food
processor before receiving a lot of materials from a
supplier or by a buyer who is evaluating the proces-
sor’s output [6]. Acceptance sampling is a very broad
topic that can be applied to any field; more specific lit-
erature can be consulted if needed.

Lot acceptance sampling plans that may be used
for evaluation of attributes or variables, or a combina-
tion of both, fall into the following categories:

1. Single sampling plans. The decision of accepting
or rejecting a lot for this type of plan is based just
on one sample of items taken at random. These
plans are usually denoted as (1, ¢) plans for a
sample size 11, where the lot is rejected if there are
more than ¢ defective samples [12]. If results are
inconclusive, a second sample is taken, and the
decision of accepting or rejecting is made based
on the combined outcome of both samples.

2. Double sampling plans. Similar to single sam-
pling plan, but two samples are taken (Fig. 5.2).

3. Multiple sampling plans. These are extensions of
double sampling plans and use more than two
samples to reach a conclusion.

4. Sequential sampling plans. Under this plan, which
is an ultimate extension of multiple sampling, a
sample is taken, and after analysis a decision of
accepting, rejecting, or taking another sample is
made. Therefore, the number of total samples to
be taken depends exclusively on the sampling
process. In this chart of Fig. 5.3, the cumulative
observed number of defective samples is plot-
ted against the number of samples taken. Two
lines—the rejection and acceptance lines—are
drawn, thus dividing the plot in three different
regions: accept, reject, and continue sampling.
An initial sample is taken and the results plot-
ted in the graph. If the plotted point falls within
the parallel lines, then a second sample is taken,
and the process is repeated until the reject or
accept zones are reached [12]. Details about the
construction of this plot are beyond the scope of
this book, and particulars can be found in more
specialized literature.

5. Skip lot sampling. Only a fraction of the submit-
ted lots is inspected with this type of plan. Itis a

Population (N)

Take a first
sample (size n4)

Take a second
sample (size no)

Accept the lot

(di + o) < ap

Reject the lot

(di+do) =1y

5.2 Example of a double sampling plan with two
points where the decision of acceptance or
rejection can be made (Adapted from NIST/
SEMATECH [13]). N, population size; 1; and
1,, sample size; a; and a,, acceptance numbers;
r1 and 7, rejection numbers; d; and d,, number
of non-conformities, Subindices 1 and 2
represent samples 1 and 2, respectively

Reject

Continue sampling

Number of defectives

Accept

Number of items

5.3 Sequential sampling plan (Adapted from
NIST/SEMATECH [13])

figure

money-saving sampling procedure, but it can
be implemented only when there is enough
proof that the quality of the lots is consistent.

5.3.3 Risks Associated with Acceptance
Sampling

There are two types of risks associated with acceptance
sampling: producer’s and consumer’s risks [13].
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The consumer’s risk describes the probability of
accepting a poor-quality population. This should hap-
pen rarely (<5% of the lots), but the actual acceptable
probability (p) of a consumer risk depends on the con-
sequences associated with accepting an unacceptable
lot. These may vary from major health hazards and
subsequent fatalities to a lot being of slightly lower
quality than standard lots. Obviously, the former
demands a low or no probability of occurring whereas
the latter would be allowed to occur more frequently.
The producer risk is the probability of rejecting (a) an
acceptable product. As with consumer’s risk, the con-
sequences of an error determine the acceptable proba-
bility of the risk. An acceptable probability of
producer’s risk is usually 5-10 %. Further discussion of
sampling plans can be found in the following section.

5.4 SAMPLING PROCEDURES

5.4.1 Introduction

The reliability of analytical data is compromised if
sampling is not done properly. As shown in Table 5.1,
the use of the data to be obtained is one major factor
determining the sampling procedure. Details for the
sampling of specific food products are described in the
Official Methods of Analysis of AOAC International [14]
and in the Code of Federal Regulations (CFR) [15]. Two
such examples for specific foods follow.

5.4.2 Examples

The AOAC Method 925.08 [14] describes the method
for sampling flour from sacks. The number of sacks to
be sampled is determined by the square root of the
number of sacks in the lot. The sacks to be sampled are
chosen according to their exposure. The samples that
are more frequently exposed are sampled more often
than samples that are exposed less. Sampling is done
by drawing a core from a corner at the top of the sack
diagonally to the center. The sampling instrument is a
cylindrical, polished trier with a pointed end. It is
13 mm in diameter with a slit at least one third of the
circumference of the trier. A second sample is taken
from the opposite corner in a similar manner. The
cores are stored for analysis in a clean, dry, airtight
container that has been opened near the lot to be sam-
pled. The container should be sealed immediately
after the sample is added. A separate container is used
for each sack. Additional details regarding the con-
tainer and the procedure also are described below.
Title 21 CFR specifies the sampling procedures
required to ensure that specific foods conform to the
standard of identity. In the case of canned fruits, 21
CFR 145.3 defines a sample unit as “container, a por-
tion of the contents of the container, or a composite

mixture of product from small containers that is suffi-
cient for the testing of a single unit” [15]. Furthermore,
a sampling plan is specified for containers of specific
net weights. The container size is determined by the
size of the lot. A specific number of containers must be
filled for sampling of each lot size. The lot is rejected if
the number of defective units exceeds the acceptable
limit. For example, out of a lot containing 48001-84000
units, each weighing 1 kg or less, 48 samples should be
selected. If six or more of these units fail to conform to
the attribute of interest, the lot will be rejected. Based
on statistical confidence intervals, this sampling plan
will reject 95% of the defective lots examined, that is,
5% consumer risk [15].

5.4.3 Manual Versus Continuous Sampling

To obtain a manual sample, the person taking the sample
must attempt to take a “random sample” to avoid human
bias in the sampling method. Thus, the sample must be
taken from a number of locations within the population
to ensure it is representative of the whole population. For
liquids in small containers, this can be done by shaking
prior to sampling. When sampling from a large volume
of liquid, such as that stored in silos, aeration ensures a
homogeneous unit. Liquids may be sampled by pipet-
ting, pumping, or dipping. However, when sampling
grain from a rail car, mixing is impossible, and samples
are obtained by probing from several points at random
within the rail car. Such manual sampling of granular or
powdered material is usually achieved with triers or
probes that are inserted into the population at several
locations. Errors may occur in sampling [10], as rounded
particles may flow into the sampling compartments
more easily than angular ones. Similarly, hygroscopic
materials flow more readily into the sampling devices
than does nonhygroscopic material. Horizontal core
samples have been found to contain a larger proportion
of smaller-sized particles than vertical ones [16].

Continuous sampling is performed mechanically.
Figure 5.4 shows an automatic sampling device that is
used to take liquid samples from a continuous produc-
tion line. Continuous sampling should be less prone to
human bias than manual sampling.

5.4.4 Statistical Considerations

5.4.4.1 Probability Sampling

Probability sampling plans prescribe the selection of
a sample from a population based on chance. It pro-
vides a statistically sound basis for obtaining represen-
tative samples with elimination of human bias [2]. The
probability of including any item in the sample is
known and sampling error can be calculated. Several
probability sampling methods are available to the
researcher, and the most common ones are described
in the next few paragraphs.
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An automatic liquid sampling device that uses
air under high pressure to collect multiple

1.5 mL samples. The control box (left) regulates
the sampling frequency (Courtesy of Liquid
Sampling Systems Inc., Cedar Rapids, IA)

Simple random sampling requires that the num-
ber of units in the population be known and each unit
is assigned an identification number. Then using a ran-
dom selection process, a certain number of identifica-
tion numbers are selected according to the sample
size. The sample size is determined according to the
lot size and the potential impact of a consumer or ven-
dor error. The random selection of the individuals
units is done by using random number tables or com-
puter-generated random numbers. Units selected ran-
domly (sample) are analyzed and the results can be
considered an unbiased estimate of the population.

Systematic sampling is used when a complete list
of sample units is not available, but when samples are
distributed evenly over time or space, such as on a
production line. The first unit is selected at random
(random start) and then units are taken every nth unit
(sampling interval) after that.

Stratified sampling involves dividing the popula-
tion (size N) into a certain number of mutually exclu-
sive homogeneous subgroups (size N1, N2, N3, etc.)
and then applying random or another sampling tech-
nique to each subgroup. Stratified sampling is used
when subpopulations of similar characteristics can be
observed within the whole population. An example of
stratified sampling would be a company that produces
tomato juice in different plants. If we need to study the
residual activity of polygalacturonase in tomato juice,
we can stratify on production plants and take samples
on each plant.

Cluster sampling entails dividing the population
into subgroups, or clusters, and then selecting ran-
domly only a certain number of clusters for analysis.
The main difference between cluster sampling and
stratified sampling is that in the latter, samples are
taken from every single subgroup, while in cluster
sampling only some randomly clusters selected are
sampled. The clusters selected for sampling may be
either totally inspected or subsampled for analysis.
This sampling method is more efficient and less
expensive than simple random sampling, if popula-
tions can be divided into clusters. Going back to the
tomato juice example, when using cluster sampling,
we would consider all processing plants, but we
would select randomly just a few for the purpose of
the study.

Composite sampling is used to obtain samples
from bagged products such as flour, seeds, and larger
items in bulk. Small aliquots are taken from different
bags, or containers, and combined in a simple sample
(the composite sample) that is used for analysis.
Composite sampling also can be used when a repre-
sentative sample of a whole production day in a con-
tinuous process is needed. In this case, a systematic
approach is used to take equal aliquots at different
times, and then a representative sample is obtained by
mixing the individual aliquots. A typical example of
composite sampling is the sampling plan mandated
by the FDA and FSIS for nutritional labeling. They
require a composite of 12 samples with at least six sub-
samples taken and analyzed for compliance with
nutrition labeling regulations [17].

5.4.4.2 Nonprobability Sampling

Randomization is always desired. However, it is not
always feasible, or even practical, to take samples
based on probability methods. Examples include in
preliminary studies to generate hypothesis, in the esti-
mation of the standard deviation so a more accurate
sampling plan can be designed, or in cases for which
the bulkiness of the material makes inaccessible the
removal of samples. In these cases, nonprobability
sampling plans may be more economical and practical
than probability sampling. Moreover, in certain cases
of adulteration such as rodent contamination, the
objective of the sampling plan may be to highlight the
adulteration rather than collect a representative sam-
ple of the population.

Nonprobability sampling can be done in many
ways, but in each case the probability of including any
specific portion of the population is not equal because
the investigator selects the samples deliberately.
Without the use of a methodology that gives every ele-
ment of the population the same chance to be selected,
it is not possible to estimate the sampling variability
and possible bias.
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Judgment sampling is solely at the discretion of
the sampler and therefore is highly dependent on the
person taking the sample. This method is used when it
is the only practical way of obtaining the sample. It
may result in a better estimate of the population than
random sampling if sampling is done by an experi-
enced individual, and the limitations of extrapolation
from the results are understood [2]. Convenience
sampling is performed when ease of sampling is the
key factor. The first pallet in a lot or the sample that is
most accessible is selected. This also is called “chunk
sampling” or “grab sampling.” Although this sam-
pling requires little effort, the sample obtained will not
be representative of the population and therefore is
not recommended. Restricted sampling may be
unavoidable when the entire population is not acces-
sible. This is the case if sampling is from a loaded box-
car, but the sample will not be representative of the
population. Quota sampling is the division of a lot
into groups representing various categories, and sam-
ples are then taken from each group. This sampling
method is less expensive than random sampling but
also is less reliable.

5.4.4.3 Mixed Sampling

When the sampling plan is a mixture of two or more
basic sampling methods that can be random or nonran-
dom, then the sampling plan is called mixed sampling.

5.4.4.4 Estimating the Sample Size
Sample size determination can be based on either pre-
cision analysis or power analysis. Precision and power
analyses are done by controlling the confidence level
(type I error) or the power (type II error). For the pur-
pose of this section, the precision analysis will be used
and will be based on the confidence interval approach
and the assumptions that the population is normal.
The confidence interval for a sample mean is
described by the following equation:

xtz

SD
al2 ﬁ (5-1)

where:

X =sample mean
Zq/2 = z-value corresponding to the level of con-
fidence desired
SD = known, or estimated, standard deviation
of the population
n = sample size
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The maximum error, E, in Eq. 5.2 can be expressed in
terms of the accuracy (y) as £ =y xXx . Then Eq. 5.2 can

be rearranged as
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Now, we have an equation to calculate the sample size,
but the equation is dependent on an unknown parame-
ter: the standard deviation. To solve this problem, we
can follow different approaches. One way is to take few
samples using a nonstatistical plan and use the data to
estimate the mean and standard deviation. A second
approach is using data from the past or data from a sim-
ilar study. A third method is to estimate the standard
deviation as 1/6 of the range of data values [13]. A
fourth method is to use typical coefficients of variation
(defined as 100 x [standard deviation / population mean |
) assuming we have an estimation of the population
mean.

If the estimated sample is smaller than 30, then
the Student’s ¢ distribution needs to be used instead
of the normal distribution by replacing the z,, with
the parameter f, with n-1 degrees of freedom.
However, the use of the Student’s t-test distribution
comes with the additional cost of introducing another
uncertainty into Eq. 5.3: the degrees of freedom. For
the estimation of the t-score, we need to start some-
where by assuming the degrees of freedom, or assum-
ing a t-score, and then calculating the number of
samples, recalculating the t-score with n-1 degrees of
freedom, and calculating the number of samples
again. For a level of uncertainty of 95%, a conserva-
tive place to start would be assuming a t-score of 2.0
and then calculating the initial sample size. If we use
a preliminary experiment to estimate the standard
deviation, then we can use the sample size of the pre-
liminary experiment minus one to calculate the
t-score.

Example: We want to test the concentration of
sodium in a lot of a ready-to-eat food product with a
level of confidence of 95%. Some preliminary test-
ing showed an average content of 1000 mg of sodium
per tray with an estimated standard deviation of
500. Determine the sample size with an accuracy of
10 %.

Data: Confidence level = 95% => a=0.05 =>
z=1.96;y=0.1;, X =1000; SD=500

2 2
he Za/zS_D =(1.96><500) — 96 trays
Y XX 0.1x1000
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5.4.5 Problems in Sampling and Sample
Storage

No matter how reliable our analytical technique is, our
ability to make inferences on a population will always
depend on the adequacy of sampling techniques.
Sampling bias, due to nonstatistically viable conve-
nience, may compromise reliability. Errors also may be
introduced by not understanding the population dis-
tribution and subsequent selection of an inappropri-
ate sampling plan.

Unreliable data also can be obtained by nonstatis-
tical factors such as poor sample storage resulting in
sample degradation. Samples should be stored in a
container that protects the sample from moisture and
other environmental factors that may affect the sam-
ple (e.g., heat, light, air). To protect against changes in
moisture content, samples should be stored in an air-
tight container. Light-sensitive samples should be
stored in containers made of opaque glass or the con-
tainer wrapped in aluminum foil. Oxygen-sensitive
samples should be stored under nitrogen or an inert
gas. Refrigeration or freezing may be necessary to
protect chemically unstable samples. However, freez-
ing should be avoided when storing unstable emul-
sions. Preservatives (e.g., mercuric chloride,
potassium dichromate, and chloroform) [1] can be
used to stabilize certain food substances during stor-
age. To help manage the issue of proper storage con-
ditions for various samples, some laboratories use
color-coded sample cups to ensure each sample is
stored properly.

Mislabeling of samples causes mistaken sample
identification. Samples should be clearly identified by
markings on the sample container in a manner such
that markings will not be removed or damaged during
storage and transport. For example, plastic bags that
are to be stored in ice water should be marked with
water-insoluble ink.

If the sample is an official or legal sample, the
container must be sealed to protect against tampering
and the seal mark easily identified. Official samples
also must include the date of sampling with the name
and signature of the sampling agent. The chain of cus-
tody of such samples must be identified clearly.

5.5 PREPARATION OF SAMPLES

5.5.1 General Size Reduction
Considerations

If the particle size or mass of the sample is too large
for analysis, it must be reduced in bulk or particle
size [1]. To obtain a smaller quantity for analysis, the
sample can be spread on a clean surface and divided

Stream of material

Rotating

=

=

M
Laboratory Remainder
sample of material
5.5 A rotating tube divider for reducing a large

sample (ca. 880 kg) of dry, free flowing material
toalaboratory size sample (ca. 0.2 kg) (Courtesy
of Glen Mills, Inc., Clifton, NJ)

into quarters. The two opposite quarters are com-
bined. If the mass is still too large for analysis, the
process is repeated until an appropriate amount is
obtained. This method can be modified for homoge-
neous liquids by pouring into four containers and
can be automated (Fig. 5.5). The samples are thus
homogenized to ensure negligible differences
between each portion [2].

AOAC International [14] provides details on the
preparation of specific food samples for analysis,
which depends on the nature of the food and the anal-
ysis to be performed. For example, in the case of meat
and meat products [14], it is specified in Method 983.18
that small samples should be avoided, as this results in
significant moisture loss during preparation and sub-
sequent handling. Ground meat samples should be
stored in glass or similar containers, with air- and
watertight lids. Fresh, dried, cured, and smoked meats
are to be bone free and passed three times through a
food chopper with plate openings no more than 3 mm
wide. The sample then should be mixed thoroughly
and analyzed immediately. If immediate analysis is
not possible, samples should be chilled or dried for
short-term and long-term storage, respectively.

A further example of size reduction is the prepara-
tion of solid sugar products for analysis as described
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in AOAC Method 920.175 [14]. The method prescribes
that the sugar should be ground, if necessary, and
mixed to uniformity. Raw sugars should be mixed
thoroughly and rapidly with a spatula. Lumps are to
be broken by a mortar and pestle or by crushing with
a glass or iron rolling pin on a glass plate.

5.5.2 Grinding

5.5.2.1 Introduction

Grinding is important both for sample preparation
prior to analysis and for food ingredient processing.
Various mills are available for reducing particle size to
achieve sample homogenization [17]. To homogenize
moist samples, bowl cutters, meat mincers, tissue
grinders, mortars and pestles, or blenders are used.
However, mortars and pestles and mills are best for
dry samples. Some foods are more easily ground after
drying in a desiccator or vacuum oven. Grinding wet
samples may cause significant losses of moisture and
chemical changes. In contrast, grinding frozen sam-
ples reduces undesirable changes. The grinding pro-
cess should not heat the sample, and therefore the
grinder should not be overloaded because heat will be
produced through friction. For especially heat-sensi-
tive sample, grinders can be cooled with liquid nitro-
gen and then ground samples are stored at
—80 °C. Contact of food with bare metal surfaces
should be avoided if trace metal analysis is to be per-
formed [18].

To break up moist tissues, a number of slicing
devices are available: bowl cutters can be used for fleshy
tubers and leafy vegetables, while meat mincers may be
better suited for fruit, root, and meat [19]. Addition of
sand as an abrasive can provide further subdivision of
moist foods. Blenders are effective in grinding soft and
flexible foods and suspensions. Rotating knives
(25000 rpm) will disintegrate a sample in suspension. In
colloidal mills, a dilute suspension is flowed under
pressure through a gap between slightly serrated or
smooth-surfaced blades until they are disintegrated by
shear. Sonic and supersonic vibrations disperse foods in
suspension and in aqueous and pressurized gas solu-
tion. The Mickle disintegrator sonically shakes suspen-
sions with glass particles, and the sample is
homogenized and centrifuged at the same time [19].
Alternatively, a low shear continuous tissue homoge-
nizer is fast and handles large volumes of sample.

Another alternative is cryogenic grinding or
cryogrinding. This method is ideal for biological sam-
ples and materials that are sensitive to oxygen or tem-
perature. However, most materials are suitable for this
technique. Cryogrinding can be performed manually
with a mortar and pestle after freezing the sample with
liquid nitrogen. The mortar and pestle have to be pre-
chilled with liquid nitrogen before adding the material.
Also, there are several brands of specialized grinding

equipment with an integrated cooling system that per-
form the cryogenic freezing and grinding automatically.

5.5.2.2 Applications for Grinding Equipment
Mills differ according to their mode of action, being
classified as a burr, hammer, impeller, cyclone,
impact, centrifugal, or roller mill [19]. Methods for
grinding dry materials range from a simple pestle and
mortar to power-driven hammer mills. Hammer mills
wear well and they reliably and effectively grind cere-
als and dry foods, while small samples can be finely
ground by ball mills. A ball mill grinds by rotating the
sample in a container that is half filled with ceramic
balls. This impact grinding can take hours or days to
complete. A chilled ball mill can be used to grind fro-
zen foods without predrying and also reduces the like-
lihood of undesirable heat-initiated chemical reactions
occurring during milling [19]. Alternatively, dry mate-
rials can be ground using an ultracentrifugal mill by
beating, impacting, and shearing. The food is fed from
an inlet to a grinding chamber and is reduced in size
by rotors. When the desired particle size is obtained,
the particles are delivered by centrifugal force into a
collection pan [19]. Large quantities can be ground
continuously with a cyclone mill.

5.5.2.3 Determination of Particle Size

Particle size is controlled in certain mills by adjusting
the distance between burrs or blades or by screen
mesh size/number. The mesh number is the number
of square screen openings per linear inch of mesh. The
final particles of dried foods should be 20 mesh for
moisture, total protein, or mineral determinations.
Particles of 40 mesh size are used for extraction assays
such as lipid and carbohydrate estimation.

In addition to reducing particle size for analysis of
samples, it also is important to reduce the particle size
of many food ingredients for use in specific food prod-
ucts. For example, rolled oats for a grain-based snack
bar may have a specified granulation size described as
15% of the oats maximum passes through a #7 US
standard sieve. A higher granulation (i.e., more smaller
particles) would mean more fines and less whole oats
in the finished bar. This would result in higher inci-
dences of snack bar breakage.

There are a variety of methods for measuring par-
ticle size, each suited for different materials. The sim-
plest way to measure particle sizes of dry materials of
less than 50 pm in diameter is by passing the sample
through a series of vertically stacked sieves with
increasing mesh number. As the mesh number
increases, the apertures between the mesh are smaller
and only finer and finer particles pass through subse-
quent sieves (see Table 5.2). Sieve sizes have been spec-
ified for salt, sugar, wheat flour, cornmeal, semolina,
and cocoa. The sieve method is inexpensive and fast,



72

R.O. Morawicki

5.2 US standard mesh with equivalents in
table inches and millimeters
Sieve opening
US standard mesh Inches Millimeters
4 0.1870 4.760
6 0.1320 3.360
7 0.1110 2.830
8 0.0937 2.380
10 0.0787 2.000
12 0.0661 1.680
14 0.0555 1.410
16 0.0469 1.190
18 0.0394 1.000
20 0.0331 0.841
30 0.0232 0.595
40 0.0165 0.400
50 0.0117 0.297
60 0.0098 0.250
70 0.0083 0.210
80 0.0070 0.177
100 0.0059 0.149
120 0.0049 0.125
140 0.0041 0.105
170 0.0035 0.088
200 0.0029 0.074
230 0.0024 0.063
270 0.0021 0.053
325 0.0017 0.044
400 0.0015 0.037

but it is not suitable for emulsions or very fine pow-
ders [20]. A standard in the industry is the W.S. Tyler®
Ro-Tap® Sieve Shaker (Fig. 5.6).

To obtain more accurate size data for smaller par-
ticles (<50 pm), characteristics that correlate to size
are measured, and thus size is measured indirectly
[21]. Surface area and zeta potential (electrical charge
on a particle) are characteristics that are commonly
used. Zeta potential is measured by an electroacous-
tic method whereby particles are oscillated in a high-
frequency electrical field and generate a sound wave
whose amplitude is proportional to the zeta poten-
tial. Optical and electron microscopes are routinely
used to measure particle size. Optical microscopes
are interfaced with video outputs and video-imaging
software to estimate size and shape. The advantage
of the visual approach is that a three-dimensional
size and detailed particle structure can be observed.

A widespread technique to measure particle size
distribution uses a principle known as light scattering
or laser diffraction. When a coherent light source,
such as laser beam, is pointed to a particle, four inter-
actions of the beam with the particle can take place:
reflection, refraction, absorption, and diffraction.
Reflection is the portion of light that is rejected by the
particle. Refraction is the light that goes through trans-
parent or translucent materials and exits the particle

RT-TAP

W.S. Tyler® Ro-Tap® Sieve Shaker (Courtesy of
W.S. Tyler®, Mentor, OH)

5.6

with an unchanged wavelength, at a different angle,
and generally with a lower intensity. Some of the light
can be absorbed by the particle and re-irradiated at a
different frequency, which can display as fluorescence
or heat. The last interaction, diffraction, is the result of
light interacting with the edges of the particle. This
interaction makes the light spread out, or scatter, and
produce wave fronts around the particle that act as sec-
ondary spherical waves. This phenomenon is similar
to Young’s double-slit experiment, which readers can
find in a simple Google search.

The secondary waves generated at the edge of the
particles interact with each other, in some areas con-
structively and others destructively, thus producing
interference patterns that correlate with the particle
size. In general, larger particles scatter light at smaller
angles and with a higher intensity. Smaller particles,
on the other side, scatter light at wider angles and with
less intensity. These scatter patterns can be correlated
with particle size by using mathematical algorithms.

Besides size, shape and optical properties affect
the angle and intensity of the scattered light. When
particles are capable of transmitting light, the refrac-
tive index plays a role in particle size determination.
Therefore, light scattering instruments take advantage
of the refractive index to improve accuracy, especially
for small particles.

A typical laser diffraction particle analyzer has a
sample port, a medium for the sample transport, a
flow cell, a laser beam, a detector, electronics, and
software. The sample is introduced into the port,
which contains some dispersion system to avoid par-
ticle agglomeration. The sample is then carried by a
liquid, for wet samples, or compressed air, for dry
samples, to a flow cell. As the sample goes through
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5.7 Basics of an
figure instrument to
measure particle
size distribution
by light
scattering (laser
diffraction)
(Adapted from
Shimadzu
Corporation -
_—
_—

Laser light source

Flow cell

the flow cell, a laser beam irradiates the sample. This
results in diffraction patterns that after passing
through a condensing lens are projected on a detector
where the diffraction angles and intensities are mea-
sured. This information is then transformed into a
particle size distribution by the instrument electron-
ics and a computer software algorithm (Fig. 5.7).
Results are displayed as frequency distributions with
particle size on the x-axis and frequency on the y-axis.

Determination of particle size by light scattering
has many advantages, such as:

¢ Wide dynamic range—from the nanometer to the
several millimeters range

¢ Suitable for wet and dry materials—such as solid in
liquid suspensions, dry powders, liquid-liquid
emulsions, and pastes

¢ Fast measurement—in the order of seconds

* No calibration needed

¢ Easy to use and interpret results

e Proficient at detecting mixes of large and small
particles

e Technique covered by ISO standard 13320:2009

The most important disadvantages are the
following;:

* Assumption that particles are spherical, which
introduced error in particles that deviates a lot from
sphericity.

¢ Particles agglomeration.

® Results are expressed in volume basis, which gives
more weight to large particles.

® Results cannot be compared with other size deter-
mination methods.
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For particles in the nanoscale range, a widely used
technique for particle analysis is dynamic light scatter-
ing. These instruments determine particle size and even
the molecular weight of large molecules in solution.
This is achieved by measurement of frequency shifts of
light scattered by particles due to Brownian motion.

Understanding of the principles of the instrument
used to obtain size data is vital to appreciate the limita-
tions of each method. For example, data obtained from
the same sample using sieves and light scattering will
differ [21]. Sieves separate particles using square holes,
and therefore they distinguish size in the smallest
dimension, independent of shape. However, light scat-
tering techniques assume that the particle is spherical,
and data are derived from the average of all dimen-
sions. Particle size measurement is useful to maintain
sample quality, but care must be taken in choosing an
appropriate method and interpreting the data.

5.5.3 Enzymatic Inactivation

Food materials often contain enzymes that may
degrade the food components being analyzed. Enzyme
activity therefore must be eliminated or controlled
using methods that depend on the nature of the food.
Heat denaturation to inactivate enzymes and freezer
storage (—20 to —30 C) for limiting enzyme activity are
common methods. However, some enzymes are more
effectively controlled by changing the pH or by salting
out [19]. Oxidative enzymes may be controlled by
adding reducing agents.

5.5.4 Lipid Oxidation Protection

Lipids present particular problems in sample prepara-
tion. High-fat foods are difficult to grind and may
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need to be ground while frozen. Unsaturated lipids are
sensitive to oxidative degradation and should be pro-
tected by storing under nitrogen or vacuum.
Antioxidants may stabilize lipids and may be used if
they do not interfere with the analysis. Light-initiated
photooxidation of unsaturated lipids can be avoided
by controlling storage conditions. In practice, lipids
are more stable when frozen in intact tissues rather
than as extracts [19]. Therefore, ideally, unsaturated
lipids should be extracted just prior to analysis. Low-
temperature storage is generally recommended to pro-
tect most foods.

5.5.5 Microbial Growth and Contamination

Microorganisms are present in almost all foods and
can alter the sample composition. Likewise, microor-
ganisms are present on all but sterilized surfaces, so
sample cross-contamination can occur if samples are
not handled carefully. The former is always a problem
and the latter is particularly important in samples for
microbiological examination. Freezing, drying, and
chemical preservatives are effective controls and often
a combination of these is used. The preservation meth-
ods used are determined by the probability of contam-
ination, the storage conditions, storage time, and the
analysis to be performed [19].

5.6 SUMMARY

Food quality is monitored at various processing stages
but 100 % inspection is rarely possible or even desir-
able. To ensure a representative sample of the popula-
tion is obtained for analysis, sampling and sample
reduction methods must be developed and imple-
mented. The selection of the sampling procedure is
determined by the purpose of the inspection, the
nature of the population and product, and the test
method. Increasing the sample size will generally
increase the reliability of the analytical results, and
using t-test techniques will optimize the sample size
necessary to obtain reliable data. Multiple sampling
techniques also can be used to minimize the number of
samples to be analyzed. Sampling is a vital process, as
it is often the most variable step in the entire analytical
procedure.

Sampling may be for attributes or variables.
Attributes are monitored for their presence or absence,
whereas variables are quantified on a continuous
scale. Sampling plans are developed for either attri-
butes or variables and may be single, double, or mul-
tiple. Multiple sampling plans reduce costs by rejecting
low-quality lots or accepting high-quality lots quickly,
while intermediate-quality lots require further sam-
pling. There is no sampling plan that is risk-free. The
consumer risk is the probability of accepting a poor-

quality product, while the vendor risk is the probabil-
ity of rejecting an acceptable product. An acceptable
probability of risk depends on the seriousness of a
negative consequence.

Sampling plans are determined by whether the
population is homogeneous or heterogeneous.
Although sampling from a homogeneous population
is simple, it rarely is found in practical industrial situ-
ations. Sampling from heterogeneous populations is
most common, and suitable sampling plans must be
used to obtain a representative sample. Sampling
methods may be manual or continuous. Ideally, the
sampling method should be statistically sound.
However, nonprobability sampling is sometimes
unavoidable, even though there is not an equal prob-
ability that each member of the population will be
selected due to the bias of the person sampling.
Probability sampling is preferred because it ensures
random sampling and is a statistically sound method
that allows calculation of sampling error and the prob-
ability of any item of the population being included in
the sample.

Each sample must be clearly marked for identifi-
cation and preserved during storage until completion
of the analysis. Official and legal samples must be
sealed and a chain of custody maintained and identi-
fied. Often, only a portion of the sample is used for
analysis and sample size reduction must ensure that
the portion analyzed is representative of both the sam-
ple and population. Sample preparation and storage
should account for factors that may cause sample
changes. Samples can be preserved by limiting enzyme
activity, preventing lipid oxidation, and inhibiting
microbial growth/contamination.

5.7 STUDY QUESTIONS

1. As part of your job as supervisor in a quality
assurance laboratory, you need to give a new
employee instruction regarding choosing a
sampling plan. Which general factors would
you discuss with thenew employee? Distinguish
between sampling for attributes vs. sampling
for variables. Differentiate the three basic sam-
pling plans and the risks associated with select-
ing a plan.

2. Your supervisor wants you to develop and
implement a multiple sampling plan. What
would you take into account to define the
acceptance and rejection lines? Why?

3. Distinguish probability sampling from non-
probability sampling. Which is preferable and
why?

4. (a) Identify a piece of equipment that would be
useful in collecting a representative sample for
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analysis. Describe precautions to be taken to
ensure that a representative sample is taken and
a suitable food product that could be sampled
with this device. (b) Identify a piece of equip-
ment that would be useful for preparing a sam-
ple for analysis. What precautions should be
taken to ensure that the sample composition is
not changed during preparation?

5. For each of the problems identified below that
can be associated with collection and prepara-
tion of samples for analysis, state one solution
for how the problem can be overcome:

(a) Sample bias

(b) Change in composition during storage of
sample prior to analysis

(c¢) Metal contamination in grinding

(d) Microbial growth during storage of product
prior to analysis

6. The instructions you are following for cereal
protein analysis specify grinding a cereal sam-
ple to 10 mesh before you remove protein by a
series of solvent extractions:

(a) What does 10 mesh mean?

(b) Would you question the use of a 10-mesh
screen for this analysis? Provide reasons for
your answer.

7. You are to collect and prepare a sample of cereal
produced by your company for the analyses
required to create a standard nutritional label.
Your product is considered “low fat” and “high
fiber” (see information on nutrient claims and
FDA compliance procedures in Chap. 3). What
kind of sampling plan will you use? Will you do
attribute or variable sampling? What are the
risks associated with sampling in your specific
case? Would you use probability or nonproba-
bility sampling, and which specific type would
you choose? What specific problems would you
anticipate in sample collection, storage, and
preparation? How would you avoid or mini-
mize each of these problems?
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6.1 INTRODUCTION

Spectroscopy deals with the production, measurement,
and interpretation of spectra arising from the interac-
tion of electromagnetic radiation with matter. There are
many different spectroscopic methods available for
solving a wide range of analytical problems. The
methods differ with respect to the species to be ana-
lyzed (such as molecular or atomic spectroscopy), the
type of radiation-matter interaction to be monitored
(such as absorption, emission, or diffraction), and the
region of the electromagnetic spectrum used in the
analysis. Spectroscopic methods are very informative
and widely used for both quantitative and qualitative
analyses. Spectroscopic methods based on the absorp-
tion or emission of radiation in the ultraviolet (UV),
visible (Vis), infrared (IR), and radio (nuclear magnetic
resonance, NMR) frequency ranges are most com-
monly encountered in traditional food analysis labo-
ratories. Each of these methods is distinct in that it
monitors different types of molecular or atomic tran-
sitions. The basis of these transitions is explained in
the sections below.

6.2 LIGHT

6.2.1 Properties

Light may be thought of as particles of energy that
move through space with wavelike properties. This
image of light suggests that the energy associated
with a ray of light is not distributed continuously
through space along the wave’s associated electric
and magnetic fields but rather that it is concentrated
in discrete packets. Light is therefore said to have a
dual nature: particulate and wavelike. Phenomena
associated with light propagation, such as interfer-
ence, diffraction, and refraction, are most easily
explained using the wave theory of electromagnetic
radiation. However, the interaction of light with mat-
ter, which is the basis of absorption and emission
spectroscopy, may be best understood in terms of the
particulate nature of light. Light is not unique in pos-
sessing both wavelike and particulate properties. For
example, fundamental particles of matter, such as
electrons, protons, and neutrons, are known to exhibit
wavelike behavior.

The wave properties of electromagnetic radia-
tion are described in terms of the wave’s frequency,
wavelength, and amplitude. A graphical representa-
tion of a plane-polarized electromagnetic wave is
given in Fig. 6.1. The wave is plane polarized in that
the oscillating electric and magnetic fields making up

the wave are each limited to a single plane. The fre-
quency (v, the lower case Greek letter nu) of a wave is
defined as the number of oscillations the wave will
make at a given point per second. This is the recipro-
cal of the period (p) of a wave, which is the time in
seconds required for successive maxima of the wave
to pass a fixed point. The wavelength (L) represents
the distance between successive maxima on any
given wave. The units used in reporting wavelengths
will depend on the region of electromagnetic radia-
tion used in the analysis. Spectroscopic data some-
times are reported with respect to wave numbers (7 ),
which are reciprocal wavelengths in units of cm™.
Wave numbers are encountered most often in IR
spectroscopy. The velocity of propagation (v;) of an elec-
tromagnetic wave, in units of distance per second, in
any given medium “i” can be calculated by taking
the product of the frequency of the wave, in cycles
per second, and its wavelength in that particular
medium:

(6.1)

where:

v; = velocity of propagation in medium i
v = frequency (of associated wave)
A = wavelength in medium 7

The frequency of an electromagnetic wave is deter-
mined by the source of the radiation, and it remains
constant as the wave traverses different media.
However, the velocity of propagation of a wave will
vary slightly depending on the medium through which
the light is propagated. The wavelength of the radiation
will change in proportion to changes in wave velocity
as defined by Eq. 6.1. The amplitude of the wave (A) repre-
sents the magnitude of the electric vector at the wave
maxima. The radiant power (P) and radiant intensity (I) of

Electric field (E)

-t

Amplitude (A)

i » direction of
ropogation
= propag

-
Magnetic field (B)

Representation of plane-polarized electromag-
netic radiation propagating along the x-axis.
The electric and magnetic fields are in phase,
perpendicular to each other and to the
direction of propagation
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a beam of radiation are proportional to the square of the
amplitude of the associated waves making up that radi-
ation. Figure 6.1 indicates that electromagnetic waves
are composed of oscillating magnetic and electric fields,
the two of which are mutually perpendicular, in phase
with each other, and perpendicular to the direction of
wave propagation. As drawn, the waves represent
changes in the respective field strengths with time at a
fixed location or changes in the respective field strengths
over distance at a fixed time. The electrical and mag-
netic components of the waves are represented as a
series of vectors whose lengths are proportional to the
magnitude of the respective field. It is the oscillating
electric field that is of most significance to spectroscopic
phenomena such as absorption, transmission, and
refraction. However, a purely electric field, without its
associated magnetic field, is impossible.

6.2.2 Terminology

The propagation of electromagnetic waves is often
described in terms of wave fronts or trains of waves
(Fig. 6.2). A wave front represents the locus of a set of
points, all of which are in phase. For a point source of
light, a concentric ring that passes through the maxima
of adjacent light rays will represent a wave front. The
entire ring need not be drawn in all cases, such that
wave fronts may represent planes of light in cases
where the observation is sufficiently removed from the
point source that the curved surface appears planar.
Wave fronts are most typically drawn by connecting
maxima, minima, or both for adjacent rays. If maxima
are used for depicting wave fronts, then each of the
wave fronts will be separated by one wavelength. A
train of waves, or wave train, refers to a series of wave
fronts, all of which are in phase, that is, each individ-
ual wave will have a maximum amplitude at the same
location in space. A wave train also may be repre-
sented by a series of light rays. Rays of light are used

Rays

Rays

Yvy

Wavefronts Wavefronts
Wavetrain
6 2 Wave fronts, wave trains, and rays (From

Hugh D. Young, University Physics (8th. Ed.)
(p- 947), © 1992 by Addison-Wesley, Reading,
MA. Courtesy of the publisher)

generally with reference to the corpuscular nature of
light, representing the path of photons. A wave train
would indicate that a series of photons, all in phase,
followed the same path.

6.2.3 Interference

Interference is the term used to describe the observation
that when two or more wave trains cross one another,
they result in an instantaneous wave, at the point of
intersection, whose amplitude is the algebraic sum of
the amplitudes of the individual waves at the point of
intersection. The law describing this wave behavior is
known as the principle of superposition. Superposition of
sinusoidal waves is illustrated in Fig. 6.3. Note that in
all cases, the effective amplitude of the perceived wave
at the point in question is the combined effect of each of
the waves that crosses that point at any given instant.
In spectroscopy, the amplitude of most general interest
is that corresponding to the magnitude of the resulting
electric field intensity. Maximum constructive interference
of two waves occurs when the waves are completely in
phase (i.e.,, the maxima of one wave align with the
maxima of the other wave), while maximum destructive
interference occurs when waves are 180° out of phase
(the maxima of one wave align with the minima of the
other wave). This concept of interference is fundamen-
tal to the interpretation of diffraction data, which repre-
sents a specialized segment of qualitative spectroscopy.
Interference phenomena also are widely used in the
design of spectroscopic instruments that require the
dispersion or selection of radiation, such as those
instruments employing grating monochromators or
interference filters, as described in Chap. 7.
Interference phenomena are best rationalized by
considering the wavelike nature of light. However,

Maximum
Constructive

Interference /\ /\
" \_/ \/

observed wave

(amplitude = 2A)

s

+

waves of amplitude A

b S

Interference ,\ /\
- g \_/ \/
observed wave
waves of amplitude A Maximum (amplitude = 1.4A)
C Destructive
Interferance
+ >

observed wave
{amplitude = 0)

waves of amplitude A

6.3

Interference of identical waves that are (a)
in phase, (b) 90° out of phase, and (c) 180°
out of phase
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6.1

table Properties of light

Symbols/terms Relationship

Frequently used units

2 = wavelength v =vi

(vi = ¢ in a vacuum)

nm (nanometers, 10 m)
A (Angstrom units, 10-10 m)

pm (microns, 1076 m)
mp (millimicrons, 10-% m)

v = frequency
¢ = speed of light

0 = wave number
p=1/v s

E=h
= he/2

p = period
E = energy

Hz (hertz, 1 Hz=1 oscillation per second)
2.9979x 108 m s~' in vacuum

=1/ cm™!
kK (kilokayser, 1 kk=1,000 cm~')

J(1J=1kg m?s7?
cal (calorie, 1 cal=4.184))

=hcv erg (1 erg=10"7))
eV (1 eV=1.6022x10""7))

h = Planck’s constant
P = radiant power Amount of energy striking a

given unit area per unit time

6.6262x103%4 ] s
(Joules) (m?)-"(s)""

phenomena such as the absorption and emission of
radiation are more easily understood by considering
the particulate nature of light. The particles of energy
that move through space with wavelike properties are
called photons. The energy of a photon can be defined
in terms of the frequency of the wave with which it is
associated (Eq. 6.2):

E=hv (6.2)

where:

E = energy of a photon
h = Planck’s constant
v = frequency (of associated wave)

This relationship indicates that the photons mak-
ing up monochromatic light, which is electromagnetic
radiation composed of waves having a single fre-
quency and wavelength, are all of equivalent energy.
Furthermore, just as the frequency of a wave is a con-
stant determined by the radiation source, the energy of
associated photons also will be unchanging. The
brightness of a beam of monochromatic light, when
expressed in terms of the particulate nature of light,
will be the product of the photon flux and the energy
per photon. The photon flux refers to the number of
photons flowing across a unit area perpendicular to
the beam per unit time. It follows that to change the
brightness of a beam of monochromatic light will
require a change in the photon flux. In spectroscopy,
the term brightness is generally not used, but rather
one refers to the radiant power (P) or the radiant inten-
sity (I) of a beam of light. Radiant power and radiant
intensity often are used synonymously when referring
to the amount of radiant energy striking a given area

per unit time. In terms of International System of Units
(SI) (time, seconds; area, meters; energy, joules), radi-
ant power equals the number of joules of radiant
energy impinging on a 1 m? area of detector per sec-
ond. The basic interrelationships of light-related prop-
erties and a general scheme of the electromagnetic
spectrum are presented in Table 6.1 and Fig. 64,
respectively.

6.3 ENERGY STATES OF MATTER

6.3.1 Quantum Nature of Matter

The energy content of matter is quantized.
Consequently, the potential or internal energy content
of an atom or molecule does not vary in a continuous
manner but rather in a series of discrete steps. Atoms
and molecules, under normal conditions, exist pre-
dominantly in the ground state, which is the state of
lowest energy. Ground-state atoms and molecules can
gain energy, in which case they will be elevated to one
of their higher energy states, referred to as excited
states. The quantum nature of atoms and molecules
puts limitations on the energy levels that are available
to these species. Consequently, there will be specific
“allowed” internal enerqy levels for each atomic or
molecular species. Internal energy levels not corre-
sponding to an allowed value for that particular spe-
cies are unattainable. The set of available energy levels
for any given atom or molecule will be distinct for that
species. Similarly, the potential energy spacings
between allowed internal energy levels will be charac-
teristic of a species. Therefore, the set of potential
energy spacings for a species may be used qualita-
tively as a distinct fingerprint. Qualitative absorption
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Frequency (v)

Wavelength (\) in waves Energy (E=hv)
in meters per second kilocalories/mole
A
cosmic rays 3x 102 10% 10'?
gamma rays 3x 10" 10" 10"
3x107"° 10" 10"
380 nm — e X-rays 3%10° 10"7 10°
450 nm —Jbiue 3x10° 10" 108
500 nm — blue green ultraviolet ;
3x107 10" 107
550 nm — green . ” .
600 nm —yellow . 3x10 10 10
near infrared 5 13 5
650 nm — orgnge 3x10 10 10
re i
720 nm — far infrared 3x10% 1012 104
3x107° 10" 10°
_ 3x 107 10" 10°
microwaves 3% 10" 10° 10"
police radio 0 8 0
EM radio 3x10 107 1Cl-1
TV broadcast 3x 10’ 10 10
3x 102 10° 107
AM radio 3x10° 105 10°
3x 10 10° 10"
y
WAVE QUANTUM

figure subsidiary of Sundstrand Corporation)

and emission spectroscopy make use of this phenom-
enon in that these techniques attempt to determine an
unknown compound’s relative energy spacings by
measuring transitions between allowed energy levels.

6.3.2 Electronic, Vibrational, and Rotational
Energy Levels

The relative potential energy of an atom or molecule
corresponds to the energy difference between the
energy state in which the species exists and that of the
ground state. Figure 6.5 is a partial molecular energy-
level diagram depicting potential energy levels for an
organic molecule. The lowest energy state in the fig-
ure, bottom line in bold, represents the ground state.
There are three electronic energy states depicted, each
with its corresponding vibrational and rotational
energy levels. Each of the electronic states corre-
sponds to a given electron orbital. Electrons in different
orbitals are of different potential energy. When an
electron changes orbitals, such as when absorbing or
emitting a photon of appropriate energy, it is termed
an electronic transition since it is the electron that is

The electromagnetic spectrum (From Milton [1], p. 3. Courtesy of Milton Roy Company, Rochester, NY, a

changing energy levels. However, any change in the
potential energy of an electron will, by necessity,
result in a corresponding change in the potential
energy of the atom or molecule that the electron is
associated with.

Atoms are like molecules in that only specific
energy levels are allowed for atomic electrons.
Consequently, an energy-level diagram of an atom
would consist of a series of electronic energy levels. In
contrast to molecules, the electronic energy levels of
atoms have no corresponding vibrational and rota-
tional levels and, hence, may appear less complicated.
Atomic energy levels correspond to allowed electron
shells (orbits) and corresponding subshells (i.e., 1s, 2s,
2p, etc.). The magnitude of the energy difference
between the ground state and first excited states for
valence electrons of atoms and bonding electrons of
molecules is generally of the same range as the energy
content of photons associated with UV and Vis
radiation.

The wider lines within each electronic state of
Fig. 6.5 depict the species’ vibrational energy levels. The
atoms that comprise a molecule are in constant motion,
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vibrating in many ways. However, in all cases the
energy associated with this vibrational motion corre-
sponds to defined quantized energy levels. The energy
differences between neighboring vibrational energy
levels are much smaller than those between adjacent
electronic energy levels. Therefore, it is common to
consider that several vibrational energy levels are
superimposed on each of the molecular electronic
energy levels. Energy differences between allowed
vibrational energy levels are of the same magnitude as
the energy of photons associated with radiation in the

IR region. Vibrational energy levels would not be
superimposed on an atomic potential energy-level
diagram since this vibrational motion does not exist in
a single atom. In this respect, the potential energy dia-
gram for an atom is less complex than that for a mole-
cule, the atomic energy-level diagram having fewer
energy levels.

The potential energy of a molecule also is quan-
tized in terms of the energy associated with the rota-
tion of the molecule about its center of gravity. These
rotational energy levels are yet more closely spaced than
the corresponding vibrational levels, as depicted by
the narrow lines within each electronic state shown in
Fig. 6.5. Hence, it is customary to consider several
rotational energy levels superimposed on each of the
permitted vibrational energy levels. The energy spac-
ings between rotational energy levels are of the same
magnitude as the energy associated with photons of
microwave radiation. Microwave spectroscopy is not
commonly used in food analysis laboratories; how-
ever, the presence of these different energy levels will
impact the spectrum observed in other forms of spec-
troscopy, as will be discussed later. Similar to the situ-
ation of vibrational energy levels, rotational energy
levels are not of consequence to atomic spectroscopy.

In summation, the internal energy of an atom is
described in terms of its electronic energy levels, while
the internal energy of a molecule is dependent on its
electronic, vibrational, and rotational energies. The alge-
braic form of these statements follows:

E 6.3)

atom E electronic

E =E + Evibrational +E (64)

molecule electronic rotational

The spectroscopist makes use of the fact that each of
these associated energies is quantized and that differ-
ent species will have somewhat different energy
spacings.

6.3.3 Nuclear Energy Levels in Applied
Magnetic Fields

NMR spectroscopy makes use of yet another type of
quantized energy level. The energy levels of impor-
tance to NMR spectroscopy differ with respect to those
described above in that they are relevant only in the
presence of an applied external magnetic field. The basis
for the observed energy levels may be rationalized by
considering that the nuclei of some atoms behave as
tiny bar magnets. Hence, when the atoms are placed
in a magnetic field, their nuclear magnetic moment
will have a preferred orientation, just as a bar magnet
would behave. The NMR-sensitive nuclei of general
relevance to the food analyst have two permissible
orientations. The energy difference between these
allowed orientations depends on the effective magnetic
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field strength that the nuclei experience. The effective
magnetic field strength will itself depend on the
strength of the applied magnetic field and the chemi-
cal environment surrounding the nuclei in question.
The applied magnetic field strength will be set by the
spectroscopist, and it is essentially equivalent for each
of the nuclei in the applied field. Hence, differences in
energy spacings of NMR-sensitive nuclei will depend
solely on the identity of the nucleus and its environ-
ment. In general, the energy spacings between permis-
sible nuclear orientations, under usable external
magnetic field strengths, are of the same magnitude as
the energy associated with radiation in the radio fre-
quency range.

6.4 ENERGY-LEVEL TRANSITIONS
IN SPECTROSCOPY

6.4.1 Absorption of Radiation

The absorption of radiation by an atom or molecule is
that process in which energy from a photon of electro-
magnetic radiation is transferred to the absorbing spe-
cies. When an atom or molecule absorbs a photon of
light, its internal energy increases by an amount equiv-
alent to the amount of energy in that particular pho-
ton. Therefore, in the process of absorption, the species
goes from a lower energy state to a more excited state.
In most cases, the species is in the ground state prior to
absorption. Since the absorption process may be con-
sidered quantitative (i.e., all of the photon’s energy is
transferred to the absorbing species), the photon being
absorbed must have an energy content that exactly
matches the energy difference between the energy lev-
els across which the transition occurs. This must be the
case due to the quantized energy levels of matter, as
discussed previously. Consequently, if one plots pho-
ton energy versus the relative absorbance of radiation
uniquely composed of photons of that energy, one
observes a characteristic absorption spectrum, the shape
of which is determined by the relative absorptivity of
photons of different energy. The absorptivity of a com-
pound is a wavelength-dependent proportionality
constant that relates the absorbing species concentra-
tion to its experimentally measured absorbance under
defined conditions. A representative absorption spec-
trum covering a portion of the UV radiation range is
presented in Fig. 6.6. The independent variable of an
absorption spectrum is most commonly expressed in
terms of the wave properties (wavelength, frequency,
or wave numbers) of the radiation, as in Fig. 6.6, rather
than the energy of the associated photons.

Various molecular transitions resulting from the
absorption of photons of different energy are shown
schematically in Fig. 6.7. The transitions depicted rep-
resent those that may be induced by absorption of UV,
Vis, IR, and microwave radiation. The figure also
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including electronic, vibrational, and
rotational transitions

includes transitions in which the molecule is excited
from the ground state to an exited electronic state with
a simultaneous change in its vibrational or rotational
energy levels. Although not shown in the figure, the
absorption of a photon of appropriate energy also may
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table

Wavelength regions, spectroscopic methods, and associated transitions

Wavelength region  Wavelength limits ~ Type of spectroscopy

Types of transitions in chemical

Usual wavelength range  systems with similar energies

Gamma rays 0.01-1 A Emission
X-rays 0.1-10 nm Absorption, emission,
fluorescence, and
diffraction
Ultraviolet 10-380 nm Absorption, emission,
and fluorescence
Visible 380-750 nm Absorption, emission,
and fluorescence
Infrared 0.075-1000 pm  Absorption
Microwave 0.1-100 cm Absorption
Electron spin
resonance
Radio wave 1-1000 m Nuclear magnetic

resonance

<0.1 A Nuclear proton/neutron
arrangements

0.1-100 A Inner-shell electrons

180-380 nm Outer-shell electrons in atoms,
bonding electrons in
molecules

380-750 nm Same as ultraviolet

0.78-300 pm Vibrational position of atoms in
molecular bonds

0.75-3.75 mm Rotational position in molecules

3cm Orientation of unpaired
electrons in an applied
magnetic field

0.6-10m Orientation of nuclei in an

applied magnetic field

cause simultaneous changes in electronic, vibrational,
and rotational energy levels. The ability of molecules
to have simultaneous transitions between the different
energy levels tends to broaden the peaks in the UV-Vis
absorption spectrum of molecules relative to those
peaks observed in the absorption spectrum of atoms.
This would be expected when one considers that
vibrational and rotational energy levels are absent in
an atomic energy-level diagram. The depicted transi-
tions between vibrational energy levels, without asso-
ciated electronic transitions, are induced by radiation
in the IR region. Independent transitions between
allowed rotational energy levels also are depicted,
these resulting from the absorption of photons of
microwave radiation. A summary of transitions rele-
vant to atomic and molecular absorption spectroscopy,
including corresponding wavelength regions, is pre-
sented in Table 6.2.

6.4.2 Emission of Radiation

Emission is essentially the reverse of the absorption
process, occurring when energy from an atom or mol-
ecule is released in the form of a photon of radiation.
A molecule raised to an excited state will typically
remain in the excited state for a very short period of
time before relaxing back to the ground state. There
are several relaxation processes through which an
excited molecule may dissipate energy. The most
common relaxation process is for the excited molecule
to dissipate its energy through a series of small steps
brought on by collisions with other molecules. The

energy is thus converted to kinetic energy, the net
result being the dissipation of the energy as heat.
Under normal conditions, the dissipated heat is not
enough to measurably affect the system. In some
cases, molecules excited by the absorption of UV or
Vis light will lose a portion of their excess energy
through the emission of a photon. This emission pro-
cess is referred to as either fluorescence or phosphores-
cence, depending on the nature of the excited state. In
molecular fluorescence spectroscopy, the photons
emitted from the excited species generally will be of
lower energy and longer wavelength than the corre-
sponding photons that were absorbed in the excita-
tion process. The reason is that, in most cases, only a
fraction of the energy difference between the excited
and ground states is lost in the emission process. The
other fraction of the excess energy is dissipated as
heat during vibrational relaxation. This process is
depicted in Fig. 6.8, which illustrates that the excited
species undergoes vibrational relaxation down to the
lowest vibrational energy level within the excited
electronic state, and then undergoes a transition to the
ground electronic state through the emission of a pho-
ton. The photon emitted will have an energy that
equals the energy difference between the lowest
vibrational level of the excited electronic state and the
ground electronic state level it descends to. The fluo-
rescing molecule may descend to any of the vibra-
tional levels within the ground electronic state. If the
fluorescence transition is to an excited vibrational
level within the ground electronic state, then it will
quickly return to the ground state (lowest energy
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level) via vibrational relaxation. In yet other cases, an
excited species may be of sufficient energy to initiate
some type of photochemistry that ultimately leads to
a decrease in the system’s potential energy. In all
cases, the relaxation process is driven by the tendency
for a species to exist at its lowest permissible internal
energy level. The relaxation process that dominates a
system will be the one that minimizes the lifetime of
the excited state. Under normal conditions, the relax-
ation process is so rapid that the population of mole-
cules in the ground state is essentially unchanged.

6.4.3 Population of Energy Levels

The preceding text discussed the existence and quan-
tum nature of molecular, atomic, and nuclear energy
levels. It is now relevant to ask how a population of
particles is likely to be distributed among their permis-
sible energy levels, i.e., the relative population of the
different energy levels. This is important to consider
because the intensity of the signal generated in a spec-
troscopic method is a function of the number of parti-
cles in the energy level corresponding to the origin of
the signal. For example, when doing traditional molec-
ular absorption spectroscopy, one is measuring the
excitation of molecules in the ground state (Chap. 7);
when doing atomic emission spectroscopy, one is mea-
suring photons emitted by atoms in an excited state
(Chap. 9). In the former case, the observed signal will
be a function of the number of molecules in the ground
state; in the latter case the signal will be a function of

the number of molecules in the appropriate excited
state. For a given collection of particles, the relative
population of the different energy levels is described
by the Boltzmann distribution. The Boltzmann distribu-
tion is a probability distribution or frequency distribu-
tion; when applied to a group of particles, it describes
the average number of particles to be found in the dif-
ferent energy levels available to those particles (assum-
ing the system is in thermal equilibrium). The
Boltzmann distribution law may be expressed as
follows:

(P' / P) — o (BB (6.5)

where:

p’ = probability of finding particle in energy
level E'

p = probability of finding particle in energy
level E

E’= energy corresponding higher energy level

E = energy corresponding to lower energy level

k = Boltzmann constant

T = absolute temperature

The equation indicates that the fraction of mole-
cules in the higher energy state (E’) decreases expo-
nentially with increasing AE (i.e., E'=E). In UV-Vis
spectroscopy, the vast majority of the molecules are in
the ground state since the energy difference between
the ground state and the first excited state is rela-
tively large. In nuclear magnetic resonance spectros-
copy, the populations in the two energy states are
nearly identical due to the relatively small energy dif-
ference between the lower and higher energy states
(the lower energy state being slightly more popu-
lated). These relationships are consistent with UV-Vis
spectroscopy being significantly more sensitive than
nuclear magnetic resonance spectroscopy. The equa-
tion also illustrates that increasing the temperature of
a system will increase the fraction of molecules in the
higher energy state. This is relevant to atomic emis-
sion spectroscopy where molecules in the excited
state are emitting the detected signal. At room tem-
perature there are insufficient neutral atoms in the
excited state to do atomic emission spectroscopy.
However, as one continues to raise the temperature of
the analyte mixture, the fraction of atoms in the
excited state increases to the point that atomic emis-
sion spectroscopy becomes feasible.

6.5 SUMMARY

Spectroscopy deals with the interaction of electromag-
netic radiation with matter. Spectrochemical analysis,
a branch of spectroscopy, encompasses a wide range of
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techniques used in analytical laboratories for the qual-
itative and quantitative analysis of the chemical com-
position of foods. Common spectrochemical analysis
methods include UV, Vis, and IR absorption spectros-
copy, molecular fluorescence spectroscopy, and NMR
spectroscopy. In each of these methods, the analyst
attempts to measure the amount of radiation either
absorbed or emitted by the analyte. All of these meth-
ods make use of the facts that the energy content of
matter is quantized and that photons of radiation may
be absorbed or emitted by matter if the energy associ-
ated with the photon equals the energy difference for
allowed transitions of that given species. The above
methods differ from each other with respect to the
radiation wavelengths used in the analysis or the
molecular vs. atomic nature of the analyte.

6.6 STUDY QUESTIONS

1. Which phenomena associated with light are
most readily explained by considering the wave
nature of light? Explain these phenomena based
on your understanding of interference.

2. Which phenomena associated with light are
most readily explained by considering the par-
ticulate nature of light? Explain these phenom-
ena based on your understanding of the
quantum nature of electromagnetic radiation.

3. What does it mean to say that the energy con-
tent of matter is quantized?

4. Molecular absorption of radiation in the UV-Vis
range results in transitions between what types
of energy levels?

5. Molecular absorption of radiation in the IR
range results in transitions between what types
of energy levels?

6. Why is an applied magnetic field necessary for
NMR spectroscopy?

7. How do the allowed energy levels of molecules
differ from those of atoms? Answer with respect
to the energy-level diagram depicted in Fig. 6.5.

8. In fluorescence spectroscopy, why is the wave-
length of the emitted radiation longer than the
wavelength of the radiation used for excitation
of the analyte?
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7.1 INTRODUCTION

Spectroscopy in the ultraviolet-visible (UV-Vis) range
is one of the most commonly encountered laboratory
techniques in food analysis. Diverse examples, such
as the quantification of macrocomponents (total car-
bohydrate by the phenol-sulfuric acid method), quan-
tification of microcomponents (thiamine by the
thiochrome fluorometric procedure), estimates of ran-
cidity (lipid oxidation status by the thiobarbituric acid
test), and surveillance testing (enzyme-linked immu-
noassays), are presented in this text. In each of these
cases, the analytical signal for which the assay is
based is either the emission or absorption of radiation
in the UV-Vis range. This signal may be inherent in
the analyte, such as the absorbance of radiation in the
visible range by pigments, or a result of a chemical
reaction involving the analyte, such as the colorimet-
ric copper-based Lowry method for the analysis of
soluble protein.

Electromagnetic radiation in the UV-Vis portion
of the spectrum ranges in wavelength from approxi-
mately 200-700 nm. The accessible UV range for
common laboratory analyses runs from 200 to 350 nm
and the Vis range from 350 to 700 nm (Table 7.1). The
UV range is colorless to the human eye, while differ-
ent wavelengths in the visible range each have a
characteristic color, ranging from violet at the short
wavelength end of the spectrum to red at the long
wavelength end of the spectrum. Spectroscopy utiliz-
ing radiation in the UV-Vis range may be divided
into two general categories, absorbance and fluores-
cence spectroscopies, based on the type of radiation-

7.1

fable Spectrum of visible radiation

Wavelength (nm)  Color Complementary hue?

<380 Ultraviolet

380-420 Violet Yellow-green
420-440 Violet-blue Yellow
440-470 Blue Orange
470-500 Blue-green Red
500-520 Green Purple
520-550 Yellow-green Violet
550-580 Yellow Violet-blue
580-620 Orange Blue
620-680 Red Blue-green
680-780 Purple Green
>780 Near infrared

*Complementary hue refers to the color observed for a solu-
tion that shows maximum absorbance at the designated wave-
length assuming a continuous spectrum “white” light source

matter interaction that is being monitored. Each of
these two types of spectroscopy may be subdivided
further into qualitative and quantitative techniques.
In general, quantitative absorption spectroscopy is
the most common of the subdivisions within UV-Vis
spectroscopy.

7.2 ULTRAVIOLET AND VISIBLE
ABSORPTION SPECTROSCOPY

7.2.1 Basis of Quantitative Absorption
Spectroscopy

The objective of quantitative absorption spectros-
copy is to determine the concentration of analyte in
a given sample solution. The determination is
based on the measurement of the amount of light
absorbed from a reference beam as it passes
through the sample solution. In some cases the
analyte may naturally absorb radiation in the
UV-Vis range, such that the chemical nature of the
analyte is not modified during the analysis. In
other cases analytes that do not absorb radiation in
the UV-Vis range are chemically modified during
the analysis, converting them to a species that
absorbs radiation of the appropriate wavelength.
In either case the presence of analyte in the solu-
tion will affect the amount of radiation transmitted
through the solution, and, hence, the relative trans-
mittance or absorbance of the solution may be used
as an index of analyte concentration.

In actual practice, the solution to be analyzed is
contained in an absorption cell and placed in the
path of radiation of a selected wavelength(s). The
amount of radiation passing through the sample is
then measured relative to a reference sample. The
relative amount of light passing through the sample
is then used to estimate the analyte concentration.
The process of absorption may be depicted as in
Fig. 7.1. The radiation incident on the absorption
cell, Py, will have significantly greater radiant power
than the radiation exiting the opposite side of the
cell, P. The decrease in radiant power as the beam
passes through the solution is due to the capture
(absorption) of photons by the absorbing species.
The relationship between the power of the incident
and exiting beams typically is expressed in terms of
either the transmittance or the absorbance of the
solution. The transmittance (T) of a solution is
defined as the ratio of P to P, as given in Eq. 7.1.
Transmittance also may be expressed as a percent-
age as given in Eq. 7.2.

T=P/P, 7.1)
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Attenuation of a beam of radiation as it passes
through a cuvette containing an absorbing
solution

%T =(P / P,)x100 (7.2)

where:

T = transmittance
Py = radiant power of beam incident on absorp-
tion cell
P = radiant power of beam exiting the absorp-
tion cell
%T = percent transmittance

The terms T and %T are intuitively appealing, as
they express the fraction of the incident light absorbed
by the solution. However, T and %T are not directly
proportional to the concentration of the absorbing
analyte in the sample solution. The nonlinear relation-
ship between transmittance and concentration is an
inconvenience since analysts are generally interested
in analyte concentrations. A second term used to
describe the relationship between P and P, is absor-
bance (A). Absorbance is defined with respect to T as
shown in Eq. 7.3.

A=log(P,/P)=-logT =2-log%T  (7.3)

where:

A = absorbance
T and %T = as in Egs. 7.1 and 7.2, respectively

Absorbance is a convenient expression in that,
under appropriate conditions, it is directly propor-
tional to the concentration of the absorbing species in
the solution. Note that based on these definitions for A
and T, the absorbance of a solution is not simply unity
minus the transmittance. In quantitative spectroscopy,
the fraction of the incident beam that is not transmit-
ted does not equal the solution’s absorbance (A).

The relationship between the absorbance of a
solution and the concentration of the absorbing spe-
cies is known as Beer’s law (Eq. 7.4).

A =abc (7.4)

where:

A = absorbance

¢ = concentration of absorbing species
b = pathlength through solution (cm)
a = absorptivity

There are no units associated with absorbance, A,
since it is the log of a ratio of beam powers. The concen-
tration term, ¢, may be expressed in any appropriate
units (M, mM, mg/mL, %). The pathlength, b, is in units
of cm. The absorptivity, 4, of a given species is a propor-
tionality constant dependent on the molecular properties
of the species. The absorptivity is wavelength dependent
and may vary depending on the chemical environment
(pH, ionic strength, solvent, etc.) the absorbing species is
experiencing. The units of the absorptivity term are
(cm)™ (concentration)™. In the special case where the
concentration of the analyte is reported in units of molar-
ity, the absorptivity term has units of (cm)™ (M)~". Under
these conditions, it is designated by the symbol ¢, which
is referred to as the molar absorption coefficient. Beer’s
law expressed in terms of the molar absorption coeffi-
cient is given in Eq. 7.5. In this case, c refers specifically to
the molar concentration of the analyte:

A=ebe (7.5)

where:

Aand b =asin Eq.7.4
€ = molar absorption coefficient
¢ = concentration in units of molarity

Quantitative spectroscopy is dependent on the
analyst being able to accurately measure the fraction
of an incident light beam that is absorbed by the ana-
lyte in a given solution. This apparently simple task is
somewhat complicated in actual practice due to pro-
cesses other than analyte absorption that also result in
significant decreases in the power of the incident
beam. A pictorial summary of reflection and scattering
processes that will decrease the power of an incident
beam is given in Fig. 7.2. It is clear that these processes
must be accounted for if a truly quantitative estimate
of analyte absorption is necessary. In practice, a refer-
ence cell is used to correct for these processes. A refer-
ence cell is one that, in theory, exactly matches the
sample absorption cell with the exception that it con-
tains no analyte. Reference cells are often prepared by
filling appropriate absorption cells with water. The ref-
erence cell is placed in the path of the light beam, and
the power of the radiation exiting the reference cell is
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figure beam of radiation as it passes through a
cuvette containing an absorbing solution
measured and taken as P, for the sample cell. This pro-
cedure assumes that all processes except the selective
absorption of radiation by the analyte are equivalent
for the sample and reference cells. The absorbance
actually measured in the laboratory approximates
Eq.7.6.

A= 1Og(Psolvent / Panalytesolution) = log(PO / P) (76)
where:

Pyivent = radiant power of beam exiting cell con-
taining solvent (blank)
Pialyte solution = radiant power of beam exiting cell
containing analyte solution
Pyand P =asin Eq.7.1.
AasinEq.7.3.

7.2.2 Deviations from Beer’s Law

It should never be assumed that Beer’s law is strictly
obeyed. Indeed, there are several reasons for which
the predicted linear relationship between absorbance
and concentration may not be observed. In general,
Beer’s law is applicable only to dilute solutions, up to
approximately 10 mM for most analytes. The actual
concentration at which the law becomes limiting will
depend on the chemistry of the analyte. As analyte
concentrations increase, the intermolecular distances
in a given sample solution will decrease, eventually
reaching a point at which neighboring molecules
mutually affect the charge distribution of the other.
This perturbation may significantly affect the ability of
the analyte to capture photons of a given wavelength;
that is, it may alter the analyte’s absorptivity (a). This
causes the linear relationship between concentration
and absorption to break down since the absorptivity
term is the constant of proportionality in Beer’s law

(assuming a constant pathlength, b). Other chemical
processes also may result in deviations from Beer’s
law, such as the reversible association-dissociation of
analyte molecules or the ionization of a weak acid in
an unbuffered solvent. In each of these cases, the pre-
dominant form of the analyte may change as the con-
centration is varied. If the different forms of the analyte
(e.g., ionized versus neutral) have different absorptivi-
ties (a), then a linear relationship between concentra-
tion and absorbance will not be observed.

A further source of deviation from Beer’s law may
arise from limitations in the instrumentation used for
absorbance measurements. Beer’s law strictly applies
to situations in which the radiation passing through
the sample is monochromatic, since under these condi-
tions a single absorptivity value describes the interac-
tion of the analyte with all the radiation passing
through the sample. If the radiation passing through a
sample is polychromatic and there is variability in the
absorptivity constants for the different constituent
wavelengths, then Beer’s law will not be obeyed. An
extreme example of this behavior occurs when radia-
tion of the ideal wavelength and stray radiation of a
wavelength that is not absorbed at all by the analyte
simultaneously pass through the sample to the detec-
tor. In this case, the observed transmittance will be
defined as in Eq. 7.7. Note that a limiting absorbance
value will be reached as Ps >> P, which will occur at
relatively high concentrations of the analyte:

A=log(P,+P,)/(P+P,) (7.7)

where:

P, = radiant power of stray light
A=asinEq.7.3
Pand Py=asin Eq. 7.1.

7.2.3 Procedural Considerations

The goal of many quantitative measurements is to
determine the concentration of an analyte with opti-
mum precision and accuracy, in a minimal amount of
time, and at minimal cost. To accomplish this, it is
essential that the analyst consider potential errors
associated with each step in a particular assay.
Potential sources of error for spectroscopic assays
include inappropriate sample preparation techniques,
inappropriate controls, instrumental noise, and errors
associated with inappropriate conditions for absor-
bance measurements (such as extreme absorbance/
transmittance readings).

Sample preparation schemes for absorbance mea-
surements vary considerably. In the simplest case, the
analyte-containing solution may be measured directly
following homogenization and clarification. Except
for special cases, homogenization is required prior to
any analysis to ensure a representative sample.
Clarification of samples is essential prior to taking
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absorbance readings in order to avoid the apparent
absorption due to scattering of light by turbid solu-
tions. The reference solution for samples in this sim-
plest case will be the sample solvent, the solvent being
water or an aqueous buffer in many cases. In more
complex situations, the analyte to be quantified may
need to be chemically modified prior to making absor-
bance measurements. In these cases, the analyte that
does not absorb radiation in an appropriate spectral
range is specifically modified, resulting in a species
with absorption characteristics compatible with a
given spectrophotometric measurement. Specific reac-
tions such as these are used in many colorimetric
assays that are based on the absorption of radiation in
the Vis range. The reference solution for these assays is
prepared by treating the sample solvent in a manner
identical with that of the sample. The reference solu-
tion therefore will help to correct for any absorbance
due to the modifying reagents themselves and not the
modified analyte.

A sample-holding cell or cuvette should be chosen
after the general spectral region to be used in a spec-
trophotometric measurement has been determined.
Sample-holding cells vary in composition and dimen-
sions. The sample-holding cell should be composed of
a material that does not absorb radiation in the spec-
tral region being used. Cells meeting this requirement
for measurements in the UV range may be composed
of quartz or fused silica. For the Vis range cells made
of silicate glass are appropriate, and inexpensive plas-
tic cells also are available for some applications. The
dimensions of the cell will be important with respect
to the amount of solution required for a measurement
and with regard to the pathlength term used in Beer’s
law. A typical absorption cell is 1 cm? and approxi-
mately 4.5 cm long. The pathlength for this traditional
cell is 1 cm, and the minimum volume of solution
needed for standard absorption measurements is
approximately 1.5 mL. Absorption cells with path-
lengths ranging from 1 to 100 mm are commercially
available. Narrow cells, approximately 4 mm in width,
with optical pathlengths of 1 cm, are also available.
These narrow cells are convenient for absorbance mea-
surements when limiting amounts of solution are
available, e.g., less than 1 mL.

In many cases an analyst must choose an appro-
priate wavelength at which to make absorbance mea-
surements. If possible, it is best to choose the
wavelength at which the analyte demonstrates maxi-
mum absorbance and where the absorbance does not
change rapidly with changes in wavelength (Fig. 7.3).
This position usually corresponds to the apex of the
highest absorption peak. Taking measurements at this
apex has two advantages: (1) maximum sensitivity,
defined as the absorbance change per unit change in
analyte concentration, and (2) greater adherence to
Beer’s law since the spectral region making up the
radiation beam is composed of wavelengths with rela-
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7.3 Hypothetical absorption spectrum between
figure 340 and 700 nm. The effective bandwidth of

the radiation used in obtaining the spectrum
is assumed to be approximately 20 nm. Note
that at the point indicated there is essentially
no change in molar absorptivity over this
wavelength range

tively small differences in their molar absorptivities
for the analyte being measured (Fig. 7.3). The latter
point is important in that the radiation beam used in
the analysis will be composed of a small continuous
band of wavelengths centered about the wavelength
indicated on the instrument’s wavelength selector.
The actual absorbance measurement is made by
first calibrating the instrument for 0% and then 100 %
transmittance. The 0% transmittance adjustment is
made while the photodetector is screened from the
incident radiation by means of an occluding shutter,
mimicking infinite absorption. This adjustment sets the
base level current or “dark current” to the appropriate
level, such that the readout indicates zero. The 100 %
transmittance adjustment then is made with the occlud-
ing shutter open and an appropriate reference cell/
solution in the light path. The reference cell itself
should be equivalent to the cell that contains the sam-
ple (i.e., a “matched” set of cells is used). In many cases,
the same cell is used for both the sample and reference
solutions. The reference cell generally is filled with sol-
vent, that often being distilled/deionized water for
aqueous systems. The 100% T adjustment effectively
sets T=1 for the reference cell, which is equivalent to
defining Py in Eq. 7.1 as equivalent to the radiant power
of the beam exiting the reference cell. The 0% T and
100% T settings should be confirmed as necessary
throughout the assay. The sample cell that contains
analyte then is measured without changing the adjust-
ments. The adjustments made with the reference cell
will effectively set the instrument to give a sample
readout in terms of Eq. 7.6. The readout for the sample
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solution will be between 0 and 100% T. Most modern
spectrophotometers allow the analyst to make readout
measurements in either absorbance units or as percent
transmittance. It is generally most convenient to make
readings in absorbance units since, under optimum
conditions, absorbance is directly proportional to con-
centration. When making measurements with an
instrument that employs an analog swinging needle
type of readout, it may be preferable to use the linear
percent transmittance scale and then calculate the cor-
responding absorbance using Eq. 7.3. This is particu-
larly true for measurements in which the percent
transmittance is less than 20.

7.2.4 Calibration Curves

It is generally advisable to use calibration curves for
quantitative measurements. Empirical assays that
require the use of a calibration curve are common in
food analyses. The calibration curve is used to estab-
lish the relationship between analyte concentration
and absorbance. This relationship is established exper-
imentally through the analysis of a series of samples of
known analyte concentration. The standard solutions
are best prepared with the same reagents and at the
same time as the unknown. The concentration range
covered by the standard solutions must include that
expected for the unknown. Typical calibration curves
are depicted in Fig. 7.4. Linear calibration curves are
expected for those systems that obey Beer’s law.
Nonlinear calibration curves are used for some
assays, but linear relationships generally are preferred
due to the ease of processing the data. Nonlinear cali-
bration curves may be due to concentration-depen-
dent changes in the chemistry of the system or to
limitations inherent in the instruments used for the
assay. The nonlinear calibration curve in Fig. 7.4b
reflects the fact that the calibration sensitivity, defined
as change in absorbance per unit change in analyte
concentration, is not constant. For the case depicted in
Fig. 7.4b, the assay’s concentration-dependent
decrease in sensitivity obviously begins to limit its
usefulness at analyte concentrations above 10 mM.

In many cases truly representative calibration
standards cannot be prepared due to the complexity
of the unknown sample. This scenario must be
assumed when insufficient information is available
on the extent of interfering compounds in the
unknown. Interfering compounds include those
that absorb radiation in the same spectral region as
the analyte, those that influence the absorbance of
the analyte, and those compounds that react with
modifying reagents that are supposedly specific for
the analyte. This means that calibration curves are
potentially in error if the unknown and the stan-
dards differ with respect to pH, ionic strength, vis-
cosity, types of impurities, and the like. In these
cases, it is advisable to calibrate the assay system by
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absorption spectroscopy

using a standard addition protocol. One such proto-
col goes as follows: to a series of flasks, add a con-
stant volume of the unknown (V,) for which you are
trying to determine the analyte concentration (C,).
Next, to each individual flask, add a known volume
(Vs) of a standard analyte solution of concentration
C,, such that each flask receives a unique volume of
standard. The resulting series of flasks will contain
identical volumes of the unknown and different vol-
umes of the standard solution. Next, dilute all flasks
to the same total volume, V.. Each of the flasks is
then assayed, with each flask treated identically. If
Beer’s law is obeyed, then the measured absorbance
of each flask will be proportional to the total analyte
concentration as defined in Eq. 7.8.

A=k[V.C +V,C,)/ (V)] (7.8)
where:

V, = volume of standard

V. = volume of unknown

V, = total volume

C, = concentration of standard

C, = concentration of unknown

k = proportionality constant (pathlength x
absorptivity)
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7.5 Calibration curve for the determination of the
analyte concentration in an unknown using a
standard addition protocol. A absorbance, Vs
volume of standard analyte solution; as
discussed in text

The results from the assays are then plotted
with the volume of standard added to each flask
(V) as the independent variable and the resulting
absorbance (A) as the dependent variable (Fig. 7.5).
Assuming Beer’s law, the line describing the rela-
tionship will be as in Eq. 7.9, in which all terms
other than V, and A are constants. Taking the ratio
of the slope of the plotted line (Eq. 7.10) to the line’s
intercept (Eq. 7.11) and rearranging gives Eq. 7.12,
from which the concentration of the unknown, C,,
can be calculated since C; and V, are experimentally
defined constants:

A=kCV,/V;+V.Ck/V, (7.9)
Slope =kC, / V, (7.10)
Intercept=V,C .k / V, (7.11)

C, =(measured intercept / measured slope)(C, /V, )

(7.12)
where:

Vo Vu Vi, G, Cy,and k = asin Eq. 7.8

7.2.5 Effect of Indiscriminant Instrumental
Error on the Precision of Absorption
Measurements

All spectrophotometric assays will have some level of
indiscriminant error associated with the absorbance/
transmittance measurement itself. Indiscriminant
error of this type often is referred to as instrument
noise. It is important that the assay be designed such
that this source of error is minimized, the objective

being to keep this source of error low relative to the
variability associated with other aspects of the assay,
such as sample preparation, subsampling, reagent
handling, and so on. Indiscriminant instrumental
error is observed with repeated measurements of a
single homogeneous sample. The relative concentra-
tion uncertainty resulting from this error is not con-
stant over the entire percent transmittance range
(0-100%). Measurements at intermediate transmit-
tance values tend to have lower relative errors, thus
greater relative precision, than measurements made
at either very high or very low transmittance. Relative
concentration uncertainty or relative error may be
defined as S./C, where S, is sample standard devia-
tion and C is measured concentration. Relative con-
centration uncertainties of from 0.5 % to 1.5% are to be
expected for absorbance/transmittance measure-
ments taken in the optimal range. The optimal range
for absorbance measurements on simple, less expen-
sive spectrophotometers is from approximately 0.2—
0.8 absorbance units, or 15-65% transmittance. On
more sophisticated instruments, the range for opti-
mum absorbance readings may be extended up to 1.5
or greater. To be safe, it is prudent to always make
absorbance readings under conditions at which the
absorbance of the analyte solution is less than 1.0. If
there is an anticipated need to make measurements at
absorbance readings greater than 1.0, then the relative
precision of the spectrophotometer should be estab-
lished experimentally by repetitive measurements of
appropriate samples. Absorbance readings outside
the optimal range of the instrument may be used, but
the analyst must be prepared to account for the higher
relative error associated with these extreme readings.
When absorbance readings approach the limits of the
instrumentation, then relatively large differences in
analyte concentrations may not be detected.

7.2.6 Instrumentation

There are many variations of spectrophotometers
available for UV-Vis spectrophotometry. Some instru-
ments are designed for operation in only the visible
range, while others encompass both the UV and Vis
ranges. Instruments may differ with respect to design,
quality of components, and versatility. A basic spectro-
photometer is composed of five essential components:
the light source, the monochromator, the sample/ref-
erence holder, the radiation detector, and a readout
device. A power supply is required for instrument
operation. A schematic depicting component interrela-
tionships is shown in Fig. 7.6.

7.2.6.1 Light Source

Light sources used in spectrophotometers must con-
tinuously emit a strong band of radiation encompass-
ing the entire wavelength range for which the
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instrument is designed. The power of the emitted radi-
ation must be sufficient for adequate detector response,
and it should not vary sharply with changes in wave-
length or drift significantly over the experimental time
scale. The most common radiation source for Vis spec-
trophotometers is the tungsten filament lamp. These
lamps emit adequate radiation covering the wave-
length region from 350 to 2,500 nm. Consequently,
tungsten filament lamps also are employed in near-
infrared spectroscopy. The most common radiation
sources for measurements in the UV range are deute-
rium electrical-discharge lamps. These sources pro-
vide a continuous radiation spectrum from
approximately 160 nm through 375 nm. These lamps
employ quartz windows and should be used in con-
junction with quartz sample holders, since glass sig-
nificantly absorbs radiation below 350 nm.

7.2.6.2 Monochromator

The component that functions to isolate the specific,
narrow, continuous group of wavelengths to be used
in the spectroscopic assay is the monochromator. The
monochromator is so named because light of a single
wavelength is termed monochromatic. Theoretically,
polychromatic radiation from the source enters the
monochromator and is dispersed according to wave-
length, and monochromatic radiation of a selected
wavelength exits the monochromator. In practice,
light exiting the monochromator is not of a single
wavelength, but rather it consists of a narrow continu-
ous band of wavelengths. A representative monochro-
mator is depicted in Fig. 7.7. As illustrated, a typical
monochromator is composed of entrance and exit
slits, concave mirror(s), and a dispersing element
(the grating in this particular example). Polychromatic
light enters the monochromator through the entrance
slit and is then culminated by a concave mirror. The
culminated polychromatic radiation is then dispersed,
dispersion being the physical separation in space of
radiation of different wavelengths. The radiation of
different wavelengths is then reflected from a concave

Concave

‘// mirrors “--\‘

rotating
reflection
grating

e — :,.3 < Focal plane
entrance slit /" exit slit
Az
Polychromatic Maonochromatic
radiation of A, A, radiation of A,
and A ; from source to sample
7.7 Schematic of a monochromator employing a

reflection grating as the dispersing element.
The concave mirrors serve to culminate the
radiation into a beam of parallel rays

mirror that focuses the different wavelengths of light
sequentially along the focal plane. The radiation that
aligns with the exit slit in the focal plane is emitted
from the monochromator. The radiation emanating
from the monochromator will consist of a narrow
range of wavelengths presumably centered around
the wavelength specified on the wavelength selection
control of the instrument.

The size of the wavelength range passing out of
the exit slit of the monochromator is termed the band-
width of the emitted radiation. Many spectrophotom-
eters allow the analyst to adjust the size of the
monochromator exit slit (and entrance slit) and, conse-
quently, the bandwidth of the emitted radiation.
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Decreasing the exit slit width will decrease the associ-
ated bandwidth and the radiant power of the emitted
beam. Conversely, further opening of the exit slit will
result in a beam of greater radiant power but one that
has a larger bandwidth. In some cases where resolu-
tion is critical, such as some qualitative work, the nar-
rower slit width may be advised. However, in most
quantitative work, a relatively open slit may be used
since adsorption peaks in the UV-Vis range generally
are broad relative to spectral bandwidths. Also, the
signal-to-noise ratio associated with transmittance
measurements is improved due to the higher radiant
power of the measured beam.

The effective bandwidth of a monochromator is
determined not only by the slit width but also by the
quality of its dispersing element. The dispersing ele-
ment functions to spread out the radiation according
to wavelength. Reflection gratings, as depicted in
Fig. 7.8, are the most commonly used dispersing ele-
ments in modern spectrophotometers. Gratings some-
times are referred to as diffraction gratings because
the separation of component wavelengths is depen-
dent on the different wavelengths being diffracted at
different angles relative to the grating normal. A reflec-
tion grating incorporates a reflective surface in which
a series of closely spaced grooves has been etched,
typically between 1,200 and 1,400 grooves per milli-
meter. The grooves themselves serve to break up the
reflective surface such that each point of reflection
behaves as an independent point source of radiation.

Referring to Fig. 7.8, lines 1 and 2 represent rays
of parallel monochromatic radiation that are in phase
and that strike the grating surface at an angle i to the
normal. Maximum constructive interference of this
radiation is depicted as occurring at an angle r to the
normal. At all other angles, the two rays will partially
or completely cancel each other. Radiation of a differ-

ent wavelength would show maximum constructive
interference at a different angle to the normal. The
wavelength dependence of the diffraction angle can
be rationalized by considering the relative distance
the photons of rays 1 and 2 travel and assuming that
maximum constructive interference occurs when the
waves associated with the photons are completely in
phase. Referring to Fig. 7.8, prior to reflection, photon
2 travels a distance CD greater than photon 1. After
reflection, photon 1 travels a distance AB greater than
photon 2. Hence, the waves associated with photons 1
and 2 will remain in phase after reflection only if the
net difference in the distance traveled is an integral
multiple of their wavelength. Note that for a different
angle r the distance AB would change and, conse-
quently, the net distance CD-AB would be an integral
multiple of a different wavelength. The net result is
that the component wavelengths are each diffracted
at their own unique angles 7.

7.2.6.3 Detector

In a spectroscopic measurement, the light transmit-
ted through the reference or sample cell is quantified
by means of a detector. The detector is designed to
produce an electric signal when it is struck by pho-
tons. An ideal detector would give a signal directly
proportional to the radiant power of the beam strik-
ing it, it would have a high signal-to-noise ratio, and
it would have a relatively constant response to light
of different wavelengths, such that it was applicable
to a wide range of the radiation spectrum. There are
several types and designs of radiation detectors cur-
rently in use. The most commonly encountered detec-
tors are the phototube, the photomultiplier tube,
and photodiode detectors. All of these detectors
function by converting the energy associated with
incoming photons into electrical current. The photo-
tube consists of a semicylindrical cathode covered
with a photoemissive surface and a wire anode, the
electrodes being housed under vacuum in a transpar-
ent tube (Fig. 7.9a). When photons strike the photo-
emissive surface of the cathode, there is an emission
of electrons; the freed electrons are collected at the
anode. The net result of this process is that a measur-
able current is created. The number of electrons emit-
ted from the cathode and the subsequent current
through the system are directly proportional to the
number of photons, or radiant power of the beam,
impinging on the photoemissive surface. The photo-
multiplier tube is of similar design. However, in the
photomultiplier tube, there is an amplification of the
number of electrons collected at the anode per pho-
ton striking the photoemissive surface of the cathode
(Fig. 7.9b). The electrons originally emitted from the
cathode surface are attracted to a dynode with a rela-
tive positive charge. At the dynode, the electrons
strike the surface, causing the emission of several
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more electrons per original electron, resulting in an
amplification of the signal. Signal amplification con-
tinues in this manner, as photomultiplier tubes gen-
erally contain a series of such dynodes, with electron
amplification occurring at each dynode. The cascade
continues until the electrons emitted from the final
dynode are collected at the anode of the photomulti-
plier tube. The final gain may be as many as 10°-10°
electrons collected per photon.

Photodiode detectors are now common in
UV-Vis spectrophotometers. These are solid-state
devices in which the light-induced electrical signal is

a result of photons exciting electrons in the semicon-
ductor materials from which they are fabricated,
most commonly silicon. Spectrophotometers using
photodiode detectors may contain a single diode
detector or a linear array of diodes (diode array spec-
trophotometers). If a single photodiode detector is
used, then the arrangement of components is gener-
ally as depicted in Fig. 7.6. If an array of photodiode
detectors is used, then the light originating from the
source typically passes into the sample prior to it
being dispersed. The light transmitted through the
sample is subsequently dispersed onto the diode
array, with each diode measuring a narrow band of
the resulting spectrum. This design allows one to
simultaneously measure multiple wavelengths,
allowing nearly instantaneous collection of an entire
absorption spectrum. Diode-based detectors are gen-
erally reported to be more sensitive than phototubes
but less sensitive than photomultiplier tubes.

7.2.6.4 Readout Device

The signal from the detector generally is amplified and
then displayed in a usable form to the analyst. The
final form in which the signal is displayed will depend
on the complexity of the system. In the simplest case,
the analog signal from the detector is displayed on an
analog meter through the position of a needle on a
meter face calibrated in percent transmission or absor-
bance. Analog readouts are adequate for most routine
analytical purposes; however, analog meters are some-
what more difficult to read, and, hence, the resulting
data are expected to have somewhat lower precision
than that obtained on a digital readout (assuming the
digital readout is given to enough places). Digital
readouts express the signal as numbers on the face of
ameter. In these cases, there is an obvious requirement
for signal processing between the analog output of the
detector and the final digital display. In virtually all
cases, the signal processor is capable of presenting the
final readout in terms of either absorbance or transmit-
tance. Many of the newer instruments include micro-
processors capable of more extensive data
manipulations on the digitized signal. For example,
the readouts of some spectrophotometers may be in
concentration units, provided the instrument has been
correctly calibrated with appropriate reference
standards.

7.2.7 Instrument Design

The optical systems of spectrophotometers fall into
one of two general categories: they are either single-
beam or double-beam instruments. In a single-beam
instrument, the radiant beam follows only one path,
that going from the source through the sample to
the detector (Fig. 7.6). When using a single-beam
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instrument, the analyst generally measures the
transmittance of a sample after first establishing
100% T, or Py, with a reference sample or blank. The
blank and the sample are read sequentially since
there is but a single light path going through a sin-
gle cell-holding compartment. In a double-beam
instrument, the beam is split such that one-half of
the beam goes through one cell-holding compart-
ment and the other half of the beam passes through a
second. The schematic of Fig. 7.10 illustrates a dou-
ble-beam optical system in which the beam is split
in time between the sample and reference cell. In
this design, the beam is alternately passed through
the sample and reference cells by means of a rotat-
ing sector mirror with alternating reflective and
transparent sectors. The double-beam design allows
the analyst to simultaneously measure and compare
the relative absorbance of a sample and a reference
cell. The advantage of this design is that it will com-
pensate for deviations or drifts in the radiant output
of the source since the sample and reference cells are
compared many times per second. The disadvan-
tage of the double-beam design is that the radiant
power of the incident beam is diminished because
the beam is split. The lower energy throughput of
the double-beam design is generally associated with
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Arrangement of components in a representative double-beam UV-Vis absorption spectrophotometer. The incident
beam is alternatively passed through the sample and reference cells by means of a rotating beam chopper

inferior signal-to-noise ratios. Computerized single-
beam spectrophotometers now are available that
claim to have the benefits of both the single- and
double-beam designs. Their manufacturers report
that previously troublesome source and detector
drift and noise problems have been stabilized such
that simultaneous reading of the reference and sam-
ple cell is not necessary. With these instruments, the
reference and sample cells are read sequentially, and
the data are stored, then processed, by the associ-
ated computer.

The Spectronic® 20 is a classic example of a simple
single-beam visible spectrophotometer (Fig. 7.11). The
white light emitted from the source passes into the
monochromator via its entrance slit; the light is then
dispersed into a spectrum by a diffraction grating, and
a portion of the resulting spectrum then leaves the
monochromator via the exit slit. The radiation emitted
from the monochromator passes through a sample
compartment and strikes the silicon photodiode detec-
tor, resulting in an electrical signal proportional to the
intensity of impinging light. The lenses depicted in
Fig. 7.11 function in series to focus the light image on
the focal plane that contains the exit slit. To change the
portion of the spectrum exiting the monochromator,
one rotates the reflecting grating by means of the
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wavelength cam. A shutter automatically blocks light
from exiting the monochromator when no sample/ref-
erence cell is in the instrument; the zero percent T
adjustment is made under these conditions. The light
control occluder is used to adjust the radiant power of
the beam exiting the monochromator. The occluder
consists of an opaque strip with a V-shaped opening
that can be physically moved in or out of the beam
path. The occluder is used to make the 100 % T adjust-
ment when an appropriate reference cell is in the
instrument.

7.2.8 Characteristics of UV-Vis Absorbing
Species

The absorbance of UV-Vis radiation is associated with
electronic excitations within atoms and molecules.
Commonly encountered analytical methods based on
UV-Vis spectroscopy do not use UV radiation below
200 nm. Hence, the excitations of interest in traditional
UV-Vis spectroscopy are the result of unsaturation
and/or the presence of nonbonded electrons in the
absorbing molecules. The UV-Vis absorption charac-
teristics of several functional groups common to food
constituents are tabulated in Table 7.2. The presented
wavelengths of maximum absorbance and the associ-
ated molar absorption coefficients are only approxi-
mate since the environment to which the functional
group is exposed, including neighboring constituents
and solvents, will have an influence on the electronic
properties of the functional group.

The type of information contained in Table 7.2
will likely be useful in determining the feasibility of
UV-Vis spectroscopy for specific applications. For
example, it is helpful to know the absorption charac-
teristics of carboxyl groups if one is considering the

_ Lens
—_ Z{
—
—
—

- - — = =
Gratingl

Variable stop
100% T adjustment

Optical system for the Spectronic® 20 spectrophotometer (Courtesy of Thermo Spectronic, Rochester, NY, Thermo

feasibility of using UV-Vis absorption spectroscopy
as a detection method to monitor non-derivatized
organic acids eluting from liquid chromatography
columns. With respect to this particular organic
acids question, the table indicates that organic acids
are likely to absorb radiation in the range accessible
to most UV-Vis detectors (>200 nm). However, the
table also indicates that sensitivity of such a detec-
tion method is likely to be limited due to the low
molar absorption coefficient of carboxyl groups at
such wavelengths. This explains why high-perfor-
mance liquid chromatography methods for organic
acid quantification sometimes make use of UV-Vis-
detectors tuned to ~210 nm (e.g., Resource Material
3) and why there are research efforts aimed at devel-
oping derivatization methods to enhance the sensi-
tivity of UV-Vis-based methods for the quantification
of organic acids (Resource Material 11).

The data of Table 7.2 also illustrate the effect of con-
jugation on electronic transitions. Increased conjugation
leads to absorption maxima at longer wavelengths due
to the associated decrease in the electronic energy spac-
ing within a conjugated system (i.e., lower energy differ-
ence between the ground and excited state). The aromatic
compounds included in the table were chosen due to
their relevance to protein quantification: benzene/phe-
nylalanine, phenol/tyrosine, and indole/tryptophan
(Chap. 18, Sect. 18.5.1). The table indicates that typical
proteins will have an absorption maximum at approxi-
mately 278 nm (high molar absorption coefficient of the
indole side chain of tryptophan), as well as another peak
at around 220 nm. This latter peak corresponds to the
amide/peptide bonds along the backbone of the protein,
the rationale being deduced from the data for the simple
amide included in the table (i.e., acetamide).
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7.2
fable Representative absorption maxima above 200 nm for select functional groups
Chromophore Example Amox® Emax Resource material
Nonconjugated systems
R-CHO Acetaldehyde 290 17 4
R,-CO Acetone 279 15 4
R-COOH Acetic acid 208 32 4
R-CONH, Acetamide 220 63 24
R-SH Mercaptoethane 210 1,200 19
Conjugated systems
R,C=CR, Ethylene <200 - 24
R-CH=CH-CH=CH-R 1,3 Butadiene 217 21,000 24
R-CH=CH-CH=CH-CH=CH-R 1,3,5 Hexatriene 258 35,000 24
11 conjugated double bonds p-Carotene 465 125,000 13
R,C=CH-CH=O Acrolein (2-propenal) 210 11,500 24
315 14 24
HOOC-COOH Oxalic acid 250 63 24
Aromatic compounds®
C¢He Benzene 256 200 24
C4HsOH Phenol 270 1,450 24
CgH,N Indole 278 2,500 NIST database?

*Amaxy Wavelength (in nm) of a maximum absorbance greater than 200 nm

P mae molar absorption coefficient, units of (cm)=* (M)!

Spectra of the aromatic compounds generally contain an absorption band(s) of higher intensity at a lower wavelength (e.g.,
phenol has an absorption maxima of ~210 nm with a molar absorptivity of ~6,200 (cm)~' (M)~"; values from reference [1]). Only
the absorption maxima corresponding to the longer wavelengths are included in the table
4NIST Standard Reference Database 69: NIST Chemistry WebBook. (The presented values were estimated from the UV-Vis spec-
trum for indole presented online: http://webbook.nist.gov/cgi/cbook.cgi?Name=indole&Units=SI&cUV=on. The web site
contains UV-Vis data for many compounds that are of potential interest to food scientists)

7.3 FLUORESCENCE SPECTROSCOPY

Fluorescence spectroscopy is generally one to three
orders of magnitude more sensitive than corresponding
absorption spectroscopy. In fluorescence spectroscopy,
the signal being measured is the electromagnetic radia-
tion that is emitted from the analyte as it relaxes from an
excited electronic energy level to its corresponding
ground state. The analyte is originally activated to the
higher energy level by the absorption of radiation in the
UV or Vis range. The processes of activation and deacti-
vation occur simultaneously during a fluorescence
measurement. For each unique molecular system, there
will be an optimum radiation wavelength for sample
excitation and another, of longer wavelength, for moni-
toring fluorescence emission. The respective wave-
lengths for excitation and emission will depend on the
chemistry of the system under study.

The instrumentation used in fluorescence spec-
troscopy is composed of essentially the same compo-
nents as the corresponding instrumentation used in
UV-Vis absorption spectroscopy. However, there are

definite differences in the arrangement of the optical
systems used for the two types of spectroscopy (com-
pare Figs. 7.6 and 7.12). In fluorometers and spectro-
fluorometers, there is a need for two wavelength
selectors, one for the excitation beam and one for the
emission beam. In some simple fluorometers, both
wavelength selectors are filters such that the excitation
and emission wavelengths are fixed. In more sophisti-
cated spectrofluorometers, the excitation and emission
wavelengths are selected by means of grating mono-
chromators. The photon detector of fluorescence
instrumentation is generally arranged such that the
emitted radiation that strikes the detector is traveling
at an angle of 90° relative to the axis of the excitation
beam. This detector placement minimizes signal inter-
ference due to transmitted source radiation and radia-
tion scattered from the sample.

The radiant power of the fluorescence beam (Pr)
emitted from a fluorescent sample is proportional to
the change in the radiant power of the source beam as
it passes through the sample cell (Eq. 7.13). Expressing
this another way, the radiant power of the fluorescence
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Sample/
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Photoelectric
Detector
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Device

Schematic diagram depicting the arrangement
of the source, excitation and emission
wavelength selectors, sample cell, photoelec-
tric detector, and readout device for a
representative fluorometer or
spectrofluorometer

beam will be proportional to the number of photons
absorbed by the sample:

P, = ¢(P, - P) (7.13)

where:

PF = radiant power of beam emitted from fluo-
rescent cell

¢ = constant of proportionality

Pyand P =asin Eq. 7.1

The constant of proportionality used in Eq. 7.13 is
termed the quantum efficiency (¢), which is specific
for any given system. The quantum efficiency equals
the ratio of the total number of photons emitted to the
total number of photons absorbed. Combining Eqs. 7.3
and 7.5 allows one to define P in terms of the analyte

concentration and P,, as given in Eq. 7.14:
P=P10°™ (7.14)

where:

Pyand P=asin Eq.7.1
g, b,and c = asin Eq. 7.5

Substitution of Eq. 7.14 into Eq. 7.13 gives an
expression that relates the radiant power of the fluo-
rescent beam to the analyte concentration and P, as
shown in Eq. 7.15. At low analyte concentrations,
ebc <0.01, Eq. 7.15 may be reduced to the expression
of Eq. 7.16 (see Resource Material 20 for more on
this). Further grouping of terms leads to the expres-
sion of Eq. 7.17, where k incorporates all terms other
than Py and c:

Py = Py (1-10") (7.15)
P. =¢P,2.303 ebc (7.16)
P, =kP,c (7.17)

where:

k = constant of proportionality
Pr=asin Eq.7.13
c=asinEq.7.5

Equation 7.17 is particularly useful because it
emphasizes two important points that are valid for
the conditions assumed when deriving the equation,
particularly the assumption that analyte concentra-
tions are kept relatively low. First, the fluorescent sig-
nal will be directly proportional to the analyte
concentration, assuming other parameters are kept
constant. This is very useful because a linear relation-
ship between signal and analyte concentration sim-
plifies data processing and assay troubleshooting.
Second, the sensitivity of a fluorescent assay is pro-
portional to P,, the power of the incident beam, the
implication being that the sensitivity of a fluorescent
assay may be modified by adjusting the source
output.

Equations 7.16 and 7.17 will eventually break
down if analyte concentrations are increased to rela-
tively high values. Therefore, the linear concentra-
tion range for each assay should be determined
experimentally. A representative calibration curve for
a fluorescence assay is presented in Fig. 7.13. The non-
linear portion of the curve at relatively high analyte
concentrations results from decreases in the fluores-
cence yield per unit concentration. The fluorescence
yield for any given sample also is dependent on its
environment. Temperature, solvent, impurities, and
pH may influence this parameter. Consequently, it is
imperative that these environmental parameters be
accounted for in the experimental design of fluores-
cence assays. This may be particularly important in
the preparation of appropriate reference standards for
quantitative work.
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Fluorescence Intensity (Pg)

0 T T T T
Analyte Concentration
7.13 Relationship between the solution concentra-
¢ tion of a fluorescent analyte and that solu-
tion’s fluorescence intensity. Note that there is
a linear relationship at relatively low analyte
concentrations that eventually goes nonlinear
as the analyte concentration increases

7.4 SUMMARY

UV and Vis absorption and fluorescence spectroscopy
are used widely in food analysis. (See Chap. 8, Table
8.2, for a comparison of these types of spectroscopy,
including their applications. The table also allows for
comparison with other types of spectroscopy.) These
techniques may be used for either qualitative or quan-
titative measurements. Qualitative measurements are
based on the premise that each analyte has a unique
set of energy spacings that will dictate its absorption/
emission spectrum. Hence, qualitative assays gener-
ally are based on the analysis of the absorption or
emission spectrum of the analyte. In contrast, quanti-
tative assays most often are based on measuring the
absorbance or fluorescence of the analyte solution at
one wavelength. Quantitative absorption assays are
based on the premise that the absorbance of the test
solution will be a function of the solution’s analyte
concentration.

Under optimum conditions, there is a direct linear
relationship between a solution’s absorbance and its
analyte concentration. The equation describing this
linear relationship is known as Beer’s law. The appli-
cability of Beer’s law to any given assay always should
be verified experimentally by means of a calibration
curve. The calibration curve should be established at
the same time and under the same conditions that are
used to measure the test solution. The analyte concen-
tration of the test solution then should be estimated
from the established calibration curve.

Molecular fluorescence methods are based on the
measurement of radiation emitted from excited analyte
molecules as they relax to lower energy levels. The ana-
lytes are raised to the excited state as a result of photon
absorption. The processes of photon absorption and
fluorescence emission occur simultaneously during the
assay. Quantitative fluorescence assays are generally
one to three orders of magnitude more sensitive than
corresponding absorption assays. Like absorption
assays, under optimal conditions there will be a direct
linear relationship between the fluorescence intensity
and the concentration of the analyte in the unknown
solution. Most molecules do not fluoresce and, hence,
cannot be assayed by fluorescence methods.

Instruments used for absorption and fluorescence
methods have similar components, including a radia-
tion source, wavelength selector(s), sample-holding
cell(s), radiation detector(s), and a readout device.

7.5 STUDY QUESTIONS

1. Why is it common to use absorbance values
rather than transmittance values when doing
quantitative UV-Vis spectroscopy?

2. For a particular assay, the plot of absorbance vs.
concentration is not linear; explain the possible
reasons for this.

3. What criteria should be used to choose an
appropriate wavelength at which to make
absorbance measurements, and why is that
choice so important?

4. In a particular assay, the absorbance reading on
the spectrophotometer for one sample is 2.033
and for another sample 0.032. Would you trust
these values? Why or why not?

5. Explain the difference between electromagnetic
radiation in the UV and Vis ranges. How does
quantitative spectroscopy using the UV range
differ from that using the Vis range?

6. What is actually happening inside the spectro-
photometer when the analyst “sets” the wave-
length for a particular assay?

7. Considering a typical spectrophotometer, what
is the effect of decreasing the exit slit width of
the monochromator on the light incident to the
sample?

8. Describe the similarities and differences between
a phototube and a photomultiplier tube. What is
the advantage of one over the other?

9. Your lab has been using an old single-beam
spectrophotometer that must now be replaced
by a new spectrophotometer. You obtain sales
literature that describes single-beam and dou-
ble-beam instruments. What are the basic differ-
ences between a single-beam and a double-beam
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10.

7.6

spectrophotometer, and what are the advan-
tages and disadvantages of each?

Explain the similarities and differences between
UV-Vis spectroscopy and fluorescence spectros-
copy with regard to instrumentation and prin-
ciples involved. What is the advantage of using
fluorescence spectroscopy?

PRACTICE PROBLEMS

. A particular food coloring has a molar absorp-

tion coefficient of 3.8 x 10> cm~' M~ at 510 nm.

(a) What will be the absorbance of a 2x10™*M
solution in a 1-cm cuvette at 510 nm?

(b) What will be the percent transmittance of
the solution in (a)?

. (@) You measure the percent transmittance of a

solution containing chromophore X at 400 nm
in a 1-cm pathlength cuvette and find it to be
50%. What is the absorbance of this solution?
(b) What is the molar absorption coefficient of
chromophore X if the concentration of X in the
solution measured in question 2a is 0.5 mM?

(c) What is the concentration range of chromo-
phore X that can be assayed if, when using a
sample cell of pathlength 1, you are required to
keep the absorbance between 0.2 and 0.8?

. What is the concentration of compound Y in an

unknown solution if the solution has an absor-
bance of 0.846 in a glass cuvette with a path-
length of 0.2 cm? The absorptivity of compound
Y is 54.2 cm™! (mg/mL)~! under the conditions
used for the absorption measurement.

. (@) What is the molar absorption coefficient of

compound Z at 295 and 348 nm, given the
absorption spectrum shown in Fig. 7.14 (which
was obtained using a UV-Vis spectrophotome-
ter and a 1 mM solution of compound Z in a
sample cell with a pathlength of 1 cm)?

(b) Assume you decide to make quantitative
measurements of the amount of compound Z in
different solutions. Based on the above spec-
trum, which wavelength will you use for your
measurements? Give two reasons why this is
the optimum wavelength.

Answers

1. (2)=0.76, (b)=17.4

This problem requires a knowledge of the rela-
tionship between absorbance and transmittance
and the ability to work with Beer’s law.

10
z
@
Q
c
)
=
3
=
<T
1 T T I T T 1
280 300 320 340 360 380 400
Wavelength (nm)
7.14 Absorption spectrum of compound Z, to be
figure used in conjunction with problems 4a and 4b

2.

Given: molar coeffi-
cient=3.8x10° cm™' M™!
(a) Use Beer’s law: A = ebc (see Eq. 7.5 of the

text)

absorption

where:

£=38x10%cm'M™
b=1cm
c=2x10"*M

Plugging into Beer’s law gives the answer:
Absorbance=0.76

(b) Use definition of absorbance: A=-log T
(see Eq. 7.3 of text)

where:
T=P/P,
Rearranging Eq. 7.3:
-A=logT
104=T
A=0.76 [from part (a) of question]
107°=.1737=T

%T =100xT

(combining Egs. 7.1 and 7.2 of text)

Answer: %T =174
(a)=301, (b)=602 cm™' M, (¢)=0.33x10"*M to
1.33x10~*M

This problem again requires knowledge of the
relationship between absorbance and transmit-
tance and the manipulation of Beer’s law. Care
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must be taken in working with the appropriate
concentration units.

(@) T=05

Use A =-logT =-log.5=.301
Answer:.301

(b) Given that the solution in part (a) is 0.5 mM

(equivalent to 5x10~*M)
Rearranging Beer’s law: e=A/(bc)

£=.301/[(1 cm)x(5x10*M)]

Answer: € =602cm M

(c) To answer the problem, find the concentration

that will give an absorbance of 0.200 (lower limit)
and the concentration that will give an absorbance
of 0.800 (upper limit). In both cases, use Beer’s law
to determine the appropriate concentrations:

where:
c=A/eb

Lowest concentration=0.2/[(602 cm'M™)(1 cm)]
=3.3x10"* M (i.e., 0.33 mM)

Highest concentration=0.8/[(602 cm™'M")(1 cm)]
=13x10 M (i.e., 1.33 mM)

. 0.078 mg/mL

This problem illustrates (1) that concentration
need not be expressed in units of molarity and
(2) that the pathlength of the cuvette must be
considered when applying Beer’s law. In the
present problem the analyte concentration is
given in mg/mL: thus, the absorptivity must be
in analogous units:

Apply:c=A/¢b

where:
A=0.846
e=542cm™(mg/ mL)_1
b=0.2cm

Answer: 0.078mg / mL

. (@)=860 at 295 nm, 60 at 348 nm; (b)=295 nm;
optimum sensitivity and more likely to adhere
to Beer’s law.

This problem presents the common situa-
tion in which one wants to use absorbance spec-
troscopy for quantitative measurements but is
unsure what wavelength to choose for the mea-
surements. Furthermore, the absorptivity of the
analyte at the different wavelengths of interest
is unknown. A relatively simple way to obtain
the necessary information is to determine the

absorption spectrum of the analyte at a known
concentration.

(a) The arrows on the provided spectrum indicate the

points on the spectrum corresponding to 295 and
348 nm. The problem notes that the absorption spec-
trum was obtained using a 1 mM solution (ie.,
1x107® M solution) of the analyte and that the path-
length of the cuvette was 1 cm. The answer to the
problem is thus determined by taking the absor-
bance of the analyte at the two wavelengths in ques-
tion and then plugging the appropriate data into
Beer’s law. It is somewhat difficult to get an exact
absorbance reading from the presented spectrum,
but we can estimate that the absorbance of the 1 mM
solution is ~0.86 at 295 nm and ~0.06 at 348 nm.

Usinge =A /bc
Answer:
At295nm e=0.86/[(1 cm) (.001 M)] =860 cm™! M

At 348 nm e=0.06/[(1 cm) (.001 M)]=60 cm™"' M~!

(b) In general, analysts strive to obtain maximum

sensitivity for their assays, where sensitivity
refers to the change in assay signal per unit
change in analyte concentration (the assay sig-
nal in this case is absorbance). The absorbance
values for the analyte at the different wave-
lengths, taken from the absorption spectrum,
and/or the relative absorptivity values for the
analyte at the different wavelengths, provide a
good approximation of the relative sensitivity
of the assay at different wavelengths (it is an
approximation because we have not deter-
mined the variability /precision of the measure-
ments at the different wavelengths). It can be
seen from the given spectrum that absorbance
“peaks” were at ~298 and ~370 nm. The sensi-
tivity of the assay, relative to neighboring wave-
lengths, is expected to be maximum at these
absorbance peaks. The peak at 295 nm is signifi-
cantly higher than that at 370 nm, so the sensi-
tivity of the assay is expected to be significantly
higher at 295 nm. Thus, this would be the opti-
mum wavelength to use for the assay. A second
reason to choose 295 nm is because it appears to
be in the middle of the “peak,” and, thus, small
changes in wavelength due to instrumental/
operator limitations are not expected to appre-
ciably change the absorptivity values. Therefore,
the assay is more likely to adhere to Beer’s law.

There are situations in which an analyst may
choose to not use the wavelength correspond-
ing to an overall maximum absorbance. For
example, if there are known to be interfering
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compounds that absorb at 295 nm, then an ana-
lyst may choose to do take absorbance mea-
surements at 370 nm.
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8.1 INTRODUCTION

Infrared (IR) spectroscopy refers to measurement of the
absorption of different frequencies of IR radiation by
foods or other solids, liquids, or gases. IR spectroscopy
began in 1800 with an experiment by Herschel [1].
When he used a prism to create a spectrum from white
light and placed a thermometer at a point just beyond
the red region of the spectrum, he noted an increase in
temperature. This was the first observation of the effects
of IR radiation. By the 1940s, IR spectroscopy had
become an important tool used by chemists to identify
functional groups in organic compounds. In the 1970s,
commercial near-IR (NIR) reflectance instruments were
introduced that provided rapid quantitative determina-
tions of moisture, protein, and fat in cereal grains and
other foods. Today, IR spectroscopy is used widely in
the food industry for both qualitative and quantitative
analyses of ingredients and finished foods.

In this chapter, the techniques of mid- and near-
IR and Raman spectroscopy are described, including
the principles by which molecules absorb IR radia-
tion, the components and configuration of commer-
cial IR spectrometers, sampling methods for IR
spectroscopy, and qualitative and quantitative appli-
cations of these techniques to food analysis. Infrared
and Raman microspectroscopy will not be covered in
this chapter, but rather are covered in Chap. 32, Sects.
32.3.2 and 32.3.3.

8.2 PRINCIPLES OF IR SPECTROSCOPY

8.2.1 The IR Region of the Electromagnetic
Spectrum

Infrared radiation is electromagnetic energy with
wavelengths (1) longer than visible light but shorter
than microwaves. Generally, wavelengths from 0.8 to
100 micrometers (pm) can be used for IR spectroscopy
and are divided into the near-IR (0.8-2.5 pm; 12,500—
4000 cm™), the mid-IR (2.5-15.4 pm; 4000-650 cm™),
and the far-IR (15.4-100 pm; 650-100 cm™) regions.
One pm is equal to 1x107° m. The near- and mid-IR
regions of the spectrum are most useful for quantita-
tive and qualitative analysis of foods.

IR radiation also can be measured in terms of its
frequency, which is useful because frequency is
directly related to the energy of the radiation by the
following relationship:

E=hv 8.1)

where:

E =energy of the system
h=Planck’s constant
v=frequency in hertz

Frequencies are commonly expressed as wave
numbers (7, in reciprocal centimeters, cm™). Wave
numbers are calculated as follows:

v=1/(Aincm)=10" /(Ainum) 8.2)

8.2.2 Molecular Vibrations

A molecule can absorb IR radiation if it vibrates in
such a way that its charge distribution, and therefore
its electric dipole moment, changes during the vibra-
tion. Although there are many possible vibrations in
a polyatomic molecule, the most important vibra-
tions that produce a change in dipole moment are
stretching (symmetric and asymmetric) and bending
(scissoring, rocking, twisting, wagging) motions.
Examples of these vibrations for the water molecule
are shown in Fig. 8.1. Note that the stretching motions
vibrate at higher frequencies than the scissoring
motion. Also, asymmetric stretches are more likely to
result in a change in dipole moment, with corre-
sponding absorption of IR radiation, than are sym-
metric stretches.

8.2.3 Factors Affecting the Frequency
of Vibration

The basic requirement for absorption of infrared radia-
tion is that there must be a net change in dipole
moment during the vibration of the molecule or func-
tional group. A molecular vibration can be thought of
as a harmonic oscillator (Fig. 8.2a), with the energy
level for any molecular vibration given by the follow-
ing equation:

™, m,
E=(o+ 1) (",) k/—m1+m2 (8.3)
where:

v=vibrational quantum number (positive inte-
ger values, including zero, only)
h=Planck’s constant
k=force constant of the bond
m; and m,=masses of the individual atoms
involved in the vibration
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8.1 Vibrational modes of the water molecule (Adapted from the SKC chemistry [67])
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8.2 Diagram of the differences in potential energy curves between the (a) harmonic and (b) anharmonic oscillator
figure model
Note that the vibrational energy, and therefore the tal vibrations. However, molecules also can absorb
frequency of vibration, is directly proportional to the radiation to move to a higher (v=2 or 3) excited state,
strength of the bond and inversely proportional to the such that the frequency of the radiation absorbed is
mass of the molecular system. Thus, different chemical two or three times that of the fundamental frequency.
functional groups will vibrate at different frequencies. These absorptions are referred to as overtones, and the
A vibrating molecular functional group can absorb intensities of these absorptions are much lower than
radiant energy to move from the lowest (v=0) vibra- the fundamental since these transitions are less
tional state to the first excited (v=1) state, and the fre- favored. The anharmonic oscillator model (Fig. 8.2b)
quency of radiation that will make this occur is accounts for repulsion and attraction of the electron
identical to the initial frequency of vibration of the cloud and accommodates bond dissociation at higher
bond. This frequency is referred to as the fundamental energy levels. Overall, the fundamental vibrations are
absorption. The harmonic oscillator provides a good unaffected by the anharmonicity terms, but overtone

fit to explain bond stretching vibrations for fundamen- transitions are influenced by anharmonicity, which
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must be taken into account when assessing the fre-
quency of these higher frequency vibrations.
Combination bands also can occur if two or more dif-
ferent vibrations interact to give bands that are sums
of their fundamental frequencies. The model of the
harmonic oscillator and its modification to account for
anharmonicity allows explanation of the origin of
many of the characteristic frequencies that can be
assigned to particular combinations of atoms within a
molecule [2]. The overall result is that each functional
group within the molecule absorbs IR radiation in dis-
tinct wavelength bands rather than as a continuum.

8.3 MID-IR SPECTROSCOPY

Mid-IR spectroscopy measures a sample’s ability to
absorb light in the 2.5-15 pm (4000-650 cm™) region.
Fundamental absorptions are primarily observed in
this spectral region. Mid-IR spectroscopy is very use-
ful in the study of organic compounds because the
absorption bands are related to the vibrational modes
of specific functional groups. The positioning of the
band and its intensity are correlated with the energy of
the bond, its environment, and its concentration in the
matrix, making mid-IR spectroscopy ideal for both
qualitative and quantitative applications.

8.3.1 Instrumentation

8.3.1.1 Overview

There are two types of spectrometers available for
mid-IR analysis, dispersive and Fourier transform
(FT) instruments. Dispersive systems have been avail-
able since the 1940s using prisms or gratings as dis-
persive elements. These systems contain components
similar to ultraviolet-visible (UV-Vis) spectrometers,
including a radiation source, a monochromator, a
sample holder, and a detector connected to an ampli-
fier system to record the spectra. In these systems, a
filter, grating, or a prism is used to separate the IR
radiation into its individual wavelengths. A major
advance in the field of mid-IR spectroscopy was the
development of Fourier transform infrared spectrom-
eters (FTIR), which have mostly replaced the disper-
sive instruments due to dramatically improved
quality of spectra and decreased time required to
obtain data.

8.3.1.2 Fourier Transform Instruments

Compared to mid-IR dispersive instruments, FTIR
spectrometers in food analysis allow for greater speed,
higher sensitivity, superior wavelength resolution,
and wavelength accuracy (details for advantages are
in references [3, 4]). In Fourier transform (FT) instru-
ments, the radiation is not dispersed, but rather all
wavelengths arrive at the detector simultaneously,
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Block diagram of an interferometer and
associated electronics typically used in an
FTIR instrument

and a mathematical treatment is used to convert the
results into a typical IR spectrum. Instead of a mono-
chromator, the instrument uses an interferometer. A
Michelson interferometer is the most commonly used
design, and its mechanism is simple (Fig. 8.3). The
infrared radiation from the source is split into two
beams by a beam splitter, and each half of the beam
goes to a mirror (either a fixed or moving mirror). The
beams are reflected back and recombined at the beam
splitter, resulting in interference that is directed to the
sample (or reference) and then the detector. Motion of
the moving mirror results in the change of optical path
length between the two split beams so that construc-
tive, destructive, and intermediate interference states
occur (with destructive interference being dominant).
The resulting output is referred to as an interferogram,
which is the intensity measured by the detector as a
function of the position of the moving mirror. When a
sample interacts with the recombined beam ahead of
the detector, molecules absorb at their characteristic
frequencies, and thus the radiation reaching the detec-
tor is modified (Fig. 8.4). Once the data are collected, a
mathematical transformation called a “Fourier trans-
form” converts the interferogram from time domain
(intensity versus time) to an IR spectrum in the fre-
quency domain (intensity versus frequency). A com-
puter allows the mathematical transformation to be
completed rapidly.

The common radiation sources for mid-IR spec-
trometers are inert solids heated electrically to 1000—
1800 °C. Three popular types of sources are the Nernst
glower (constructed of rare-earth oxides), Globar (con-
structed of silicon carbide), and a Nichrome coil
wrapped around a ceramic core that glows when an
electrical current is passed through it. They all pro-
duce continuous radiation, but with different radia-
tion energy profiles.
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Detectors include thermocouples for which
output voltage varies with temperature changes
caused by varying levels of radiation striking the
detector. In a Golay detector, the radiation strikes a
sealed tube of xenon gas warming the gas and caus-
ing pressure changes within the tube. However,
most modern instruments use either pyroelectric
detectors, such as deuterated triglycine sulfate
(DTGS) crystals, or solid-state semiconductor detec-
tors. Variation in the amount of radiation striking a
DTGS detector causes the temperature of the detec-
tor to change, which results in a change in the dielec-
tric constant of the DTGS element. The resulting
change in capacitance is measured. Semiconductor
detectors, such as those made from a mercury—cad-
mium-telluride (MCT) alloy, have conductivities
that vary according to the amount of radiation strik-
ing the detector surface. MCT detectors respond
faster to smaller changes in radiation intensity than
other detectors; however, they typically require

Wavenumber, cm™!

Illustration on the process to convert an interferogram into an infrared spectrum by using the Fourier transform

cryogenic cooling. DTGS and MCT detectors are the
most commonly used detectors in Fourier transform
instruments.

8.3.2 Sample Handling Techniques

Transmission mode is based on the IR beam passing
through a sample that is placed in between two IR
transparent windows. Liquids are often measured
by transmission IR spectroscopy. Because absorp-
tivity coefficients in the mid-IR are high, cells with
path lengths of only 0.01-1.0 mm are commonly
used. Quartz and glass absorb in the mid-IR region,
so cell windows are made of non-absorbing materi-
als such as halide or sulfide salts. Halide salts are
soluble in water, and care must be taken when
selecting cells for use with aqueous samples. Cells
also are available with windows made from more
durable and less soluble materials, such as zinc sel-
enide, but are more expensive than those with halide



Chapter 8 ¢ Infrared and Raman Spectroscopy

113

salt windows. Liquid cells must be free of air bub-
bles and extra care needs to be taken when cleaning
between samples.

Transmission spectra of solids can be obtained by
finely grinding a small amount of the sample with
potassium bromide (KBr), pressing the mixture into a
pellet under high pressure and inserting the pellet
into the IR beam. Limitations of this technique include
difficulty of handling and storing the hygroscopic
KBr and the complexity and time required to make a
good KBr pellet. An alternative technique is to dis-
perse a finely divided solid in Nujol mineral oil to
form a mull.

Transmission spectra can be obtained from gas
samples using a sealed 2-10 cm glass cell with IR
transparent windows. For trace analysis, multiple-
pass cells are available that reflect the IR beam back
and forth through the cell many times to obtain path
lengths as long as several meters. FTIR instruments
also can be interfaced to a gas chromatograph, to
obtain spectra of compounds eluting from the chroma-
tography column.

Attenuated total reflectance (ATR) is a widely
applied sampling technique in infrared spectroscopy
because it requires little or no sample preparation,
eliminates variation in cell path lengths, and provides
consistent spectra collection. ATR allows for obtaining
spectra from solid samples that are too thick for trans-
mission measurements, e.g., pastes such as peanut

butter and viscous liquids. ATR works based on the
attenuation effect of infrared light (Fig. 8.5) when it is
directed at an interface between an internal reflection
element (crystal) with high refractive index properties
(i.e., zinc selenide (ZnSe), thallium iodide-thallium
bromide (KRS-5), germanium (Ge), silicon (Si), and
diamond) and a low refractive index material (food
sample) on its surface. Upon the interaction with the
reflecting surface, radiation called an “evanescent
wave” is formed, exits the high refractive index mate-
rial, and slightly penetrates into the sample. The sam-
ple material selectively absorbs, the intensity of the
reflected radiation is decreased at wavelengths for
which the sample absorbs radiation, and the final
attenuated radiation exiting the crystal is measured as
being unique for the sample analyzed.

Radiation is not transmitted through the sample;
therefore, there is no need for the sample to be thin
enough to allow the transmission of the incident light.
Since the penetration depth of the radiation is limited
to a few micrometers (um), the same spectrum is
obtained regardless of the amount of the sample
placed on the surface, and there is no need to dilute the
samples.

The physical state of the sample is an important
factor because it must be in intimate contact with the
ATR crystal to obtain a good ATR spectrum. Liquids
and pastes usually exhibit better ATR spectra than
solid samples. A pressure clamping system is used
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b Guidelines for selection of ATR crystals
Material Spectral1 Hardness pH range Refractive Depfh of )
range (cm~1) (Kg/mm) Index penetration at 45

Diamond 50,000-2,500 9,000 1-14 2.4 1.66

Germanium 5,000-550 780 1-14 4.0 0.65

Silicon 8,333-33 1,150 1-12 3.4 0.81

KRS-5 17,900-250 40 5-8 2.4 0.85

ZnSe 20,000-500 130 5-9 2.4 1.66

AMTIR 11,000-725 170 1-9 25 1.46

figure

(a) Mustration of the reflection phenomena in a triple reflection attenuated total reflection accessory and
formation of the evanescence wave into the sample. (b) Characteristics of common ATR crystals
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with solid samples to deform the sample, increasing
the extent of contact between the ATR crystal and the
sample.

8.3.3 Applications of Mid-IR Spectroscopy

8.3.3.1 Absorption Bands of Organic
Functional Groups

Infrared spectroscopy monitors the interaction of
functional groups in chemical molecules with infrared
light resulting in predictable vibrations that provide a
“fingerprint” characteristic of chemical substances
present in the sample. Spectra in the mid-IR region have
well-resolved bands that can be assigned to functional
groups of the components of foods. The positioning
of the band facilitates structural characterization, and
its intensity correlates with its concentration in the
matrix, allowing for both qualitative and quantitative
applications.

Spectra are commonly presented in wave num-
bers plotted on the x-axis and either percent transmit-
tance or absorbance plotted on the y-axis. The mid-IR
spectra of selected foods are shown in Fig. 8.6 display-
ing the major absorption bands that can be associated
with functional groups (Table 8.1) in fat-, protein-, and
carbohydrate-rich commodities.

The unique spectral profile can be used to identify
specific functional groups present in an unknown sub-
stance. Comparing the mid-IR spectrum to a set of
standard spectra and determining the closest match
can accomplish identification of chemical compounds.
Spectral libraries are available from several sources,
but probably the largest collection of standards is the
Sadtler Standard Spectra (Sadtler Division of Bio-Rad
Inc., Philadelphia, PA) that contains over 225,000

infrared spectra. Algorithms are used to compare the
unknown spectrum to each spectrum in the reference
database, and the hit quality index (HQI) is deter-
mined, indicating the similarity between spectra.
Several HQI values can be generated for the unknown
compounds, and the software will sort and display the
best matches in a search report. Noise and spectral
artifacts can impact the HQI and lead to mistakes in
identification; thus, it is imperative to perform visual
comparisons to confirm a good match. Spectral
searches will most commonly be done on purified sub-
stances, rather than foods or commodities.

8.3.3.2 Applications

Mid-IR spectroscopic measurements obey Beer’s law,
although deviations may be greater than in UV-Vis
spectroscopy due to the low intensities of IR sources,
the low sensitivities of IR detectors, and the relative
narrowness of mid-IR absorption bands. One of the
first and most extensive uses of this technique is the
infrared milk analyzer, which has the ability to ana-
lyze hundreds of samples per hour. The fat, protein,
and lactose contents of milk can be determined simul-
taneously with one of these instruments. The ester car-
bonyl groups of lipid absorb at 5.73 pm (1742 cm™!), the
amide groups of protein absorb at 6.47 pm (1545 cm™),
and the hydroxyl groups of lactose absorb at 9.61 ym
(1045 cm™"). These automated instruments homogenize
the milk fat globules to minimize light scattering by the
sample and then pump the milk into a flow-through
cell through which the IR beam is passed. The instru-
ment is calibrated wusing samples of known
concentration to establish the slope and intercept of a
Beer’s law plot. Official methods have been adopted
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8.1
| table | Characteristic mid-IR and near-IR absorption frequencies of major food components
Food components Infrared region  Frequency (cm™') Assignment
Fats Mid-IR 3006 cis-Olefinic groups
3000-2800 C-H asym. and sym. str. of long-chain fatty acids
1740 C=O str. of fatty acid esters
1711 C=0 str. of fatty acids
1475-1435 Asym. bending defor. —CH; in branched alkanes
1465 =C-H cis-bending
1350-1395 C—H symmetric bending in —CH,
1350-1150 C-H bending
1240 and 1163 —-C-O and -CH,~ str. bending
1150-1000 -C=Osstr.
966 Isolated out of plane trans-CuC bending
914 cis ~C=C-H bending out of plane
NearIR 8700-8100 (1150-1235 nm) C-H str., second overtone
8563 (1168 nm) cis Double bond
7209 (1387 nm) Combination C-H str. and C-H bending
5807 (1722 nm), 5681 (1760 nm) C-H str., first overtone
4705 (2125 nm) C-H vibrations in isolated C=C bonds
4336 (2306 nm), 4269 (2342 nm) Combination bands of C-H and C-O str.
Water Mid-IR 3500 O-H str.
1650 O-H bending
Near-R 6900 (1450 nm) First overtones str. free OH
5150 (1940 nm) OH combination bands
Proteins Mid-R 3300 Amide A
1640 Amide |
1540 Amide Il
1330-1230 Amide Il
Near-IR 5000-4550 Amides
4855 (2016 nm) Combination of amide A and amide |l
4580 (2180 nm) Combination of amide A and amide |ll
Carbohydrates  Mid-R 1745 Ester, pectin
1630-1605 Carboxylate, pectin
Shifts at 1617 and 1420 Metal coordination by the pectate chains
1460-1340 C-C-H and C-O-H deformations
1250-950 Endo- and/or exocyclic C-C and C-O bonds
1150 Characteristic of pyranose ring
1110 CO ring, C-4-0O, C-6-0O
1080 Typical bending of C-1-H
1060 C-1-OH (fructose residue)
1030 Typical C-4-OH vibration
1050-1020 Starch retrogradation, increased crystallinity
995 Glycosidic linkage
950-750 o and B anomeric region of saccharide
Near-IR 69405 (1440 nm) OH str., first overtone, crystalline structure
5924 (1688 nm) C-H stretch first overtone
5882 (1700 nm) C-H str. methyl groups from cellulose or lignin
4662 (2100 nm) Combination C-O str./OH bend — carbohydrates
4280 (2336 nm) Cellulose and starch
4386 (2280 nm)-4292 (2330 nm) Combination C-H str. and CH, deformation
Aromatics Mid-IR 3100-3000 Aromatic —CH stretch
1600 —C=C- strefch
Alcohols Mid-R 3600-3200 —OH stretch
1500-1300 —OH bend
1220-1000 C-O stretch
Near-R 6850 (1460 nm)-6240 (1600 nm) First overtone -OH
6800 (1470 nm) and 7100 (1280 nm)  Typical first overtone bands of bonded OH-H bonding
4550 (1800 nm)-5550 (2200 nm) Combination OH str. and OH bending
Ethers Mid-IR 1220-1000 C-O asymmetric stretch
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for the IR milk analyzers, and specific procedures for
operation of these instruments are given [5, 6].

There are many additional applications of mid-IR
spectroscopy to food analysis. Examples of applica-
tions of mid-IR spectroscopy to foods are found in
review articles [7-9]. Due to the complex nature of
infrared spectra, multivariate statistical analysis tech-
niques (chemometrics) must often be used to extract
information from the infrared spectra, allowing for
classification and quantitative analysis of multiple
components in foods. Instrument calibration using
chemometric techniques is discussed in more detail in
Sect. 8.5.3.

8.4 NEAR-IR SPECTROSCOPY

Measurements in the near-IR (NIR) spectral region
(0.7-2.5 pm, equal to 700-2500 nm) are more widely
used for quantitative analysis of foods than are mid-IR
measurements. Several commercial instruments are
available for compositional analysis of foods using
near-IR spectroscopy. A major advantage of near-IR
spectroscopy is its ability to measure directly the com-
position of solid food products by the use of diffuse
reflection techniques.

8.4.1 Principles

8.4.1.1 Principles of Diffuse Reflection
Measurements

When radiation strikes a solid or granular material,
part of the radiation is reflected from the sample sur-
face. This mirrorlike reflection is called specular reflec-
tion and gives little useful information about the
sample. Most of the specularly reflected radiation is
directed back toward the energy source. Another por-
tion of the radiation will penetrate through the surface
of the sample and be reflected off several sample par-
ticles before it exits the sample. This is referred to as
diffuse reflection, and this diffusely reflected radia-
tion emerges from the surface at random angles
through 180°. Each time the radiation interacts with a
sample particle, the chemical constituents in the sam-
ple can absorb a portion of the radiation. Therefore,
the diffusely reflected radiation contains information
about the chemical composition of the sample, as indi-
cated by the amount of energy absorbed at specific
wavelengths.

The amount of radiation penetrating and leaving
the sample surface is affected by the size and shape of
the sample particles. Compensation for this effect may
be achieved by grinding solid or granular materials
with a sample preparation mill to a fine, uniform par-
ticle size, or by applying mathematical corrections
when the instrument is calibrated [10].

8.4.1.2 Absorption Bands in the Near-IR
Region

The absorption bands observed in the near-IR region
are primarily overtones and combinations. Therefore,
the absorptions tend to be weak in intensity. However,
this is actually an advantage, since absorption bands
that have sufficient intensity to be observed in the
near-IR region arise primarily from functional groups
that have a hydrogen atom attached to a carbon, nitro-
gen, or oxygen, which are common groups in the
major constituents of food such as water, proteins, lip-
ids, and carbohydrates. Table 8.1 lists the absorption
bands associated with a number of important food
constituents.

The absorption bands in the near-IR region tend to
be broad and frequently overlap, yielding spectra that
are quite complex. However, these broad bands are
especially useful for quantitative analysis. Typical near-
IR spectra of wheat, dried egg white, and cheese are
shown in Fig. 8.7. Note that strong absorption bands
associated with the -OH groups of water which are the
dominant features in the spectrum of cheese, containing
30-40% moisture, and they are still prominent even in
the lower moisture wheat and egg white samples.
Bands arising from protein (2060 and 2180 nm) in the
wheat sample are partially obscured by a strong starch
absorption band and centered at 2100 nm. Relatively
sharp absorption bands arising from -CH groups in
lipid can be observed at 2310, 2350 nm, and 1730 nm
and are distinctly observable in the cheese spectrum.

8.4.2 Instrumentation

Two commercial near-IR spectrometers are shown in
Fig. 8.8. The radiation source in most near-IR instru-
ments is a tungsten-halogen lamp with a quartz enve-
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lope, similar to a projector lamp. These lamps emit
significant amounts of radiation in both the visible and
near-IR spectral regions. Semiconductor detectors are
most commonly used in near-IR instruments, with sili-
con detectors used in the 700-1100 nm range and lead
sulfide used in the 1100-2500 nm region. In situations
for which a rapid response to changing light intensity
is needed, such as in online monitoring, indium-gal-
lium-arsenide (InGaAs) detectors can be used. Many
InGaAs detectors are limited to a maximum wave-
length of 1700 nm, although commercial InGaAs
detectors with a range extended to longer wavelengths
are now available. Most commercial near-IR instru-
ments use monochromators, rather than interferome-
ters, although some commercial instruments are now
using FT technology. Monochromator-based instru-
ments may be of the scanning type, in which a grating
is used to disperse the radiation by wavelength, and
the grating is rotated to impinge a single wavelength
(or more appropriately, a narrow band of wavelengths)
onto a sample at any given time. Using this arrange-
ment, it takes several seconds to collect a spectrum
from a sample over the entire near-IR region. Some
rapid scanning instruments impinge light over the
entire near-IR region onto the sample. The reflected or
transmitted light then is directed onto a fixed grating
that disperses the light by wavelength and also focuses
it onto a multichannel array detector that measures all
wavelengths at once. These instruments can obtain a
spectrum from a sample in less than 1 s.

Instruments dedicated to specific applications can
use optical interference filters to select 6-20 discrete
wavelengths that can be impinged on the sample. The
filters are selected to obtain wavelengths that are
known to be absorbed by the sample constituents. The
instrument inserts filters one at a time into the light

Modern commercial near-IR instrument. (a) Thermo Scientific Antaris II. (b) Shimadzu IRTracer-100 equipped
with an NIR integrating sphere accessory from PIKE Technologies (Photographs courtesy of Thermo Fisher

beam to direct individual wavelengths of radiation
onto the sample.

Either reflection or transmission measurements
may be made in near-IR spectroscopy, depending on
the type of sample. In the reflection mode, used pri-
marily for solid or granular samples, it is desirable to
measure only the diffusely reflected radiation that
contains information about the sample. In many
instruments, this is accomplished by positioning the
detectors at a 45° angle with respect to the incoming IR
beam, so that the specularly reflected radiation is not
measured (Fig. 8.9a). Other instruments use an inte-
grating sphere, which is a gold-coated metallic sphere
with the detectors mounted inside (Fig. 8.9b). The
sphere collects the diffusely reflected radiation coming
at various angles from the sample and focuses it onto
the detectors. The specular component escapes from
the sphere through the same port by which the inci-
dent beam enters and strikes the sample.

Samples often are prepared by packing the food
tightly into a cell against a quartz window, thereby
providing a smooth, uniform surface from which
reflection can occur. Quartz does not absorb in the
near-IR region. At each wavelength, the intensity of
light reflecting from the sample is compared to the
intensity reflected from a non-absorbing reference,
such as a ceramic or fluorocarbon material. Reflectance
(R) is calculated by the following formula:

R=I/I, (8.4)

where:

I'=intensity of radiation reflected from the sam-
ple at a given wavelength
Iy=intensity of radiation reflected from the ref-
erence at the same wavelength
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8.9 Typical instrument geometries for measuring
diffuse reflectance from solid food samples.
Radiation from the monochromator (I) is
directed by a mirror onto the sample (S).
Diffusely reflected radiation is measured
directly by detectors (D) placed at a 45° angle
to the incident beam (a) or is collected by an
integrating sphere and focused onto the
detectors (b). In both cases, the specularly
reflected radiation is not measured

Reflectance data are expressed most commonly as
log (1/R), an expression analogous to absorbance in
transmission spectroscopy. Reflectance measurements
also are expressed sometimes as differences, or deriva-
tives, of the reflectance values obtained from adjacent
wavelengths:

(logR,,-logR,,) (8.5)
or
(2logR;, ~logR;; ~logR;;) (8.6)

These derivative values are measures of the changes in
slope of the spectrum, where 1;, 4,, and 4; are adjacent
wavelengths typically separated by 5-20 nm, with the
higher numbers representing longer wavelengths.
Transmission measurements also can be made
in the near-IR region, and this is usually the method
of choice for liquid samples. A liquid is placed in a
quartz cuvette and the absorbance measured at the
wavelengths of interest. Transmission measurements
also can be taken from solid samples, but generally
only in the 700-1100 nm range. In this wavelength
region, the absorption bands are higher overtones
that are very weak, allowing the radiation to pen-
etrate through several millimeters of a solid sample.
The use of transmission measurements can minimize
the degree of sample preparation needed. Since the IR
beam passes through the entire sample, the need for a
smooth, homogeneous sample surface is reduced.
Near-IR energy can be transmitted through a
fiber optic cable some distance from the monochro-
mator or interferometer, allowing reflection or trans-
mission measurements to be made remotely from the

instrument. This is very useful to take measurements
in a processing plant environment. Commercial
probes are available that can be inserted directly into
bulk granular materials, or inserted into a pipe carry-
ing a liquid.

As with mid-IR, near-IR imaging instruments are
now commercially available. These instruments use an
array detector so that a digital image of a food sample
can be obtained at various wavelengths or a spectrum
can be obtained from a single pixel in a digital image.
This technique is often referred to as hyperspectral
imaging. It holds much potential for evaluating sam-
ple heterogeneity, or identifying small features or con-
taminants on an intact food sample.

8.4.3 Quantitative Methods Using Infrared
Spectroscopy

Infrared instruments can be calibrated to measure var-
ious constituents in foods and agricultural commodi-
ties. Because of the overlapping nature of the near-IR
absorption bands, it is usually necessary to take mea-
surements at two or more wavelengths to quantify a
food component reliably. Multivariate statistical tech-
niques (chemometrics) are used to relate the spectral
data collected at multiple wavelengths to the concen-
tration of the component of interest in the food [11-13].
The simplest statistical technique used is multiple lin-
ear regression (MLR), which applies an equation of
the following form to predict the amount of a constitu-
ent present in the food from the spectral
measurements:

% constituent =z+alog(1/R;;)+blog(1/R,,)
+clog(1/R;5)+... (8.7)

where each term represents the spectral measurement
at a different wavelength multiplied by a correspond-
ing coefficient. Each coefficient and the intercept (z)
are determined by multivariate regression analysis.

Absorbance or derivatized reflectance data also
can be used in lieu of the log (1/R) format. The use of
derivatized reflectance data has been found to provide
improved results in some instances, particularly with
samples that may not have uniform particle sizes.
Other mathematical techniques also are available that
can be applied to the reflectance data to correct for the
effects of nonuniform particle size [10].

To calibrate an infrared instrument for quantita-
tive measurement, a set of samples is obtained that rep-
resents the product to be measured and contains the
component of interest over the expected range of inter-
est. The samples are then analyzed using the conven-
tional method of analysis (e.g., for protein analysis, use
Kjeldahl or Dumas methods; Chap. 18, Sects. 18.2.1 and
18.2.2), and the infrared spectrum of each sample is
collected. A computer-assisted MLR analysis is then


https://doi.org/10.1007/978-3-319-45776-5
https://doi.org/10.1007/978-3-319-45776-5

Chapter 8 ¢ Infrared and Raman Spectroscopy

119

performed to determine the combinations of wave-
lengths that best predict the concentration of the com-
ponent of interest and the coefficients associated with
each wavelength, as shown in Eq. (8.7). In chemometric
techniques such as MLR, the wavelengths are chosen
based on statistical correlation with the component
being measured. However, the results should always
be inspected to make sure that the wavelengths selected
make sense from a spectroscopic perspective. Each cali-
bration also should be tested using a second set of inde-
pendent samples. Then, if the calibration yields
satisfactory results, it can be used for routine analysis.

When using MLR, it may sometimes be difficult to
include enough wavelengths to adequately define the
relationship between the spectral and composition
data. Adding too many wavelengths may “overfit” the
calibration so that it does not apply well to samples
that were not part of the original set. This can occur
because the responses of individual wavelengths are
highly intercorrelated. To overcome this problem and
to obtain more robust predictions, multivariate cali-
bration methods such as partial least squares (PLS)
regression and principal component regression (PCR)
can be used. PLS and PCR are often referred to as “data
compression” techniques, since they take the spectral
variation from the entire wavelength range and
express most of that variation with a smaller number
of variables that are not correlated. These variables
then are used in to develop a regression equation. PLS
and PCR often provide improved results compared to
MLR because they can use information from the entire
spectrum with less risk of “overfitting” the results. For
this reason, these two techniques are now the most
widely used methods for calibrating mid-IR and near-
IR instruments for quantitative analysis. Readers
interested in a more detailed explanation of these tech-
niques should consult the references [11-16].

8.4.4 Qualitative Analysis by Infrared
Spectroscopy

Infrared spectroscopy can be used to classify a sample
into one of two or more groups, rather than to provide
quantitative measurements. Classification techniques,
such as principal component analysis (PCA), soft
independent modeling of class analogy (SIMCA), or
discriminant analysis, can be used to compare the
infrared spectrum of an unknown sample to the spec-
tra of samples from different groups. The unknown
sample then is classified into the group to which its
spectrum is most similar. While this technique has his-
torically been used in the chemical and pharmaceuti-
cal industries for raw material identification, it is
becoming more widely used for food applications,
including the classification of wheat as hard red spring
or hard red winter [17], the identification of orange
juice samples from different sources [18, 19], authenti-

cation of the source of olive oils [20-22], and discrimi-
nation of beef [23-25]. Readers interested in a more
detailed explanation of these classification techniques
should consult the references [11, 26].

8.4.5 Applications of Near-IR Spectroscopy
to Food Analysis

Theory and applications of near-IR spectroscopy to
food analysis have been discussed in several publica-
tions [27-30]. The technique is widely used through-
out the grain, cereal products, and oilseed processing
industries. Near-IR techniques using measurements
from ground or whole grain samples have been
adopted as approved methods of analysis by AACC
International [31] for measuring protein in barley, oats,
rye, triticale, wheat, and wheat flour, as well as mois-
ture, protein, and oil in soybeans. These approved
methods describe the instruments available for mak-
ing these measurements, including a list of current
manufacturers with contact information in Method
39-30, as well as the proper techniques for preparing
samples and calibrating the instruments. Near-IR
instruments now are used by the official grain inspec-
tion agencies in both the US and Canada for measur-
ing protein, moisture, and oil in cereals and oilseeds.

Food components such as protein and dietary
fiber can be determined successfully in a number of
cereal-based foods using near-IR spectroscopy [32-34].
Modern instruments and calibration techniques allow
a wide variety of products, such as cookies, granola
bars, and ready-to-eat breakfast foods, to be analyzed
using the same calibration.

Near-IR spectroscopy also can be used for numer-
ous other commodities and food products. The tech-
nique has been used successfully to evaluate
composition and quality of red meats and processed
meat products [35-37], poultry [38], and fish [39].
Near-IR spectroscopy is useful also for analyzing a
number of dairy products and nondairy spreads,
including measuring moisture in butter and marga-
rine [40]; moisture, fat, and protein in cheese [41, 42];
and lactose, protein, and moisture in milk and whey
powders [43]. Near-IR techniques also have shown
promise for measuring total sugars and soluble solids
in fruits, vegetables, and juices [44—46], are being used
commercially for monitoring the sugar content in corn
sweeteners [47], and can be used to quantitate sucrose
and lactose in chocolate [48].

Near-IR spectroscopy also is showing potential
for measuring specific chemical constituents in a food
that affect its end-use quality, for monitoring changes
that occur during processing or storage, and for
directly predicting processing characteristics of a com-
modity that are related to its chemical composition.
Examples include determining the amylose content in
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rice starch, an important determinant of rice quality
[49, 50], monitoring peroxide value in vegetable oils
[51], monitoring degradation of frying oils [52], and
predicting corn-processing quality [53, 54].

These are only a few examples of current applica-
tions. If a substance absorbs in the near-IR region and
is present at a level of a few tenths of a percent or
greater, it has potential for being measured by this
technique. The primary advantage of near-IR spectros-
copy is that once the instrument has been calibrated,
several constituents in a sample can be measured rap-
idly (from 30 s to 2 min) and simultaneously. To mea-
sure multiple constituents, a calibration equation for
each constituent is stored into the memory of the
instrument. Measurements are taken at all wave-
lengths needed by the calibrations, and each equation
then is solved to predict the constituents of interest.
No sample weighing is required, and no hazardous
reagents are used or chemical waste generated. It also
is adaptable for online measurement systems [55].
Disadvantages include the high initial cost of the
instrumentation, which may require a large sample
load to justify the expenditure, and the fact that spe-
cific calibrations may need to be developed for each
product measured. Also, the results produced by the
instrument can be no better than the data used to cali-
brate it, which makes careful analysis of the calibra-
tion samples of highest importance.

8.5 RAMAN SPECTROSCOPY

8.5.1 Principles

Raman spectroscopy is a vibrational spectroscopic
technique that is complementary to IR measurements

[56]. When a photon of light collides with a molecule,
the collision can result in the photon being scattered.
Molecules in the sample can be excited and reach an
unstable virtual energy state when they interact with
the incident light as shown in Fig. 8.10. However, this
transition to a high-energy state in the molecule is a
short-lived process, and most of the molecules relax
back to their initial low energy level resulting in the
scattered photon having the same energy as the inci-
dent light. This is called elastic scattering or Rayleigh
scattering. However, a few molecules relax to a higher
vibrational state with a change in the vibrational and
rotational energy of the molecule causing a shift in the
wavelength of the scattered radiation. This is called as
inelastic scattering or Raman scattering. For Raman
scattering to occur, a molecule must undergo a change
in polarizability of the electron cloud of the molecule,
but does not need to undergo a change in dipole
moment. Thus, Raman can observe symmetrical vibra-
tions that cannot be detected by IR spectroscopy.
Raman is complementary to IR spectroscopy in that
some vibrations are only Raman active, some are only
IR active, and some are both.

During Raman scattering, scattered photons
(approximately 1 in 107 photons) will shift to a longer
wavelength (lower frequency), and this shift in fre-
quency is called a Stokes lines or Stokes shift. If the
final energetic state is lower than the initial state, scat-
tered photons will shift to a shorter wavelength (higher
frequency), and this is called an anti-Stokes lines or
anti-Stokes shift [57]. Intensities of the Stokes lines are
higher than those of the anti-Stokes lines, and there-
fore the Stokes lines are usually measured as the
Raman spectrum [58].

A typical Raman spectrum includes scattering
intensity (photons per second) on the y-axis versus

Energy-level
diagram of
mid-IR, near-IR,
Rayleigh, and

8.10
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8.11 Raman
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either increasing wavelength (nm) or Raman shift
(cm™) on the x-axis. Each band in a Raman spectrum
corresponds to a vibration of a chemical bond and/or
functional group in the molecule as illustrated in a
representative Raman spectrum of a pharmaceutical in
Fig. 8.11. Similar to IR, a fingerprint of a molecule can
be acquired, and by employing chemometric tools pre-
viously described in Sect. 8.5.3, both qualitative and
quantitative analyses can be generated since the inten-
sity of the Raman bands is proportional to the concen-
tration of the analyte [57].

Raman spectroscopy is positioning as an attrac-
tive technique because: (1) it requires little or no sam-
ple preparation; (2) water and alcohols are weak
Raman scatterers, allowing measurement of aqueous
samples without any special accessories or sample
preparation; and (3) it allows measurements through
common transparent containers such as glass, quartz,
and plastic eliminating the need to open containers to
analyze the contents. For food applications of Raman
spectroscopy, the challenge of sample fluorescence
may be a limiting factor. In general, the intensity of
the Raman scatter is proportional to 1/4* so shorter
excitation wavelengths deliver a much stronger
Raman signal. The caveat is that when using short
excitation wavelengths, fluorescence is more likely to
occur under these conditions.

8.5.2 Instrumentation

Raman spectrometers are based on dispersive and
Fourier transform technologies (Fig. 8.12). Each tech-
nique has its unique advantages, and each is ideally
suited to specific types of analysis.

A Raman dispersive system is composed of a laser
source, sample, dispersing element (diffraction grat-
ing), detector, and a computer. During a typical Raman

2500 2000 1500 1000 500

Raman shift (cm=1)

spectrum collection process, a laser source gives a
coherent beam of monochromatic light that is focused
on the sample. The scattered light is passed through a
notch filter that rejects the Rayleigh-scattered light,
resulting in an important gain in sensitivity. Raman
scattered photons enter the monochromator, where
they are separated by wavelength and are collected by
a detector that records the intensity of the Raman sig-
nal at each wavelength. Lasers are typically used as
the radiation source, as the strength of the Raman sig-
nal is proportional to the intensity of the incident
light. The use of the lasers as a source of radiation to
generate the Raman scattering has been a crucial
development in Raman instrumentation [59]. Typical
wavelengths are 785, 633, 532, and 473 nm. Raman
detectors are frequently photodiode arrays (PDA) or
charge-coupled device (CCD) cameras. CCD detectors
are extremely sensitive to light and contain thousands
of picture elements (pixels) that acquire the whole
spectrum at once in less than a second. CCD detectors
allow the use of very low laser power, to prevent ther-
mal or photochemical destruction of the sample.
FT-Raman spectrometers commonly use a near-
IR laser, usually at 1030 nm or 1064 nm. Using lasers
with excitation wavelengths in the near-IR region
almost completely eliminates fluorescence; how-
ever, the Raman scattering intensity is weak.
FT-Raman uses sensitive, single-element near-IR
detectors such as InGaAs or liquid nitrogen-cooled
germanium (Ge) detectors. An interferometer con-
verts the Raman signal into an interferogram, per-
mitting the detector to collect the entire spectrum
simultaneously. Application of the Fourier trans-
form algorithm to the interferogram converts the
results into a conventional Raman spectrum. Besides
removal of the fluorescence interference, FT-Raman
spectroscopy provides excellent wave number accu-
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racy as a result of the internal interferometer cali-
bration by a built-in helium-neon laser.

8.5.3 Surface-Enhanced Raman Scattering
(SERS)

As mentioned earlier, one of the drawbacks of tradi-
tional Raman spectroscopy is the very low level of
Raman signals. One of the most popular techniques
used to overcome this problem is surface-enhanced
Raman scattering (SERS). Nanostructures on a metal-
lic surface (typically gold or silver) can tremendously
enhance the Raman signal of sample molecules on
the order of 10*-10", allowing detection in the ppb or
single-molecule level [60, 61]. Simple mechanisms of
traditional Raman and SERS are compared in
Fig. 8.13. Variations in the magnitude of the signal
enhancement depend on the morphology of the par-
ticle (roughened surfaces can provide much more
enhancements compared to flat (smooth) metal sur-
faces) [62].

The SERS phenomena result from an enhanced
electromagnetic field produced at the surface of the
metal and a chemical enhancement due to a charge—
transfer interaction between the metal and adsorbed
molecules. When the wavelength of the incident light
is close to a surface plasmon resonance (collective
excitation of conductive electrons in small metallic
structures), molecules adsorbed or in close proximity
to the surface experience an exceptionally large elec-
tromagnetic field. In addition, the electronic transi-
tions of many charge-transfer complexes between the
metal surface and the molecule result in resonance.

Basic illustration of the (a) dispersive Raman and (b) FT-Raman instrumentation (Adapted from Das and

The enormous signal enhancement achieved by
SERS has positioned it as a very promising analytical
tool for the biochemical, biomedical, and pharmaceu-
tical fields. Food applications have been directed to
food safety for the detection of food-borne pathogens
as an alternative to current microorganism diagnostic
tools, providing the possibility of developing portable
pathogen sensors for on-site food inspection [60].
Other applications of SERS include the detection of
food contaminants (pesticides and antibiotic residues)
and adulteration (melamine, illegal food dyes, and
mycotoxins) [60, 63].

8.6 HANDHELD AND PORTABLE
TECHNOLOGY

Vibrational spectroscopy techniques are extremely
well suited to be used as portable or handheld instru-
ments. Their simplicity, speed, selectivity, and ability
to operate without sample preparation make them
ideal to be used outside the laboratory for process
monitoring in challenging environments. A single
spectrometer can be used to verify the identity of
bulk materials, check for contamination, control pro-
cesses, and confirm final product specifications.
Field-based instruments have to tolerate harsh condi-
tions, maintain reliability and accuracy, be easy to
operate, battery powered, lightweight with an ergo-
nomic design and intuitive user interface. Sample
accessories must be robust, with limited or no sample
preparation required and capable of fast analysis
(Fig. 8.14).
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Incident light Rayleigh scattering

Raman scattering

Analyte

b

Incident light Rayleigh scattering
Enhanced
Raman
scattering
Analyte
Nanoparticles

Comparison of (a) traditional Raman and (b) SERS mechanism (Adapted from Zheng and He [63])

The advantage of portable mid-IR spectrometers
(compared to near-IR) is the higher fundamental signal,
allowing detection of low analyte levels and its unique
fingerprinting capabilities. However, if a sample con-
tains water, its strong mid-IR absorption may swamp
useful information. Near-IR allows analysis without
any sample preparation. The most commonly used
mode of sampling for solids is diffuse reflectance, while
transflectance (combined transmission and reflectance)
and transmission are suitable configurations for liquid
analysis. Although the near-IR signal is 10-1000 times
lower than mid-IR bands, the lower absorptivities per-
mit the near-IR beam to penetrate deeper into the sam-
ple, resulting in more representative analysis.
Advantages of portable Raman instruments for field
deployment include little or no sample preparation,
noncontact and nondestructive capabilities, and the
relatively weak Raman response of water to allow mea-
suring aqueous solutions. Near-IR and Raman analysis
permit measurements through glass and plastic films.

Portable and handheld vibrational spectrometers
are attractive fingerprinting techniques for various
applications including food, pharmaceuticals, petro-
chemicals, and law enforcement [64]. Ellis et al. [65]
summarized the applicability of various commercially
available spectroscopy-based approaches for rapid on-

Portable/handheld vibrational spectrometers commercially available. (a) Agilent 4300 handheld FTIR, (b)
Agilent 4500 Portable FTIR, (c) Thermo microPhazir Handheld Near-IR, (d) Progeny™ 1064 nm handheld
Raman analyzer by Rigaku Analytical Devices, and (e) DeltaNu ReporteR handheld Raman spectrometer

site food fraud analysis. In addition, dos Santos et al.
[66] reviewed the application of portable near-IR spec-
trometers in the agro-food industry.

8.7 SUMMARY

IR spectroscopy measures the absorption of radiation
in the near-IR (4=0.8-2.5 pm) or mid-IR (1=2.5-15 pm)
regions by molecules in food or other substances. IR
radiation is absorbed as molecules change their vibra-
tional energy levels. A summary of the most important
characteristics of spectroscopy techniques is presented
in Table 8.2. Mid-IR spectroscopy is especially useful
for qualitative analysis, such as identifying specific
functional groups present in a substance. Different
functional groups absorb different frequencies of radi-
ation, allowing the groups to be identified from the
spectrum of a sample. Quantitative analysis also can
be achieved by mid-IR spectroscopy, with milk analy-
sis being a major application. Near-IR spectroscopy is
used most extensively for quantitative applications,
using either transmission or diffuse reflection mea-
surements that can be taken directly from solid foods.
By using multivariate statistical techniques, infrared
instruments can be calibrated to measure the amounts
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fable Comparison of spectroscopy methods common in food analysis
Type of
spectroscopy Principles Order of components Application

Ultraviolet-visible

(UV-Vis)

Based on absorption by molecules of radiant energy
of specific wavelength from tungsten or UV lamp.
Measure difference between amount of energy
emitted by lamp and that reaching the detector.
Absorption is proportional fo concentration of
molecule

UV or visible lamp,
monochromator,
sample, detector,
readout

Quantitate molecules
(by themselves or as
the result of a chemical
reaction) that will
absorb radiant energy
in the UV or vis region

Fluorescence

Based on emission, by molecules, of radiant energy of
specific wavelength. Molecule is activated from its
ground state to an excited electronic energy level by
the absorption of radiation from a UV or vis lamp.
Measure radiant emitted by the molecule as it relaxes
from an excited electronic energy level to its
corresponding ground state. Emitted energy is
proportional to concentration of molecule

UV or visible lamp,
monochromator,
sample,
monochromator,
detector, readout

Quantitate molecules
(by themselves or as
the result of a chemical
reaction) that will emit
radiant energy in the
UV or vis region

Mid-R (MIR) Based on absorption, by molecules, of radiant energy  For dispersive systems:  Qualitative and
of specific wavelength (2.5-15 pm; mid-IR source, grating,  quantitative analysis of
4000-670 cm~') from a mid-IR source. Molecules in slit, sample, detector, sample(s)
the ground state absorb mid-IR radiation and make a  readout
transition to the first excitation state of vibration For FT - midR
(fundamental vibration). When the frequency of the of SYSter?s' mie
radiation matches the vibrational frequency of the ssiur?\(la, mlt.er eron‘;eiter
molecule or functional group, then radiation causes L e-Ne c|1.|gnmen cbsler,
vibrational and rotational changes and a net change eam SF. mzr, movabie
in the dipole moment of the molecule. Measured by m|rro|r, 'ge mirror),
difference between amount of energy emitter by the somdp e, defector,
mid-IR source and that reaching the detector. readout
Absorption is proportional to concentration of the
analyte
Near-R (NIR) Based on absorption, by molecules, of radiant energy of ~ For dispersive systems:  Qualitative and
specific wavelength (0.8-2.5 pm; 12,500-4000 cm-')  nearR source, grating,  quantitative analysis of
from a NIR source. Molecules absorb nearIR radiation slit, sample, detector, sample(s)
and make transitions to higher excited states (v=2, 3 or  readout
higher) resulting in overtones and combination vibrations For FT svsferms: R
of C-H, O-H, and N-H groups. A net change in the orrisys en;s, neart
dipole moment and large mechanical anharmonicity of ssurf\le, |n|'r.er eromel'rer
the vibrating atoms are required. Measured by the L ee CI‘. 'gnment (leer’
difference between amount of energy emitted by the eam SF m:r, movable
nearIR source and that reaching the detector. Absorption m|rr01, lze mirror),
is proportional fo concentration of molecule sample, defector,
readout
Raman Based on inelastic scattering process of For dispersive systems:  Qualitative and

monochromatic laser beam through its interaction with
vibrating molecule resulting in a change in
polarizability of the electron cloud of the molecule.
Scattered photon is shifted to higher (anti-Stokes shift)
or lower (Stokes shift) frequencies than the incident
photon, giving information about the vibrational
modes in the system. Measure Raman scattered
photons by a detector. Band intensities are
proportional to concentration of molecule

UV or visible laser,
sample, dispersing
element (diffracting
grating), detector,
readout

For FT systems: near-IR
laser, interferometer

(He:Ne alignment laser,
beam splitter, movable

mirror, fixed mirror),
sample, detector,
readout

quantitative analysis of
sample(s)

(continued)
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table

(Continued)
Type of
spectroscopy Principles Order of components Application
Atomic Based on absorption, by atoms, of energy of specific ~ HCL, sample inserted in  Quantitate minerals
absorption wavelength from hollow cathode lamp (HCL). Flame flame, monochromator,
(flame) converts molecules to atoms. Energy from HCL detector, readout

activates atoms from ground state to excited state.

Absorption is proportional to concentration of atoms

Atomic emission
(plasma)

Based on emission, by atoms, of energy of specific
wavelength. Plasma converts molecules to atoms.
Plasma activates atoms from ground state to excited

state. Emission is proportional to concentration of

atoms

Sample inserted in Quantitate minerals
plasma, monochromator
(or echelle optics),

detector, readout

of various constituents in a food sample based on the
amount of IR radiation absorbed at specific wave-
lengths. Mid-IR, near-IR, and Raman spectroscopy
requires much less time to perform quantitative analy-
sis than do many conventional wet chemical or chro-
matographic techniques.

8.8

STUDY QUESTIONS

. Describe the factors that affect the frequency of

vibration of a molecular functional group and
thus the frequencies of radiation that it absorbs.
Also, explain how the fundamental absorption
and overtone absorptions of a molecule are
related.

. Describe the essential components of an FT

mid-IR spectrometer and their function, and
compare the operation of the FT instrument to a
dispersive instrument. What advantages do FT
instruments have over dispersive IR
spectrophotometers?

. Describe the similarities and differences between

mid-IR spectroscopy and Raman spectroscopy.

. Of the three antioxidants, butylated hydroxy-

toluene (BHT), butylated hydroxyanisole
(BHA), and propyl gallate, which would you
expect to have a strong IR absorption band in
the 1700-1750 cm™ spectral region? Look up
these compounds in a reference book if you are
uncertain of their structure.

. Describe the two ways in which radiation is

reflected from a solid or granular material.
Which type of reflected radiation is useful for
making quantitative measurements on solid
samples by near-IR spectroscopy? How are
near-IR reflectance instruments designed to
select for the desired component of reflected
radiation?

6. Describe the steps involved in calibrating a
near-IR reflectance instrument to measure the
protein content of wheat flour. Why is it usually
necessary to make measurements at more than
one wavelength?
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9.1 INTRODUCTION

The development of accurate methods for measuring
concentrations of mineral elements in foods and other
biological samples has a long history. The major chal-
lenge is to accurately measure these elements in a food
matrix that contains much higher concentrations of
other components (i.e., carbohydrates, proteins, and
fats) as well as other mineral elements that may inter-
fere. Table 9.1 lists mineral elements of interest in foods
[1, 2]. The USDA nutrient database [1] for calcium,
iron, sodium, and potassium in foods is quite com-
plete, but the database for the trace elements and toxic
heavy metals is lacking for some food groups.

As the names imply, atomic absorption spectros-
copy (AAS) quantifies the absorption of electromag-
netic radiation by well-separated neutral atoms,

9.1 Elements in foods classified according to

nutritional essentiality, potential toxic risk,
and inclusion in USDA Nutrient Database
for Standard Reference

USDA Nutrient

Essential nutrient®  Toxicity concern Database®
Sodium Lead Calcium
Potassium Mercury Iron
Chloride Cadmium Magnesium
Calcium Nickel Phosphorous
Chromium Arsenic Potassium
Copper Thallium Sodium
Fluoride Zinc

lodine Copper
Iron Manganese
Magnesium Selenium
Manganese Fluoride
Molybdenum

Phosphorous

Selenium

Zinc

Arsenic

Boron

Nickel

Silicon

Vanadium

Compiled based on U.S. Department of Agriculture,
Agricultural Research Service [1] and Institute of Medicine
I0M) [2]

“Nutrients are considered essential if their removal from the
diet causes some adverse change in physiological function.
For arsenic, boron, nickel, silicon, and vanadium, there is evi-
dence that trace amounts may have a beneficial role in some
physiological processes in some species, but the available
data is limited and often conflicting. Dietary Reference
Intakes (DRIs) have been established by Institute of Medicine
(IOM) for these minerals [2]

"Values for copper, manganese, selenium, and fluoride are
not included for many foods in the USDA Nutrient Database
for Standard Reference due to limited data

while atomic emission spectroscopy (AES) measures
emission of radiation from atoms in excited states.
AAS and AES allow accurate measurements of min-
eral elements even in the presence of other compo-
nents because the atomic absorption and emission
spectra are unique for each individual element. The
use of inductively coupled plasma (ICP), originally
developed in the 1960s [3, 4], as an excitation source
for emission spectroscopy has further expanded our
ability to rapidly measure multiple elements in a sin-
gle sample. In theory, virtually all of the elements in
the periodic chart can be determined by AAS or
AES. In practice, atomic spectroscopy is used pri-
marily to determine mineral elements. Table 8.2 in
Chap. 8 shows a comparison of different spectros-
copy methods commonly available for food analysis,
including AAS and AES.

More recently, ICP has been mated with mass
spectrometry (MS) to form ICP-MS instruments that
are capable of measuring mineral elements with
extremely low detection limits. Moreover, mass spec-
trometers have the added advantage of being able to
separate and quantify multiple isotopes of the same
element. Taken together, these instrumental methods
have largely replaced traditional wet chemistry meth-
ods for food mineral analysis, although traditional
methods for calcium, chloride, fluoride, and phospho-
rus remain in use today (see Chap. 21).

This chapter deals with the basic principles that
underlie analytical atomic spectroscopy and provides
an overview of the instrumentation available for mea-
suring atomic absorption and emission. A discussion
of ICP-MS is also included. Readers interested in a
more thorough treatment of the topic are referred to
references 5-8.

9.2 GENERAL PRINCIPLES

9.2.1 Energy Transitions in Atoms

Atomic absorption spectra are produced when
ground-state atoms absorb energy from a radiation
source. Atomic emission spectra are produced when
neutral atoms in an excited state emit energy on
returning to the ground state or a lower-energy state.
As discussed in Chap. 6, atoms absorb or emit radia-
tion of discrete wavelengths because the allowed
energy levels of electrons in atoms are fixed and dis-
tinct. In other words, each element has a unique set
of allowed electronic transitions and therefore a
unique spectrum, enabling accurate identification
and quantification even in the presence of other ele-
ments. The absorption and emission spectra of
sodium are shown in Fig. 9.1. For absorption, transi-
tions involve primarily the excitation of electrons in
the ground state, so the number of transitions is rela-
tively small. Emission, on the other hand, occurs
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figure

when electrons in various excited states fall to lower-
energy levels including, but not limited to, the
ground state. Therefore, the emission spectrum has
more lines than the absorption spectrum of the same
element as illustrated in Fig. 9.1. When a transition is
from or to the ground state, it is termed a resonance
transition, and the resulting spectral line is called a
resonance line.

9.2.2 Atomization

Atomic spectroscopy requires that atoms of the ele-
ment of interest to be in the atomic state (not combined
with other elements in a compound) and to be well
separated in space. In foods, virtually all elements are
present as compounds or complexes and therefore
must be converted to neutral atoms (i.e., atomization)
before atomic absorption or emission measurements
can be made. Atomization is usually accomplished by
exposing a solution containing the analyte (the sub-
stance being measured) as a fine mist to high tempera-
tures, typically in a flame or plasma. The solvent
quickly evaporates, leaving solid particles of the ana-
lyte that vaporize and decompose to atoms that may
absorb radiation (atomic absorption) or become
excited and subsequently emit radiation (atomic emis-
sion). This process is shown schematically in Fig. 9.2.
Three common methods for atomizing samples,
including their atomization temperature ranges, are
summarized in Table 9.2.

9.3 ATOMIC ABSORPTION
SPECTROSCOPY

AAS is an analytical method based on the absorption
of ultraviolet-visible (UV-Vis) radiation by free atoms
in the gaseous state. It is a relatively simple method
and was the most widely used form of atomic spec-
troscopy in food analysis for many years. It has been
largely replaced by the more powerful ICP-based

spectrum (From Welz [26], reprinted with permission of VCH Publishers (1985)

P
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9.2 A schematic representation of the atomization
of an element in a flame or plasma. The large

figure circle at the bottom represents a tiny droplet of
a solution containing the element (M) as part
of a compound (From Boss and Fredeen [6],
used with permission. Courtesy of the
PerkinElmer Corporation, Shelton, CT)

9.2

Methods and temperature ranges for
atomization of analytes

Approximate
Source of energy  atomization Analytical
for atomization temperature range (K] method
Flame 2,000-3,400 AAS, AES
Electrothermal 1,500-3,300 AAS (graphite
furnace)

Inductively coupled 6,000-7,000 ICP-OES,

argon plasma ICP-MS
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spectroscopy. Two types of atomization are commonly
used in AAS: flame atomization and electrothermal
(graphite furnace) atomization.

9.3.1 Principles of Flame Atomic
Absorption Spectroscopy

A schematic diagram of a flame atomic absorption
spectrometer is shown in Fig. 9.3. In flame AAS, a
nebulizer-burner system is used to convert a sample
solution into an atomic vapor. It is important to note
that the sample must be in solution (usually an aque-
ous solution) before it can be analyzed by flame
AAS. The sample solution is nebulized (dispersed
into tiny droplets), mixed with fuel and an oxidant,
and burned in a flame produced by oxidation of the
fuel. Atoms and ions are formed within the hottest
portion of the flame as the sample solution goes
through the process of desolvation, vaporization,
atomization, and ionization (Fig. 9.2). Atoms and ions
of the same element absorb radiation of different
wavelengths and produce different spectra. Therefore,
it is desirable to choose a flame temperature that will
maximize atomization and minimize ionization
because atomic absorption spectrometers are tuned to
measure atomic absorption, not ionic absorption.

Once the sample is atomized in the flame, the quan-
tity of the analyte element is measured by determining
the attenuation (decrease in intensity) of a beam of radi-
ation passing through the flame, due to atomic absorp-
tion of incident radiation by the analyte element. For
the measurement to be specific for the analyte element,
the radiation source ideally should emit radiation of the
exact discreet wavelengths that only the analyte element

beam \

Sample !

Reference %

is capable of absorbing. This can be accomplished by
using lamps with cathodes fabricated with the element
to be determined. Thus, the beam of radiation emitted
from the lamp is the emission spectrum of the element.
The spectral line of interest is isolated by passing the
beam through a monochromator so that only radiation
of a very narrow band width reaches the detector.
Usually, one of the strongest spectral lines is chosen; for
example, for sodium the monochromator is set to pass
radiation with a wavelength of 589.0 nm. The principle
of this process is illustrated in Fig. 9.4. Note that the
intensity of the radiation leaving the flame is less than
the intensity of radiation coming from the source. This
is because sample atoms in the flame absorb some of the
radiation. Note also that the line width of the radiation
from the source is narrower than the corresponding line
width in the absorption spectrum. This is because the
higher temperature of the flame causes a broadening of
the line width.

The amount of radiation absorbed by the analyte
element is given by Beer’s law:

A=log(I,/I)=abc 9.1)
where:

A = absorbance

I, = intensity of radiation incident on the flame
I = intensity of radiation exiting the flame

a = molar absorptivity

b = path length through the flame

¢ = concentration of atoms in the flame

Clearly, absorbance is directly related to the con-
centration of atoms in the flame.

i : Monochromator Electronics
i beam i
" s : 8
-‘ | i U
i 1 Beam
! Detector
Beam Beam ' | recombiner
source chopper 1 H
: Flame :
1 (or furnace) H
E : Readout
Light source E Sample cell : Light measurement
9.3 Schematic representation of a double-beam atomic absorption spectrophotometer (Adapted from Beaty and

Kerber [5])
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9.4 Schematic representation of the absorption
figure of radiation by a sample during an atomic

absorption measurement. The spectrum of
the radiation source is shown in (a). As the
radiation passes through the sample (b),

it is partially absorbed by the element of
interest. Absorbance is proportional to the
concentration of the element in the flame.
The radiant power of the radiation leaving
the sample is reduced because of absorption
by the sample (c) (From Skoog et al. [8],
used with permission. Illustration from
Principles of Instrumental Analysis, 6th ed.,
by DA Skoog, F. J. Holler, S.R. Crouch
(2007). Reprinted with permission of
Brooks/Cole, a division of Cengage
Learning)

9.3.2 Principles of Electrothermal (Graphite
Furnace) Atomic Absorption

Spectroscopy

Electrothermal AAS is identical to flame AAS except
for the atomization process. In electrothermal AAS,
the sample is heated electrically in stages inside a
graphite tube, commonly known as graphite furnace,
to achieve atomization. The tube is aligned to the path
of the radiation beam to be absorbed by the atomized
sample and absorbance is determined. Electrothermal
AAS requires smaller sample sizes and offers lower
detection limits. Disadvantages are the added expense
of the graphite furnace, lower sample throughput,
higher matrix interferences, and lower precision.
9.3.3 Instrumentation for Atomic
Absorption Spectroscopy

Atomic absorption spectrometers, typically with a
double-beam design (see Chap. 7, Sect. 7.2.7), consist
of the following components (Fig. 9.3):

1. Radiation source, a hollow cathode lamp
(HCL) or an electrode-less discharge lamp
(EDL)

2. Atomizer, usually a nebulizer-burner system or
a graphite furnace

3. Monochromator, usually an UV-Vis grating
monochromator

4. Detector, a photomultiplier tube (PMT) or a
solid-state detector (SSD)

5. Readout device, an analog or a digital readout

(Radiation source and atomizers will be further
discussed in the following paragraphs. See Chap. 7,
Sects. 7.2.6.2, 7.2.6.3, and 7.2.6.4 for a more detailed
discussion of monochromators, detectors, and readout
devices, respectively.)

9.3.3.1 Radiation Source

A hollow cathode lamp (HCL) consists of a hollow
tube filled with argon or neon gas, an anode made of
tungsten, and a cathode made of the metallic form of
the element being measured (Fig. 9.5). When voltage is
applied across the electrodes, the lamp emits radiation

Clear
window

_E | *~Anode

<— Cathode

Ar
FILL gas

Schematic representation of a hollow cathode
lamp (Adapted from Beaty and Kerber [5])
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characteristic of the metal in the cathode. For example,
if the cathode is made of iron, an iron spectrum will be
emitted. As the radiation passes through the flame
containing the atomized sample, only iron atoms (not
atoms of other elements) will absorb this radiation
because the emitted wavelengths from the HCL are
specific for iron atoms. Of course, this means that it is
necessary to use a different lamp for each element ana-
lyzed (there are a limited number of multielement
lamps available that contain cathodes made of more
than one element). HCLs for about 60 metallic elements
are commercially available, suggesting that AAS may
be used for the analysis of up to 60 elements.

An electrode-less discharge lamp (EDL) contains
no electrodes but a hollow glass vessel filled with an
inert gas plus the element of interest. The discharge is
produced by a high-frequency generator coil rather
than an electric current [9]. EDLs are suitable for vola-
tile elements such as arsenic, mercury, and cadmium.

Radiation reaching the monochromator comes
from three sources: (1) attenuated beam from the HCL
(specific emission), (2) emission from sample atoms
(including both analyte and non-analyte atoms) that
were excited by the flame (nonspecific emission), and
(3) radiation resulting from the combustion of the fuel
to create the flame (nonspecific emission). Instruments
are designed to eliminate nonspecific emissions from
reaching the detector. This is accomplished by posi-
tioning a monochromator between the flame and the
detector. The monochromator disperses wavelengths
of light that are not specific to the analyte element and
isolates a line that is specific. Thus, radiation reaching
the detector is the sum of radiation from the attenu-
ated HCL beam and radiation emitted by excited ana-
lyte atoms in the flame. Since we are interested only in
the amount of HCL radiation absorbed by analyte
atoms in the flame, it is necessary to correct for emis-
sion from excited analyte atoms in the flame. This is
accomplished by positioning a beam chopper perpen-
dicular to the light path between the HCL and the
flame (Fig. 9.3). A beam chopper is a disk with seg-
ments removed. The disk rotates at a constant speed so
that the light emitted from the HCL reaching the detec-
tor is either unimpeded or blocked at regular intervals,
i.e., it is alternating. In contrast, emission from excited
analyte atoms in the flame reaching the detector is con-
tinuous. The instrument electronics subtracts the con-
tinuous emission signal from the alternating emission
signal so only the signal from the attenuated HCL
beam is recorded in the readout.

9.3.3.2 Atomizers

Flame and graphite furnace atomizers are the two
common types of atomizers used in AAS. When appli-
cable, a cold vapor technique for mercury and a

hydride generation technique for a few elements are
used to enhance sensitivity.

The flame atomizer consists of a nebulizer and a
burner. The nebulizer is designed to convert the sam-
ple solution into a fine mist or aerosol. This is accom-
plished by aspirating the sample through a capillary
into a chamber through which oxidant and fuel are
flowing. The chamber contains baffles that remove
larger droplets, leaving a very fine mist. Only about
1% of the total sample is carried into the flame by the
oxidant-fuel mixture. The larger droplets fall to the
bottom of the mixing chamber and are collected as
waste. The burner head contains a long, narrow slot
that produces a flame that may be 5-10 cm in length.
This gives a long path length that increases the sensi-
tivity of the measurement.

Flame characteristics may be manipulated by
adjusting oxidant/fuel ratios and by choice of oxidant
and fuel. Air-acetylene and nitrous oxide-acetylene
are the most commonly used oxidant-fuel mixtures
although other oxidants and fuels may be used for
some elements. There are three types of flames:

1. Stoichiometric. This flame is produced from
stoichiometric amounts (exact reaction ratios)
of oxidant and fuel, so the fuel is completely
burned and the oxidant is completely con-
sumed. It is characterized by yellow fringes.

2. Oxidizing. This flame is produced from a fuel-
lean (excess of oxygen) mixture. It is the hottest
flame and has a clear blue appearance.

3. Reducing. This flame is produced from a fuel-
rich mixture (excess of fuel compared to oxy-
gen). It is a relatively cool flame and has a
yellow color.

Analysts should follow manufacturer’s guide-
lines or consult the literature for the proper type of
flame for each element.

Flame atomizers have the advantage of being
stable and easy to use. However, sensitivity is relatively
low because much of the sample never reaches the
flame and the residence time of the sample in the flame
is short.

The graphite furnace is typically a cylindrical
graphite tube connected to an electrical power supply.
The sample is injected into the tube through an inlet
using a microliter syringe with sample volumes rang-
ing from 0.5 to 100 pL. During operation, the system is
flushed with an inert gas to prevent the tube from
burning and to exclude air from the sample compart-
ment. The tube is heated electrically in stages: first the
sample solvent is evaporated, then the sample is
ashed, and finally the temperature is rapidly increased
to ~2000-3000 K to quickly vaporize and atomize the
sample.
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The cold vapor technique works only for mer-
cury, because mercury is the only mineral element
that can exist as free atoms in the gaseous state at
room temperature. Mercury compounds in a sample
are first reduced to elemental mercury by the action
of stannous chloride, a strong reducing agent. The
elemental mercury is then carried in a stream of
inert gas into an absorption cell without the need for
further atomization. The hydride generation tech-
nique is limited to elements capable of forming vol-
atile hydrides that include arsenic, lead, tin,
bismuth, antimony, tellurium, germanium, and sele-
nium. Samples containing these elements are reacted
with sodium borohydride to generate volatile
hydrides, which are carried into an absorption cell
and decomposed by heat. Absorbance measure-
ments with these two techniques are conducted in
the same manner as with flame atomization, but
sensitivity is greatly enhanced because there is very
little sample loss [5].

9.3.4 General Procedure for Atomic
Absorption Analysis

While the basic design of all atomic absorption spec-
trometers is similar, operation procedures do vary
from one instrument to another. For any given method,
it is always a good practice to carefully review stan-
dard operating procedures provided by the manufac-
turer before using the instrument. Most instruction
manuals also provide pertinent information for the
analysis of each particular element (wavelength and
slit width requirements, interferences and corrections,
flame characteristics, linear ranges, etc.).

9.3.4.1 Safety Precautions

General laboratory safety protocols and procedures as
well as safety precautions recommended by the instru-
ment manufacturers must be followed carefully to
avoid personal injuries or costly accidents. The most
commonly used fuel sources in flame AAS are mix-
tures of air-acetylene and nitrous oxide-acetylene.
ACETYLENE IS AN EXPLOSIVE GAS. Proper ventila-
tion must be in place before operation. The exhaust
vent should be positioned directly above the burner to
avoid the buildup of unburned fuel or any potentially
hazardous toxic fumes. Flame atomic absorption spec-
trometers should never be left unattended while in
operation.

9.3.4.2 Calibration

As illustrated in Fig. 9.6, a plot of absorbance versus
concentration will deviate from linearity predicted by
Beer’s law when concentration exceeds a certain level.
Therefore, properly constructed calibration curves
using pure standards are essential for accurate quan-
titative measurements. If values for linear ranges are
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not provided by the manufacturer, the linear range of
an element should be established by running a series
of standards of increasing concentration and plotting
absorbance versus concentration. The concentration
of the unknown sample solution should be adjusted
so that the measured absorbance always falls within
the linear range of the calibration curve.

Instruction manuals from the manufacturers
may provide values for characteristic concentrations
for each element. For example, manuals for Perkin-
Elmer atomic absorption spectrophotometers state
that a 5.0 mg/L aqueous solution of iron “will give a
reading of approximately 0.2 absorbance units.” If the
measured absorbance reading deviates significantly
from this value, appropriate adjustments (e.g., flame
characteristics, lamp alignment, etc.) should be made.

9.3.5 Interferences in Atomic Absorption
Spectroscopy

Two types of interferences are encountered in AAS:
spectral and nonspectral. Spectral interferences are
caused by the absorption of radiation by other elemen-
tal or molecular species at wavelengths that overlap
with the spectral regions of the analyte present in the
sample. Nonspectral interferences are caused by sam-
ple matrices and conditions that affect the atomization
efficiency and/or the ionization of neutral atoms in the
atomizer.

9.3.5.1 Spectral Interferences

An element in the sample other than the element of
interest may absorb at the wavelength of the spectral
band being used. Such interference is rare because
emission lines from the HCL are so narrow that only
the element of interest is capable of absorbing the radi-
ation in most cases. One example of when this prob-
lem does occur is with the interference of iron in zinc
determinations. Zinc has a spectral line at 213.856 nm,
which overlaps the iron line at 213.859 nm. The prob-
lem may be solved by choosing an alternative spectral
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line for measuring zinc or by narrowing the mono-
chromator slit width.

The presence of alkaline earth oxide and hydrox-
ide molecules may also lead to several specific spectral
interferences. Spectra of calcium oxide and magne-
sium hydroxide will appear as background absorp-
tion for atomic absorption measurements of sodium
and chromium, respectively [10]. These interferences
are weak but must be taken into account when work-
ing with a complex sample matrix.

9.3.5.2 Nonspectral Interferences

As mentioned above, quantitative results for an
unknown sample are possible only through compar-
ison with a series of standards of known concentra-
tions. Transport interferences may occur when other
components present in the sample matrix influence
physical properties such as viscosity, surface tension,
and vapor pressure of the sample solution, leading
to differences in the rate of aspiration, nebulization,
or transport between the sample solution and the
standards during flame atomization. Such interfer-
ences often can be overcome by using the same sol-
vent and by matching as closely as possible the
physical properties of the sample solution and the
standards. The standard addition protocol (see Chap.
7, Sect. 7.2.4) may also be used. Transport interfer-
ences are rarely a problem with graphite furnace
instruments but matrix interferences are a common
and serious problem.

Matrix composition of the sample solution also
may affect the lateral migration of an analyte, resulting
in solute vaporization interferences. For example, it
has been observed in flame absorption and emission
that alkaline earth metals are depressed by elevated
levels of aluminum and phosphorus [11], and alumi-
num also suppresses the recovery of calcium [12].
Chemical interferences occur when an element forms
thermally stable compounds that do not decompose
during atomization. Refractory metals such as tita-
nium and molybdenum may combine with oxygen to
form stable oxides; higher-temperature flames are
usually required for their dissociation. Also, phos-
phate in a sample matrix reacts with calcium to form
calcium pyrophosphate which is not decomposed in
the flame. A releasing agent such as lanthanum, which
binds phosphate more strongly than calcium, may be
added to the sample solution and the standards to free
up calcium for atomization [12].

Ionization interferences are caused by ionization
of analyte atoms in the flame and thereby reduce the
concentration of neutral atoms for atomic absorption
measurement. (Remember that atoms and ions of the
same element absorb radiation of different wave-
lengths and produce different spectra.) Ionization
increases with increasing flame temperature and nor-
mally is not a problem in cooler air-acetylene flames.

It can be a problem in hotter nitrous oxide-acetylene
flames, especially with elements that have ionization
potentials of 7.5 eV or less (e.g., alkali metals). The
ionization of atoms results in an equilibrium
situation:

MsSM +e 9.2)

Ionization interferences can be countered by spiking
the sample solution and the standards with another
easily ionized element (EIE) such as potassium or
cesium, known as an ionization suppressant, to create
a pool of free electrons in the flame, which shifts the
above equilibrium to the left and suppresses the ion-
ization of the analyte atoms.

9.4 ATOMIC EMISSION SPECTROSCOPY

In contrast to AAS, the source of the measured radia-
tion in AES is the excited atoms in the sample, not
radiation from a HCL. Figure 9.7 shows a simplified
diagram of an atomic emission spectrometer. Sufficient
energy is first applied to the sample to excite atoms to
higher-energy levels; emissions of wavelengths char-
acteristic of individual elements are then measured
when electrons from excited atoms move back to the
ground state or a lower-energy state. The ratio of the
number of excited atoms to ground-state atoms occur-
ing in a flame or plasma is described by the Maxwell-
Boltzmann equation for resonance lines (Chap. 6, Sect.
6.4.3). This equation applies when there is thermal
impact or collisions between atoms or molecules a
portion of them will become excited.

Energy for excitation may be produced by heat
(usually from a flame), light (from a laser), electricity
(arcs or sparks), or radio waves (ICP). (Note: AES is
also commonly called optical emission spectroscopy
(OES), especially when combined with ICP. In this
chapter, we will use ICP-OES rather than ICP-AES for
our discussion, but the two terms are virtually

interchangeable.)

Detector

Monochromator

Flame
(or Plasma)

9.7 A simplified diagram of an atomic emission
fia spectrometer (Adapted from Boss and
Fredeen [6])
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The two most common forms of AES used in
food analysis are flame emission spectroscopy and
inductively coupled plasma-optical emission spec-
troscopy (ICP-OES).

9.4.1 Principles of Flame Emission
Spectroscopy

Flame emission spectrometers employ a nebulizer=
burner system to atomize and excite the atoms of the
elements being measured. The flame with the
excited atoms serves as the radiation source, so an
external source (the HCL with the beam chopper) is
not required. Otherwise instrumentation for flame
emission spectroscopy is essentially identical to that
for AAS. Many modern atomic absorption spec-
trometers can also be operated as flame emission
spectrometers.

In some instruments, interference filters (instead
of the more versatile monochromators typically
found in absorption/emission spectrometers) are
employed to isolate the spectral region of interest.
Flame photometers are economical emission spec-
trometers equipped with interference filters and are
specifically designed for the analysis of the alkali and
alkaline earth metals in biological samples. Low
flame temperatures are used so that only easily
excited elements such as sodium, potassium, and cal-
cium produce emissions. This results in a simpler
spectrum and reduces interference from other ele-
ments present in the sample matrix.

9.4.2 Principles of Inductively Coupled
Plasma-Optical Emission
Spectroscopy

ICP-OES differs from flame emission spectroscopy in
that it uses an argon plasma as the excitation source.
A plasma is defined as a gaseous mixture containing
significant concentrations of cations and electrons.
Temperatures in argon plasmas could be as high as
10,000 K, with analyte excitation temperature typically
ranging from 6,000 to 7,000 K.

The extremely high temperatures and the inert
atmosphere of argon plasmas are ideal for the atomi-
zation, ionization, and excitation of the analyte atoms
in the sample. The low oxygen content reduces the
formation of oxides, which is sometimes a problem
with flame methods. The nearly complete atomization
of the sample minimizes chemical interferences. The
relatively uniform temperatures in plasmas (com-
pared to nonuniform temperatures in flames) and the
relatively long residence time give good linear
responses over a wide concentration range (up to 6
orders of magnitude).

9.4.3 Instrumentation for Inductively
Coupled Plasma-Optical Emission
Spectroscopy

Inductively coupled plasma-optical emission spec-
trometers typically consist of the following compo-
nents (Fig. 9.8):

1. Argon plasma torch

2. Monochromator, polychromator, or echelle
optical system

3. Detector(s), a single or multiple PMT(s) or
solid-state array detector(s)

4. Computer for data collection and treatment

9.4.3.1 Argon Plasma Torch

9.4.3.1.1 Characteristics of an Argon Plasma
Torch

The plasma torch (Fig. 9.9) consists of three concen-
tric quartz tubes centered in a copper coil, called the
load coil. During operation of the torch, a stream of
argon gas flows through the outer tube, and radio
frequency (RF) power is applied to the load coil, cre-
ating a magnetic field oscillating at the frequency of
the RF generator (usually 27 MHz or 40 MHz). The
plasma is started by ionizing argon atoms with an
electric spark to form argon ions and electrons. The
oscillating magnetic field couples with the argon
ions and electrons, forcing them to flow in an annu-
lar (ring-shaped) path. Heating does not involve
burning fuel to directly heat and atomize the sample,
as is the case with flame AAS (argon is a noble gas
and will not combust). Rather, heating is accom-
plished by transferring RF energy to free electrons
and argon ions in a manner similar to the transfer of
microwave energy to water in a microwave oven.
These high-energy electrons in turn collide with
argon atoms, generating even more electrons and
argon ions and causing a rapid increase in tempera-
ture to approximately 10,000 K. The process contin-
ues until about 1% of the argon atoms are ionized. At
this point the plasma is very stable and self-sustain-
ing for as long as the RF field is applied at constant
power. The transfer of energy to a system through
the use of electromotive forces generated by mag-
netic fields is known as inductive coupling [13],
hence the name ICP.

9.4.3.1.2 Sample Introduction and Analyte
Excitation

Samples are nebulized and introduced as aerosols

carried by another stream of argon gas in the inner

tube inside the annulus of the plasma at the base of

the RF load coil. The sample goes through the process
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of desolvation, vaporization, atomization, ionization,
and excitation as shown in Fig. 9.2. The exact mecha-
nisms by which the analyte atoms and ions are
excited in a plasma are not understood fully.
Nevertheless, there is general agreement that excita-
tion is dependent primarily on the number and tem-
perature of the electrons in the plasma [14].
Presumably, when electrons are accelerated in a mag-
netic field, they acquire enough kinetic energy to
excite analyte atoms and ions upon collision [14].
Exceptions to this mechanism include the excitation
of neutral atoms of magnesium, copper, and a few
other elements that are believed to be excited when
an argon ion (Ar*) extracts an electron from the ana-
lyte atom (M) to yield M™ and Ar’, where M is a
generic abbreviation for a ground-state metal atom
and M*" is an excited metal ion. This mechanism is
termed “charge transfer” [15, 16].

9.4.3.1.3 Radial and Axial Viewing

Emissions from ICP torches can be viewed either radi-
ally or axially. In the radial view, the optics are aligned
perpendicular to the torch (Fig. 9.10a). In the axial
view, the light is viewed by looking down the center
of the torch (Fig. 9.10b). Axial viewing offers lower
detection limits but is more prone to matrix interfer-
ences. Manufacturers of modern ICP-OES instruments
have mostly combined the radial and axial configura-
tions into single “dual-view” units, offering greater
flexibility to the end user.

9.4.3.2 Detectors and Optical Systems

Older ICP-OES instruments were configured to focus
emission lines from each of the analyte elements on
separate PMTs arranged in a semicircle (the Rowland
circle) as shown in Fig. 9.8. PMT-based instruments are
relatively large and bulky, and while some are still in

NEBULIZER L 4

SAMPLE

COMPUTER

Major components and typical layout of (a) a radially viewed ICP-OES instrument and (b) an axially viewed

use today, they have been mostly replaced by modern
instruments equipped with an echelle optical system
and a solid-state array detector (Fig. 9.11), capable of
measuring continuous emission spectra over a wide
wavelength range.

The echelle optical system employs two dispers-
ing components in series, a prism and a diffraction
grating. The prism first disperses the radiation from
the plasma torch without any wavelength overlap (in
the x-direction). The radiation then strikes a low-den-
sity ruled grating (about 53 groves per mm). This fur-
ther separates the radiation in a direction perpendicular
to the direction of radiation dispersed by the prism (in
the y-direction), producing a two-dimensional spec-
trum with a wavelength range of 166-840 nm. When
the radiation passing through the echelle optical sys-
tem is focused onto the solid-state array detector, elec-
trons are liberated proportionally to the intensity of
the incident radiation and trapped in the silicon-based,
light-sensitive elements called pixels for signal pro-
cessing. ICP-OES instruments typically use one of
three types of solid-state array detectors: charge cou-
pled device (CCD), complementary metal oxide
semiconductor (CMOS), or charge injection device
(CID). A description of these detectors is beyond the
scope of this chapter. Interested readers are referred to
the comparisons between different types of solid-state
array detectors provided in references [17, 18].

More recent development in ICP-OES instrumen-
tation involves the use of the Optimized Rowland
Circle Alignment (ORCA) design to further extend
measurement over a wavelength range of 130-800 nm.
This allows for the measurement of chlorine which
emits a spectral line at 134 nm, below the range of an
echelle system. In an ORCA system, detectors are posi-
tioned in a semicircular arrangement (Fig. 9.12). A
holographic grating is used to separate wavelengths of
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9.11 A simplified example of an echelle spectrometer. The echelle spectrometer combines two light dispersing
figure elements in series. A prism first disperses the light in the x-direction without overlapping orders, followed by a

grating which disperses the light in the y-direction, producing a two-dimensional spectrum on the detector

460 nm

9.12 The Optimized Rowland Circle Alignment (ORCA) design using three concave gratings. Each concave grating

has the same curvature of the Rowland circle and will disperse the light according to its wavelength. The
dispersed light will then be focused back onto one of the detectors placed along the diameter of the Rowland
circle. The system uses CCD detectors in place of photomultiplier tubes (PMTs) and allows for the determination
of nearly all the elements listed in the periodic chart (Used with permission. Courtesy of SPECTRO Analytical
Instruments GmbH Boschstr., Kleve, Germany)
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the light coming from the plasma torch. The ORCA
system has fewer light dispersing elements (gratings
and prisms) than an echelle system. This reduces light
loss in the system and therefore increases sensitivity. It
also allows for a more uniform resolution and greater
stability.

9.4.4 General Procedure for Inductively
Coupled Plasma-Optical Emission

Spectroscopy Analysis

As is the case with atomic absorption spectrometers,
operating procedures for atomic emission spectrome-
ters vary somewhat from instrument to instrument.
ICP-OES instruments are almost always interfaced
with computers. The software contains methods that
specify instrument operating conditions. The com-
puter may be programmed by the operator, or in some
cases, default conditions may be used. Once the
method is established, operation is highly automated.
9.4.5 Interferences in Inductively Coupled
Plasma-Optical Emission
Spectroscopy

Generally, interferences in ICP-OES analyses are less
of a problem than with AAS, but they do exist and
must be taken into account. Spectral interferences are
the most common. Samples containing high concen-
trations of certain ions may cause an increase (shift) in
background emissions at some wavelengths. This will
cause a positive error in the measurement, referred to
asbackground shiftinterference (Fig.9.13). Correction
is relatively simple. Two additional emission measure-
ments are made at a wavelength above and below the

counts [cps] <Active Sample: 1PPM + 4,000 PP< Al> pb 220.353
SOMY b
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P! l_____f : 0 ppm:Pb

24

0.35 220.42

220.36 220.37 220.38  20.39 220.40 220.41

lambda [nm]

220.43

emission line of the analyte. The average of these two
emissions is then subtracted from the emission of the
analyte. (Note: In the example in Fig. 9.13, the intensity
of the background shift from the aluminum is increas-
ing, and this is why it is necessary to make measure-
ments above and below the emission line for lead. If
the intensity of the background shift is constant, then
only one measurement near the wavelength of the
analyte’s emission line is required for correction.)
Alternatively, another emission line could be chosen in
a region where there is no background shift.

A more problematic type of spectral interference,
called spectral overlap interference (Fig. 9.14), occurs
when the resolution of the instrument is insufficient to
prevent overlap of the emission line (i.e., a very nar-
row bandwidth) of one element with that of another.
For example, when determining sulfur in a sample
containing high concentrations of calcium, some of the
emission from one of the calcium lines overlaps with
the sulfur emission line at 180.731 nm. This will cause
an apparent increase in the measured concentration of
sulfur. This problem may be overcome by either choos-
ing a different sulfur emission line or by calculating
the inter-element correction (IEC) factor. In the above
example, this would require first measuring the emis-
sion of calcium at a different wavelength to determine
its concentration in the sample. A standard solution of
pure calcium is then prepared at that same concentra-
tion, and the apparent sulfur concentration in the pure
calcium standard solution, presumably containing no
sulfur, is determined. Finally, the sample is analyzed
for sulfur, and the contribution of calcium to the sulfur
signal is subtracted, thereby giving an accurate esti-
mate of the true sulfur concentration.

Counts [cps] <Active Sample: 1PPM + 4,000 PPM Al>
1 20

Pb 220.353

700.0K |
. | 3 H )
2 : :
500.0K b 1.0, ppmpb + 4,000 ppM AL ..
gl | ! :
400.0K % .ﬁi S O RTINS . S——
o i) Background
300.0K —H- i 5 S
|\ J/ :
200.0K A
s 4,000 ppm Al
100.0K 1~ : :
1.0ppm Pb
220.35 220.36 220.37 220.38 220.36 220.40
-100.0K
Lambda [nm]

Background shift interference of aluminum on lead. The two graphs show that aluminum will increase the
background signal near the lead line at 220.35 nm. This is corrected by placing background subtraction points on

both sides of the lead peak. The graph on the right is a blowup of the area that shows the background shift

interference
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Spectral overlap interference of calcium on sulfur. (a) The overlapping spectra of sulfur and calcium indicate that
the resolution of the instrument is insufficient to resolve the emission from sulfur at 180.731 nm and calcium at

180.734 nm. (b) If the sample is being analyzed for sulfur, it is best to use the sulfur line at 182.034 nm where

there is no spectral overlap

9.5 APPLICATIONS OF ATOMIC
ABSORPTION AND EMISSION
SPECTROSCOPY

9.5.1 Uses

Atomic absorption and emission spectroscopy are
widely used for the quantitative measurement of min-
eral elements in foods. In principle, any food may be
analyzed with any of the atomic spectroscopy meth-
ods discussed. In most cases, it is necessary to ash the
food to destroy organic matter and to dissolve the ash
in a suitable solvent (usually water or dilute acid)
prior to analysis (see Chap. 16 for details on ashing
methodology). Proper ashing is critical to accuracy.
Some elements may be volatile at temperatures used
in dry ashing procedures. Volatilization is less of a
problem in wet ashing, except for the determination of
boron, which is recovered better using a dry ashing
method. However, ashing reagents may be contami-
nated with the analyte. It is therefore wise to carry
blanks through the ashing procedure.

Some liquid products may be analyzed without
ashing, provided appropriate precautions are taken to
avoid interferences. For example, vegetable oils may
be analyzed by dissolving the oil in an organic solvent
such as acetone or ethanol and aspirating the solution
directly into a flame atomic absorption spectrometer.
Milk samples may be treated with trichloroacetic acid

to precipitate the protein; the resulting supernatant is
analyzed directly. A disadvantage of this approach is
that the sample is diluted in the process and the ana-
lyte can become entrapped or complexed to the pre-
cipitated proteins. This may be a problem when
analytes are present in low concentrations. An alterna-
tive approach is to use a graphite furnace for atomiza-
tion. For example, an aliquot of an oil may be
introduced directly into a graphite furnace for atomi-
zation. The choice of method will depend on several
factors, including instrument availability, cost, preci-
sion/sensitivity, and operator skill.

9.5.2 Practical Considerations

9.5.2.1 Reagents

Since concentrations of many mineral elements in
foods are at the trace level, it is essential to use highly
pure chemical reagents and water for preparation of
samples and standard solutions. Only reagent grade
chemicals should be used. Water may be purified by
distillation, deionization, or a combination of the two.
Reagent blanks should always be carried through the
analysis.

9.5.2.2 Standards

Quantitative atomic spectroscopy depends on com-
parison of the sample measurement with appropriate
standards. Ideally, standards should contain the ana-
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lyte metal in known concentrations in a solution that
closely approximates the sample solution in composi-
tion and physical properties. Because many factors can
affect the measurement, such as flame temperature,
aspiration rate, and the like, it is essential to run stan-
dards frequently, preferably right before and/or right
after running the sample. Standard solutions may be
purchased from commercial sources, or they may be
prepared by the analyst. Obviously, standards must be
prepared with extreme care since the accuracy of the
analyte determination depends on the accuracy of the
standard. Perhaps the best way to check the accuracy
of a given assay procedure is to analyze a reference
material of known composition and similar matrix.
Standard reference materials may be purchased from
the United States National Institute of Standards and
Technology (NIST) [19].

9.5.2.3 Labware

Vessels used for sample preparation and storage must
be clean and free of the elements of interest. Plastic
containers are preferable because glass has a greater
tendency to adsorb and later leach metal ions. All lab-
ware should be thoroughly washed with a detergent,
carefully rinsed with distilled or deionized water,
soaked in an acid solution (1N HCI is sufficient for
most applications), and rinsed again with distilled or
deionized water.

INDUCTIVELY COUPLED PLASMA-
MASS SPECTROMETRY

9.6

As described above, atomic absorption and emission
spectrometers are designed to quantify mineral ele-
ments in a sample by measuring either the absorp-
tion or emission of radiation by the element of
interest at a wavelength unique to that element.
Another approach is to directly measure the atoms
(as ions in this case) of the element in the sample.
This is possible with an inductively coupled plasma-
mass spectrometry (ICP-MS) instrument that com-
bines ICP with a mass spectrometer (Fig. 9.15). This
allows extremely low detection limits at the single
part per trillion (ppt) levels, enhanced multielement
capabilities, and the ability to quantify individual
isotopes present in multi-isotope elements. Note that
isotopic analysis is not possible with atomic absorp-
tion or emission spectroscopy since absorption and
emission lines are the same for all isotopes of a given
element.
9.6.1 Principles of Inductively Coupled
Plasma-Mass Spectrometry

The principles of mass spectrometry and descriptions
of instrumentation for different types of mass spec-
trometers are given in detail in Chap. 11. In ICP-MS
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A simplified diagram of an inductively coupled plasma-mass spectrometer. The ions, electrons, photons, and
neutral species generated in the plasma (A) are guided through an interface made up of a water-cooled sampling
cone (B) and a skimmer cone (C) with a partial vacuum in-between to remove argon gas and some neutral
species. The remaining particles pass through the extraction lenses (D), which repel electrons and accelerate the
positive ions further through to the off-axis ion omega lenses (E), bending the ion beam (F) as a result. The paths
of the photons and neutral species (G) are unaffected and separated from the ion beam (see Chap. 11 for more
details on the instrumentation of mass spectrometers)
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mineral analyses, samples are prepared and aspirated
into the ICP torch in the same manner as in ICP-OES,
but instead of having an optical system and a device
for separating and detecting radiation of specific
wavelengths, the ICP-MS uses a mass spectrometer to
separate and detect ions of the elements directly
based on their unique mass-to-charge (m/z) ratios. As
shown in Fig. 9.15, the interface between the high-
temperature ICP operating at atmospheric pressure
and the high vacuum mass spectrometer consists of:
(1) two funnel-shaped water-cooled cones (the sam-
pling cone and the skimmer cone) and (2) ion lenses
(extraction lenses and omega lenses) to guide the ana-
lyte ions into the quadrupole while removing elec-
trons, photons, and other neutral species from the ICP
discharge.

9.6.2 Interferences in Inductively Coupled
Plasma-Mass Spectrometry

Interferences in ICP-MS arise when different ionic
species from the sample have the same m/z ratio,
leading to overlapping of signals. For example, iron
has four naturally occurring stable isotopes: *‘Fe,
56Fe, ¥Fe, and 8Fe, with natural abundances of 5.8 %,
91.75%, 2.1%, and 0.28 %, respectively. Nickel has
five stable isotopes: *Ni, ®Ni, ®'Ni, ®Ni, and *Ni,
with natural abundances of 68.04 %, 26.22%, 1.14%,
3.63 %, and 0.93 %, respectively. The signals for *Fe
and Ni will overlap, resulting in an isobaric inter-
ference because m/z=58 for both isotopes. In this
case, the analyst would select *Fe for the determina-
tion of iron and *Ni for the determination of nickel
in the sample. (It is best to select the isotope with the
highest natural abundance because the measure-
ment precision is higher for more abundant isotopes.
The concentration of the isotope in the sample is
equal to the concentration of the element multiplied
by the % natural abundance.) Most elements have at
least one isotope with a unique mass number, thus
allowing identification and quantification of
elements.

The doubly charged interference occurs when
ions of a particular element exist with double posi-
tive charges (instead of the normal single positive
charge). Ions with charges greater than +1 typically
have negligible impact except for '*Ba, which may
lose one or two electrons to produce singly and dou-
bly charged ions with n1/z =138 and m/z=69, respec-
tively. The presence of doubly charged 'Ba in a
sample would interfere with ®Ga. Another possible
source of interference, referred to as polyatomic
interference, comes from the formation of molecu-
lar species in the plasma between argon and ele-
ments from acids (e.g., H, N, O, Cl, etc.) used in
dissolving the sample. Table 9.3 shows some exam-
ples of polyatomic interferences. Modern ICP-MS

Examples of polyatomic interference in
table | |CP-MS

Polyatomic species m/z Interfered element/isotope
38Arl H+ 39 39K+

35160 51 STy

HO0A[12CH 59 520+

3BAL16QH* 55 55Mn*

HOAL160* 56 S6Fg*

HOA35C+ 75 75 A6+

AOAr40Ar+ 80 80Se*
Adapted from Thomas [7]

instruments can be equipped with devices called
collision/reaction cells (CRC) through which gasses
such as H,, He, NH;, or CH, may be introduced to
remove doubly charged and polyatomic interfer-
ences based on differences in the physical size and
kinetic energy between the analytes and the inter-
fering species.

Another approach to reduce interferences from
polyatomic species is to use a high-resolution ICP-MS,
which utilizes a double focusing sector-field mass
spectrometer to separate ions generated by the plasma
[20]. For example, high-resolution ICP-MS has been
shown to resolve the Fe peak at mass 55.935 from ArO
at mass 55.957 [21, 22]. In this case the ions are mea-
sured sequentially, which is the case for most of the
ICP-MS systems. However there is one ICP-MS system
available that is capable of measuring all the elements
from lithium to uranium simultaneously [23]. This
system uses a double focusing sector-field mass spec-
trometer in a Mattauch-Herzog geometry, in which the
ion beam energy band width is reduced using an elec-
trostatic energy analyzer to achieve high resolution.
The ion beam then passes through a magnetic field for
mass separation and is focused on to one focal plane,
enabling the entire spectrum to be measured with a
flat surface detector simultaneously. This would be an
ideal instrument for measuring isotope ratios from
transient signals.

9.7 COMPARISON OF AAS, ICP-OES,
AND ICP-MS

Table 9.4 provides a summary of advantages and dis-
advantages of AAS, ICP-OES, and ICP-MS. Flame
AAS has enjoyed a long history of applications in
mineral analysis. It is relatively inexpensive and
easy to use, and is ideal for analyzing a single ele-
ment in a given sample. The major disadvantages of
flame AAS include relatively low sensitivity, narrow
linear working range, the use of potentially danger-
ous fuel gas, and its limitations on multielement
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table

Advantages and disadvantages of AAS, ICP-OES and ICP-MS

Flame AAS

Graphite furnace AAS

ICP-OES

ICP-MS

Detection limit®

Good detection limits with
many elements at the part
per billion (ppb) level

Better than flame AAS
and better than ICP-OES

for some elements

Better than flame AAS

Overall best detection
limits compared to
other techniques

Elemental analytical
capability

Single

Single

Multiple

Multiple

Approximate
analytical working
range

3 orders of magnitude

2 orders of magnitude

6 orders of magnitude
(could be higher with

dual-view models)

9 orders of magnitude

Cost

Low

Low to medium

Medium

High

Use of explosive fuel
gas

Yes (Flame AAS instruments
should not be unattended
while in operation.)

No

No

No

Userfriendliness

Some skills required but
relatively easy to use

Some skills required

Easy to use once the
computer interface is
set up and operation
is automated

Method development
requires more
expertise compared to
other techniques

Ideal application

Analyzing a limited number

of elements in a given

Analyzing a limited
number of elements, and

Multiple elements in a
large number of

Multiple elements at
ultra-trace

sample requiring better detection  samples concentrations in a
limits than Flame AAS large number of
samples
Isotopic analysis N/A N/A N/A Isotopic analysis

possible because
isotopes of the same
element have different
mass-to-charge ratios

*See Table 9.5 for more information on detection limit of each technique for different elements

analysis. Electrothermal AAS offers improved detec-
tion limits, but with the added cost of the graphite
furnace, it somewhat negates the cost advantage of
AAS. In fact, the cost of a high-end graphite furnace
spectrometer overlaps with an entry-level ICP-OES
system [24].

ICP-OES instruments are capable of determining
concentrations of multiple elements in a single sample
with a single aspiration. This offers a significant speed
advantage and higher throughput over AAS when the
objective is to quantify multiple elements (up to 70) in
a given sample. The high temperature of the ICP torch
also eliminates many nonspectral interferences (e.g.,
chemical interferences) encountered in AAS. Another
advantage of ICP-OES over AAS is a much wider ana-
lytical working range. The analytical working range
for ICP-OES is 4-6 orders of magnitude (i.e., 1 ug/L to
1 g/L without having to recalibrate the instrument),
compared to about 3 orders of magnitude for AAS (i.e.,
1 pg/L to 1 mg/L). All these advantages help explain
the popularity of ICP-OES in commercial laboratories
analyzing multiple elements in a large number of sam-

ples. ICP-OES is commonly used to obtain information
for standard nutrition labeling.

ICP-MS retains the advantages offered by ICP-
OES but, in conjunction with mass spectrometry, offers
the lowest detection limits, enhanced multielement
capabilities, a wider analytical working range (9 orders
of magnitude, i.e.,, 1ng/Lto 1 g/L), and isotopic infor-
mation potentially for tracking the geographical ori-
gins of food products [25]. Laboratories analyzing
trace or ultra-trace concentrations of toxic heavy met-
als such as cadmium would be best served with an
ICP-MS system. The major disadvantage for ICP-MS is
perhaps the cost, which is about two to four times
higher than its ICP-OES counterparts.

Table 9.5 lists the detection limits with different
techniques for mineral elements of interest in foods. It
should be noted that these are approximate values,
and detection limits will vary depending on many fac-
tors such as the sample matrix and the stability of the
instrument. A two- or threefold difference in detection
limit is probably not meaningful, but an order of mag-
nitude difference is noteworthy.



Chapter9 e« Atomic Absorption Spectroscopy, Atomic Emission Spectroscopy, and Inductively Coupled Plasma-Mass Spectrometry 147

9.5 Approximate detection limits (pg/L) for
selected elements analyzed with various

instruments
Graphite

Element Flame AAS  furnace AAS ICP-OES  ICP-MS
Al 45 0.1 1 0.0004
As 150 0.05 1 0.0004
Ca 1.5 0.01 0.05 0.0003
Cd 0.8 0.002 0.1 0.00007
Cu 1.5 0.014 0.4 0.0002
Fe 5 0.06 0.1 0.0005
K 3 0.005 1 0.001
Hg 300 0.6 1 0.001
Mg 0.15 0.004 0.04 0.0001
Mn 1.5 0.005 0.1 0.0001
Na 0.3 0.005 0.5 0.0003
Ni 6 0.07 0.5 0.0002
P 75,000 130 4 0.04
Pb 15 0.05 1 0.00004
Se 100 0.05 2 0.0003
Tl 15 0.1 2 0.00001
Zn 1.5 0.02 0.2 0.0007

Adapted from Anonymous [24]

Detection limit is defined as the lowest concentration of the
element in a solution that can be distinguished from the
blank with 98 % confidence

9.8 SUMMARY

In comparison with traditional wet chemistry meth-
ods, AAS, AES, and ICP-MS methods are capable of
measuring trace concentrations of elements in com-
plex matrices rapidly and with excellent precision.
For most applications, sample preparation involves
the destruction of organic matter by dry or wet ash-
ing, followed by dissolution of the ash in an aqueous
solvent, usually a dilute acid. The sample solution is
introduced as a fine mist into a flame atomizer or an
ICP torch (or by injection into a graphite furnace)
where it encounters very high temperatures
(~2000-3000 K for flame or graphite furnace, and
~6000-7000 K for plasma). The sample goes through
the process of desolvation, vaporization, atomiza-
tion, and ionization. Analyte atoms, now in the gas-
eous state, are well separated and remain mostly
neutral in a flame, but a significant fraction of them
lose an electron and become charged in a plasma. The
final step is to measure quantitatively the concentra-
tions of the elements either by atomic spectroscopy or
mass spectrometry.

Atomic spectroscopy depends on the absorption
or emission of electromagnetic radiation (light) by the
atoms in the gaseous state. Atoms absorb or emit radi-
ation of discrete wavelengths because the allowed
energy levels of electrons in atoms are fixed and dis-
tinct. In other words, each element has a unique set of
allowed electronic transitions and therefore a unique

spectrum. In AAS, light of a discrete wavelength from
the element-specific hollow cathode lamp will only be
absorbed by the atoms of that element in the sample.
Furthermore, the amount of light absorbed is directly
related to the concentration of the atoms in the sample.
By measuring the absorbance of light of a particular
wavelength by an atomized sample, analysts can
determine the concentration of an element even in the
presence of other elements. In emission spectroscopy,
the optical approach involves exciting the electrons in
an element to a higher-energy state by a flame or
plasma, and then measuring the intensity of the light
emitted when the electrons fall back to the ground
state or a lower-energy state. Emission spectroscopy
instruments are designed to separate the light emitted
from excited atoms and to quantitatively measure the
intensity of the emitted light.

In contrast to atomic spectroscopy, ICP-MS
instruments are designed to measure ions of the ele-
ment directly. This necessitates the ionization of
atoms in the plasma. The ions of the element are then
guided into a mass spectrometer which separates and
detects ions according to their unique mass-to-charge
(m/z) ratio. Quantification of elements with high sen-
sitivity and specificity can be achieved because most
elements have at least one isotope with a unique
mass number.

Atomic spectroscopy is a powerful tool for the
quantitative measurement of elements in foods. The
development of these technologies over the past six
decades has had a major impact on food analysis.
Today, accurate and precise measurements of a large
number of mineral nutrients and non-nutrients in
foods can be made rapidly using commercially
available instrumentation. Analysts contemplating
what instruments to acquire could make a decision
based on an assessment of the required cost, user-
friendliness, analytical working range, detection
limit, multielement capability, and the need for iso-
topic data.

9.9 STUDY QUESTIONS

1. AAS and AES instruments rely on energy tran-
sitions in atoms of elements being measured.
What is an “energy transition” in this context
and why can it be used to detect and quantify a
given element in a sample containing multiple
elements? What is the source of energy that pro-
duces this energy transition in an AAS instru-
ment? In an AES instrument?

2. Describe the process of “atomization” as it per-
tains to AAS and AES analyses.

3. Your boss wants to purchase an AAS instru-
ment for your analytical laboratory because it is
cheaper but you want an ICP-OES instrument
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because it is more versatile and will greatly
increase your sample throughput. To convince
your boss to go with the ICP-OES, you need to
educate him on the capabilities and operating
principles of the two instruments. Keep in mind
that your boss is a food scientist who has not
worked in a lab in 20 years.

(a) Explain the underlying principles of opera-
tion for an ICP-OES instrument in language
your boss can understand. Describe the
instrument you want to purchase (a simple
drawing of the instrument might be helpful
here).

(b) Explain how AAS differs in instrumenta-
tion and principle of operation from what
you described previously for ICP-OES.

(c) Can you make the case that costs for an ICP-

OES would be lower over the long term?

For most types of food samples other than

clear liquids, what type of sample prepara-

tion and treatment is generally required
before using ICP-OES or AAS for analysis?

(d

~

. You are training a new technician in your ana-

lytical laboratory on mineral analysis by AAS
and ICP-OES. Briefly describe the purpose of
each of the following items

(a) HCLin AAS

(b) Plasma in ICP-OES

(c) Echelle optical system in ICP-OES
(d) Nebulizer in AAS and ICP-OES

. In the quantitation of Na by atomic absorption,

KClor LiCl was not added to the sample. Would
you likely over- or underestimate the true Na
content? Explain why either KClI or LiCl is nec-
essary to obtain accurate results.

. Give five potential sources of error in sample

preparation prior to atomic absorption analysis.

. You are performing iron analysis on a milk sam-

ple using AAS. Your results for the blank are
high. What could be causing this problem and
what is a possible remedy?

. The detection limit for calcium is lower for

ICP-OES than it is for flame AAS. How is the
detection limit determined, and what does it
mean?

. When analyzing a sample for mineral elements

using ICP-MS, the instrument is programmed
to count the number of ions with a specific m/z
ratio striking the detector. You decide to deter-
mine the concentrations of potassium and cal-
cium in a sample of wheat flour. What m/z ratio
would you use for potassium? For calcium?
Why? (Hint, study the masses of all the natu-
rally occurring and stable isotopes for the two
elements and for argon (see table) and select

isotopes with no interferences.) Why is it impor-
tant to know the masses of argon isotopes as
well as potassium and calcium?

Isotope Natural abundance (%)
36Ar 0.34
3BAr 0.063
“OAr 99.6
39K 93.2
40K 0.012
41K 6.73
“Ca 96.95
“2Ca 0.65
4Ca 0.14
44Caq 2.086
“Ca 0.004
9.10 PRACTICE PROBLEMS

. Your company manufactures and markets an

enriched all-purpose flour product. You purchase
a premix containing elemental iron powder, ribo-
flavin, niacin, thiamin, and folate which you mix
with your flour during milling. To comply with
the standard of identity (see Chap. 2) for enriched
flour, you specified to the supplier that the pre-
mix be formulated so that when added to flour at
a specified rate, the concentration of added iron is
20 mg/Ib flour. However, you have reason to
believe that the iron concentration in the premix
is too low so you decide to analyze your enriched
flour using your new atomic absorption spec-
trometer. You follow the following protocol to
determine the iron concentration.

(a) Weigh out 10.00 g of flour, in triplicate (each
replicate should be analyzed separately).

(b) Transfer the flour to an 800-mL Kjeldahl
flask.

(c) Add 20 mL of deionized water, 5 mL of con-
centrated H,SO,, and 25 mL of concentrated
HNO;.

(d) Heat on a Kjeldahl burner in a hood until
white SO; fumes form.

(e) Cool, add 25 mL of deionized water, and fil-
ter quantitatively into a 100-mL volumetric
flask. Dilute to volume.

(f) Prepare iron standards with concentrations
of2,4,6,8 and 10 mg/L.

(g) Install an iron hollow cathode lamp in your
atomic absorption spectrometer and turn
on the instrument and adjust it according to
instructions in the operating manual.

(h) Run your standards and each of your ashed
samples and record the absorbances.
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Calculate the iron concentration in each of your repli-

cates, express as mg Fe/Ib flour.

Absorbance data for iron standards and flour samples

Fe Conc. | Absorbance | Corrected

Sample (mg/L) absorbance
Reagent blank - 0.01 -

Standard 1 2.0 0.22 0.21
Standard 2 4.0 0.40 0.39
Standard 3 6.0 0.63 0.62
Standard 4 8.0 0.79 0.78
Standard 5 10.0 1.03 1.02

Flour sample 1 2 0.28 0.27

Flour sample 2 2 0.29 0.28

Flour sample 3 2 0.26 0.25

2. Describe a procedure for determining calcium,

potassium, and sodium in infant formula using
ICP-OES. Note: Concentrations of Ca, K, and Na
in infant formula are around 700 mg/L,
730 mg/L, and 300 mg/L, respectively.

Answers

1. The following steps may be used to deter-

1.2

0.8

0.6

0.4

Absorbance at 248.3 nm

0.2

mine the iron concentration in the flour
samples.

(a) Enter the data for the standards into Excel.
Using the scatter plot function, plot the
standard curve and generate a trend line
using linear regression. Include the equa-
tion for the line and the R? value. Your
results should look like the standard curve
shown.

Standard Curve for Iron Analysis

y = 0.1006x + 0.0005

R? = 0.9982

e

pd

/

T T T T T
0 2 4 6 8 10 12

Fe concentration of standards (mg/L)

(b) Using the equation, calculate the iron con-
centration in the solution in the volumetric
flask for each of your samples. Your answers
should be 2.68 mg/L, 2.79 mg/L, and

2.48 mg/L for samples 1, 2, and 3, respec-
tively. The mean is 2.65 mg/L; the standard
deviation is 0.16.

(c) Now determine the iron concentration in the
flour. Recall that you transferred the solu-
tion from the Kjeldahl flask quantitatively
into the 100-mL volumetric flask. Therefore
all of the iron in the flour sample should be
in the volumetric flask. The mean concentra-
tion is 2.65 mg/L. The volume is
0.1 L. Therefore, the amount of iron in the
10 g of flour is 0.265 mg. To convert this
to mg/lb, multiply by  454/10:
0.265 mg/10 gx454 g/1b=12 mg Fe/1b flour

(d) Your suspicions are confirmed; your sup-
plier shorted you on iron in the premix. You
need to correct this as soon as possible
because your flour does not conform to the
FDA'’s standard of identity for enriched flour
and you may be subject to legal action by the
FDA.

. Consult AOAC Method 984.27 (see Chap. 1 for

a description of AOAC International), and the
following approach may be used:

(a) Shake can vigorously.

(b) Transfer 15.0 mL of formula to a 100-mL
Kjeldahl flask. (Carry two reagent blanks
through with sample.)

(c) Add 30 mL of HNO;-HCIO, (2:1).

(d) Leave samples overnight.

(e) Heat until ashing is complete (follow AOAC
procedure carefully — mixture is potentially
explosive.)

(f) Transfer quantitatively to a 50-mL vol flask.
Dilute to volume.

(g) Calibrate instrument. Choose wavelengths

of 317.9 nm, 766.5 nm, and 589.0 nm for Ca,

K, and Na, respectively. Prepare calibration

standards containing 200 pg/mL, 200 pg/

mL, and 100 pg/mL for Ca, K, and Na,

respectively.

The ICP-OES computer will calculate con-

centrations in the samples as analyzed. To

convert to concentrations in the formula,
use the following equation:

(h

=

Concentration in formula
= Concentration measured by ICP
X (50 mL /15mL)
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10.1  INTRODUCTION

Nuclear magnetic resonance (NMR) spectroscopy is
a powerful analytical technique with a wide variety
of applications. It may be used for complex structural
studies, for protocol or process development, or as a
simple quality assay for which structural information
is important. It is nondestructive, and high-quality
data may be obtained from milligram, even micro-
gram, quantities of sample. Whereas other spectros-
copy techniques may be used to determine the nature
of the functional groups present in a sample, only
NMR spectroscopy can provide the data necessary to
determine the complete structure of a molecule. The
applicability of NMR to food analysis has increased
over the last three decades. In addition to improved
instrumentation and much lower costs, very complex
and specialized NMR techniques can now be rou-
tinely performed by a student or technician. These
experiments can be set up with the click of a button/
icon, as all the basic parameters are included in
default experiment files listed in the data/work sta-
tion software, and the results are obtained in a short
time.

NMR instruments may be configured to analyze
samples in solutions or in the solid state. In fact, these
two types of analyses can be used in tandem to follow
the fate of a given molecule within a specific system.
For example, as a fruit ripens, many components will
be released from the solid matrix around the plant
cells into solution in the ripe fruit liquid. The develop-
ment of this process can be followed by liquids versus
solids analyses during the ripening time. As ripening
progresses, some NMR signals will decrease in the sol-
ids NMR analyses and increase in the liquids NMR
spectra.

Other food applications of NMR spectroscopy
include structural analysis of food components, such
as fiber, to correlate the structure to the rheological
properties. Routine analyses are used to determine the
quality of a product or to test the purity of ingredients.
Related techniques, such as NMR relaxometry, can be
used to assess processing operations; for example,
relaxometry is used to follow the solubilization of
powdered ingredients in water, to optimize processing
parameters. Magnetic resonance imaging (MRI) is a
nondestructive technique that can be used to image
product quality and changes during processing and
storage. For example, MRI is used to image the freez-
ing process, with the goal of increasing shelf life. When
combined with rheological analyses, sauce and paste
flow in a processing system can be measured.

This chapter will cover the basic principles and
applications of NMR spectroscopy, as well as a

brief description of relaxometry, MRI, and a recent
development in instrumentation that uses NMR as
part of a rapid moisture and fat analysis system.
Specific applications to food analysis will be
highlighted.

10.2  PRINCIPLES OF NMR
SPECTROSCOPY

10.2.1 Magnetic Field

NMR differs from most other forms of spectroscopy
in that it is the atomic nuclei that are the subject of
study, and the measured energy is in the radio-fre-
quency range. Many nuclei possess an angular
momentum, which means that they have a character-
istic spin quantum number (I) and may be analyzed
using NMR. The most common nuclei analyzed by
NMR are the proton (H) and the *C isotope of car-
bon, as well as F and *'P, all of which have a spin I
=1/2. Nuclei with other spin quantum numbers will
not be considered in this chapter, and the theoretical
discussion will focus on the proton. These nuclei are
charged, and a spinning charge generates a magnetic
field. Simply put, the nuclei behave like tiny mag-
nets that interact with an applied, external magnetic
field.

Once the nuclei are placed within a strong exter-
nal magnetic field (B,), the spin of the nuclei will align
with that field (Fig. 10.1). Because of quantum mechan-
ical constraints (nuclei of spin I have 21+ 1 possible ori-
entations in the external magnetic field), there are only
two orientations that the spin 1/2 nuclei can adopt:
either aligned with the applied magnetic field (parallel
or spin +1/2) or aligned against the field (antiparallel
or spin —1/2). The parallel orientation has a slightly
lower energy associated with it and, therefore, has a
slightly higher population. It is this excess of nuclei in
the spin +1/2 state that produces the net magnetiza-
tion that is manipulated and measured during an
NMR experiment. The spin of the nuclei is not around
the center axis but comparable to a gyration (Fig. 10.1).
The motion of a spinning charged particle in an exter-
nal magnetic field is similar to that of a spinning gyro-
scope in a gravitational field. This type of motion is
known as precession, and there is a specific preces-
sional orbit and frequency, the Larmor frequency,
which is related to the magnetic properties of the
nuclei. The magnitude and direction of the local mag-
netic field describes the magnetic moment or magnetic
dipole of the system, and due to the precession and
the lower energy state excess of nuclei, there is a net
vector parallel to the applied field (Fig. 10.1).
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Nuclear spin and magnetic vectors are randomly ordered outside of the NMR magnet. However, once placed in
an applied magnetic field, the NMR magnet and the nuclei align either with the applied field, By, (parallel) or

against it (antiparallel). There is a slight excess in the population aligned parallel to B,. Although the magnetic
dipole tracks a precessional orbit, the net magnetization (M) is aligned with B,

All nuclei of the same element, H, for example,
will have a nearly identical Larmor frequency in a
magnetic field. The specific frequency is dependent on
the strength of the external magnetic field, and the
Larmor frequency of H in this field defines the NMR
instrument. For example, a proton has a Larmor fre-
quency of 500 MHz in an 11.7 T magnet, so the instru-
ment is termed a “500 MHz NMR spectrometer.” The
strength of the magnet not only determines the Larmor
frequency of the nuclei but also the degree of excess
nuclei in the parallel orientation. The excess of nuclei
in the parallel orientation increases with an increase in
the external magnetic field strength, and this in turn
impacts the signal intensity of the NMR experiment in
a higher field strength instrument. This is one reason
researchers seek ever more powerful magnets for
NMR (recent developments have yielded NMR mag-
nets of greater than 23 T or 1000 MHz). Field strength
impacts the signal-to-noise ratio, and, therefore, the
sensitivity and resolution of the instrument and the
information obtained from the NMR experiment.

The development of today’s powerful NMR instru-
ments was contingent on the advances in the produc-
tion of cryo- or superconducting magnets, in which the
magnet coil is held at the temperature of liquid helium
(around 3 K). In addition to an increase in sensitivity,
superconducting magnets also have the advantage that
once charged, they maintain the magnetic field for
years without the input of additional energy, due to the

low temperature. The major disadvantage is the need
for periodic addition of liquid N, and liquid He, which
in the case of the latter can be quite expensive, particu-
larly with the very large magnets associated with the
high field strength instruments.

10.2.2 Radio-Frequency Pulse
and Relaxation

Early NMR instruments relied on electromagnets and a
simple radio-frequency (RF) transmitter, and the analy-
ses were performed by a sweep through the frequency
range of the instrument. The collected spectra contain
the frequency information; hence, it is termed fre-
quency-domain NMR. Although this enabled the devel-
opment of NMR spectroscopy, it was not sufficient to
facilitate the modern NMR experiment. One of the
major developments in NMR technology was the RF
pulse, in which a large range of frequencies is excited
by a short pulse of RF energy around a centered carrier
frequency, which is at the Larmor, or resonance fre-
quency of the nuclei under study. This pulse simultane-
ously excites all of the protons in the sample, and the
NMR data for all the protons is collected during a short
time after the pulse is applied. The excitation of a range
of radio frequencies by a pulse is similar to the excita-
tion of a range of audio frequencies when a clapper
strikes a bell, and the size and construction of the bell
determines the range that is emitted. In NMR, the carrier
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(a) Priyor to the RF energy pulse, the net magnetization (M) composed of all the component vectors is in the
equilibrium state, aligned with B,. (b) The 90° RF pulse, which covers the resonance frequencies of all relevant
nuclei in the sample and originates perpendicular to the z-axis (B;), causes the nuclei to move to a higher energy

state, and the net magnetization rotates into the xy-plane. (c) Once in the xy-plane, the net magnetic vector
separates into the component vectors for each unique population of nuclei. As these oscillate in the xy-plane,
they emit RF signals that are detected by the NMR instrument after passing through the receiver coil, which is
located perpendicular to both By and the transmitter coil. (d) As the component vectors continue to oscillate in
the xy-plane (and emit RF signals), the nuclei begin to relax back to the equilibrium state. The NMR instrument
may be set up to repeat this process, with additional pulses, numerous times; the collected data are then added
together to improve the signal/noise ratio and resolution

frequency, transmitter power, and duration of the RF
pulse determine the frequency range of the pulse.
Once the sample is placed in the magnet, the pro-
tons align parallel or antiparallel to the applied, exter-
nal magnetic field, B,, with an excess in parallel
orientation. The net magnetization of the nuclei in the
parallel orientation is aligned with the z-axis in an xyz
graphical representation of the system (Fig. 10.2a).
After a pulse of RF energy is applied to the system, the
nuclei precess coherently and individual nuclei absorb
energy and shift to a higher energy state. The pulse,
which is applied by a transmitter coil perpendicular to
the z-axis (B,), tilts the net magnetization vector away
from the z-axis and toward the xy-plane (Fig. 10.2b).
Although the parameters that define a pulse
include the transmitter power and the pulse duration,
a specific pulse used in an NMR experiment is usually

described by the degree to which the net magnetization
is tilted. The most common pulse is the 90° pulse,
which tilts the net magnetization exactly into the xy-
plane, where the receiver coil is located, thereby maxi-
mizing the resulting signals. Many NMR experiments
use a series of pulses, termed a pulse sequence, to
manipulate the magnetization. Complex pulse
sequences are essential for the two-dimensional (2D)
NMR experiments (Sect. 10.2.5) that are required for
structural analyses of complex molecules.

Once the net magnetization has been tilted into
the xy-plane by a 90° pulse, the magnetization begins
to decay back to the z-axis. This process is termed
NMR relaxation, and it involves both spin-lattice (T1)
and spin-spin (12) relaxation. T1 relaxation is associ-
ated with the interaction of the magnetic fields of the
excited-state nuclei with the magnetic fields of other
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nuclei within the “lattice” of the total sample. T2 relax-
ation involves the interactions of neighboring nuclei
that lead to a diminishment in the energy state of the
excited-state nuclei and the loss of phase coherence.
The mechanisms behind relaxation are complex, but
the process can be utilized for some specific NMR
experiments that, among other things, take advantage
of the fact that samples in different forms, liquids vs.
solids, for example, relax at different rates (this is very
important for the instruments and experiments that
are utilized for food processing and content analyses).

10.2.3 Chemical Shift and Shielding

The total H population in the sample determines the
net magnetization of the system in the external mag-
netic field, B,. The exact frequency of a unique popula-
tion of protons (i.e., all protons in a specific chemical
configuration in the molecule), however, is also depen-
dent on the immediate environment of the nucleus,
principally the density of the electron cloud surround-
ing the nuclei, which determines the electronic envi-
ronment of the nuclei. This is referred to as the
“shielding” effect, because the electrons create a sec-
ondary, induced magnetic field that opposes the
applied field, shielding the nuclei from the applied
field. The resulting frequency differences are so small,
relative to the Larmor frequency, that they are com-
monly reported in parts per million (ppm). However,
they are large enough to be clearly detected and
resolved during an NMR experiment. The frequency
differences that result from the differences in the elec-
tronic environments yield the chemical shift of the

nuclei. Following the processing of the NMR data,
these differences result in a series of resonance signals,
each representing a unique proton population, along
the x-axis in a one-dimensional (1D) NMR spectrum.
Those protons that have a relatively dense electron
cloud are considered shielded, since the electron cloud
works in opposition to the external magnetic field, and
the resonances will be found on the right, or upfield,
side of the spectrum, at a lower chemical shift. As
deshielding increases, the resonances are shifted
further to the left, or downfield, at a progressively
higher chemical shift (Fig. 10.3).

One of the most important determinants of the
chemical shift for a specific population of protons (i.e.,
all the protons in the sample that are in an identical
molecular environment) is the proximity to an electro-
negative group or atom, such as O (Fig. 10.3). For
example, protons that are not located near (in a molec-
ular context) any electronegative groups or atoms, such
as those in the methyl group of a 6-deoxy sugar, are
heavily shielded, and the resonances will be found on
the far right side of a proton NMR spectrum (Fig. 10.3).
In contrast, the proton on the C1 of a typical sugar (the
anomeric proton) is near two O atoms, the O in the —
OH group (or the O in the linkage to the next sugar in
a polymer, such as starch) and the O that forms part of
the hemiacetal ring structure of the sugar. Consequently,
the resonances associated with the highly deshielded
anomeric protons are found on the left side of the pro-
ton spectrum. Protons near one O, such as the ring pro-
tons in a typical sugar, will be partially shielded, and
the resonances associated with these protons will be in
the central region of the spectrum.

H H H
(0] (0]

H CH3 H CH3 H H H
HONH  Ho /M HO\H O /OH HONH  Ho /OH
OH H OH OH H
Deshielded Shielded
Down field Frequency Up field

High chemical shift

10.3

Low chemical shift

The shielding effect is responsible for the small, but detectable, differences in the resonance frequencies of nuclei
such as protons. Protons that are not close to an electronegative group in the molecule, such as the protons in the

methyl group in fucose (top right), a common 6-deoxy sugar, will be shielded by the electrons surrounding it, and
it will have a low chemical shift, upfield in the NMR spectrum. Protons near one oxygen atom (indicated by an
asterisk), such as the ring protons in sugars (top middle), will be intermediately shielded and have a chemical shift
toward the middle of the spectrum. And a proton that is near two oxygen atoms, such as the anomeric proton in
sugars (top left), will be relatively deshielded and have a high chemical shift downfield in the spectrum
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10.2.4 1D NMR Experiment

For solution 'H-NMR spectroscopy, the sample is dis-
solved in deuterated solvents produced for NMR anal-
ysis, such as D,0 (where D = deuterium or ?H; this is to
avoid overloading the NMR signal with solvent pro-
tons), and pipetted into a NMR tube, which is then
capped and placed into the magnet. The net magneti-
zation of the nuclei in the parallel orientation in the
external magnetic field, By, is aligned with the z-axis;
this is the equilibrium state. The 90° pulse, centered at
the Larmor frequency of H, from the transmitter in the
x-axis tilts the net magnetic vector into the xy-plane.
There the component vectors (those representing each
unique population of protons) will oscillate at their
specific NMR resonance frequencies, separating the
net vector into numerous component magnetic vec-
tors, which then induce radio signals (the NMR signal)
in the receiver coil located in the y-axis (Fig. 10.2c). At
the same time, the magnitude of the vectors will decay
in the xy-plane (relaxation) and return to the z-axis
(Fig. 10.2d). This whole process is termed one scan.

The result of these actions is a combined signal for
all protons in the sample, which rapidly decreases
over time, yielding a free induction decay (FID)
(Fig. 10.4a), which contains all the frequency and
intensity information (as well as phase, which will not
be considered) for each of the unique populations of
nuclei in the sample. Fourier transformation, a math-
ematical operation that converts one function of a vari-
able into another, is then applied to convert the
time-domain FID to the frequency-domain NMR
spectrum (an xy plot) (Fig. 10.4b). The frequency infor-
mation for each unique proton population is presented
on the x-axis of the NMR spectrum. The signal inten-
sity is related to the y-axis; however, this is not labeled
because it has no units, and, moreover, the linewidth
differences of each resonance make the y-value impre-
cise for quantification in '"H-NMR analyses. The best
method to compare the signal intensity and, conse-
quently, the relative abundance of specific protons in a
1D NMR spectrum is to compare the integration val-
ues of the resonances.

In practice, the NMR spectrometer is set up so that
the pulse is applied numerous times, usually in incre-
ments of 16 scans. For samples that are present in a
high concentration, 16 or 32 scans per experiment are
common, and 256 or 512 scans are often used for more
dilute samples. After each scan, the new data are
added to the data already collected. The result of com-
piling the data from numerous scans is a significant
improvement in the signal /noise ratio and resolution.

10.2.5 Coupling and 2D NMR

Another essential concept to consider is “coupling.”
Coupling is a result of the influence of electrons in
covalent bonds on the local magnetic field of nearby
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After the 90° RF pulse moves the magnetiza-
tion to a higher energy state in the xy-plane,
the receiver is turned on, and it collects the
RF signals emitted by oscillating nuclei; the
emitted RF signals rapidly decay over a
short time as the magnetization relaxes back
to the equilibrium state (see Fig. 10.2). (a)
The result is NMR data that contains all of
the frequency and intensity information for
the nuclei under analysis and which
diminishes as the signals decay; this data is
termed a “free induction decay” (FID), and it
represents the time-domain information
obtained from the NMR experiment. (b)
Once the FID has been processed by Fourier
transformation, an NMR spectrum is
obtained; this represents the frequency-
domain NMR information. The resonance
“peaks” found on the x-axis are due to
unique populations of protons, two in this
case. (c) If the two protons are coupled
through the molecular bonds, they will each
have the effect of splitting the resonance
peaks into two distinct peaks. The degree of
splitting, reported in Hz, is indicative of the
strength of the coupling effect

nuclei. Through the intervening bonds, two nearby
nuclei will affect the chemical shift of one another,
resulting in the splitting of the resonances from each
unique population of nuclei into two distinct reso-
nances (Fig. 10.4c). The coupling strength is affected
by both the proximity of the nuclei to one another and
the geometry of the intervening bonds. For example,
protons on a carbon backbone that have a trans rela-
tionship (“across” from each other) have a much stron-
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ger coupling than those that have a cis relationship
(“on the same side” as one another). Thus, the use of
coupling data yields information about the geometry
of a specific molecule.

A more important impact of coupling is that com-
plex 2D NMR experiments have been designed to take
advantage of the coupling phenomenon, to produce
the data necessary for the complete structure determi-
nation of a molecule. 2D NMR experiments are essen-
tially a series of 1D experiments, in which the pulse
sequence includes several pulses and a variable
parameter, such as the delay time between two of the
pulses. The computer collects all the spectra and plots
them out as a 2D plot, in which “cross peaks” show
the coupling correlations of nearby nuclei.

10.3 NMR SPECTROMETER

The typical research NMR spectrometer consists of a
powerful cryomagnet, into which the sample is placed, a
set of electronics for transmitting and collecting radio
signals, and a data/work station (Fig. 10.5). Modern
instruments use superconducting magnets that are
cooled to a very low temperature by a jacket of liquid
helium, which has a boiling point of 4.2 K. This jacket is,
in turn, surrounded by an outer jacket of liquid nitrogen,
which is cheaper and easier to work with than liquid
helium. The core of the superconducting magnet con-
sists of coil windings of thin wires made of supercon-
ducting alloys, such as niobium-titanium or niobium-tin.
The coil (i.e., the magnet) and the coolants are contained
in an insulated Dewar, termed a cryostat, which includes
a vacuum chamber around the liquid jackets.

Once the magnet is cooled to the operating tem-
perature, by the addition of the coolants, and ener-
gized by an external power supply, the magnet will
maintain its charge and magnetic field for years. One

Sample In
Magnet Console
Transmitter |:|
Receiver
Shim Control
Temp. Control

Probe Data Station

10.5

A diagram of an NMR spectrometer. The
instrument consists of a superconducting
cryomagnet (the NMR magnet), an electronics
console, and a data/work station that also
controls all the functions of the instrument

of the most important aspects of maintenance for NMR
instruments is the routine filling, or topping off, of the
coolants. A typical research instrument is filled with
liquid nitrogen on a weekly basis, and liquid helium is
added monthly. Failure to maintain the coolant levels
will result in the quenching of the magnet, in which
the coolants boil off violently and the magnet loses its
charge. Should this happen, the magnet will need to be
refilled and recharged, at the very least, and may also
require expensive repairs.

Down the center of the magnet but external to the
Dewar (i.e., at room temperature) is a tubular space,
the magnet bore. A multifunction device, termed a
probe, is placed inside the magnet bore from the bot-
tom. Inside the probe, just inside of the main magnet
coil, are small, secondary magnetic coils that receive
power from the NMR instrument hardware. These
small coils are manipulated by the operator to make
fine adjustments to the magnetic field, to optimize the
magnetic field; hence, they are called shims (in con-
struction, a shim is a small piece of wood or metal that
is placed between two layers of building material to
obtain a better fit, such as when leveling a door frame).
The probe also contains the coils for transmitting and
receiving the RF energy. Thus, the probe is the central
piece of hardware for the NMR experiment. Finally, at
the top of the bore, and at the top of the whole system,
is the sample insertion point. The sample tube, which
is in a holder, is lowered down through the bore by a
diminishing stream of forced air until it gently comes
to rest at the top of the probe; there the sample is cor-
rectly aligned with the magnetic field and the probe
hardware. One of the most common mistakes for an
inexperienced operator is to drop the sample holder
and sample into the magnet bore without the airstream
flowing, which results in a rapid descent of the sample
holder and sample, breaking the NMR tube and dam-
aging the probe (as well as angering the instrument
shop manager).

Connected to the magnet probe by several cables
is an electronics console that includes the transmitter,
the receiver, and other systems that control the NMR
instrument, such as the sample temperature control
unit. The transmitter includes systems to produce the
pulse at the correct frequency for each nucleus that
may be observed. For example, a 500-MHz NMR spec-
trometer requires a transmitter at 500 MHz for 'H-
NMR analyses and a second transmitter system at
125 MHz for *C-NMR. The console also houses the
receiver electronics, which process the NMR signal
from the probe receiver coils, the electronics that con-
trol the shim electromagnets, and the probe tempera-
ture control system. All of this is managed by a
computer data/work station and some NMR-specific
peripherals.

In contrast to the large (and expensive) research
instruments are the benchtop time-domain (TD)
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NMR systems, also termed low-resolution
NMR. They do not provide frequency, or structural,
information, but they can be applied to various types
of content analyses. They are similar in size to a
benchtop centrifuge and utilize a common magnet,
with no need for coolants or a large Dewar flask.
These instruments are relatively inexpensive and
simple to use, and they have numerous food analysis
applications, such as fat content.

10.4 APPLICATIONS

Table 10.1 lists recent applications of the NMR and
related techniques to food analysis. The following dis-
cussion describes general applications and some spe-
cific applications to food research. See the references in
Table 10.1 for detailed information on the various
techniques.

10.4.1 NMR Techniques and General
Applications

10.4.1.1 Liquids

Liquids NMR is used for relatively pure samples that
readily go into solution in any of the many deuterated
solvents produced for NMR analyses. Common sam-
ples include carbohydrates, proteins, lipids, phenolics,
and many other classes of organic compounds. The
experiment described in Sect. 10.2.4 is an example of a
typical liquid 1D '"H-NMR spectroscopy analysis. The
resultis a 1D NMR spectrum with the resonances plot-
ted along the x-axis (the only plotted axis, hence, 1D).
This is the simplest application of NMR spectroscopy,
but it can be very informative. For example, plant- and
yeast-derived f-glucans are currently an important
topic of research, as they have many health-related
benefits, and they are often discarded as waste from
many food processing systems. NMR spectroscopy is
the best analytical tool available to determine the

10.1
fable Recent food applications of magnetic resonance spectroscopy and related techniques

NMR method Food Analysis Ref.

MRI Whole wheat bread Water migration between arabinoxylan [
and gluten

"H-MRI Avocado Nondestructive assessment of bruising [2]

TH-MRI Honey Authenticity screening [3]

HR 'H NMR Pork meat Quantitative fatty acid chain composition [4]

gHNMR Processed foods Quantification of benzoic acid [5]

'H and spin-spin relaxation Rice and potato starches Impact of hydration levels on starch [6]
gelatinization

2D NMR Green coffee bean extract Analysis of organic compounds 7]

'H NMR, TOCSY, HSQC and HMBC ~ Hazelnut Metabolic profiling of hazelnut cultivars [8]

DOSY-NMR Beverages Sucrose quantification [9]

'H, TH-DPFGSE, and F2-DPFGSE Olive ol Detection of aldehydes [10]

band-selective HSQC

13C gNMR Wine In situ determination of fructose isomer (1]
concentration

Solid-state 3C NMR Milk protein concentrate Change in molecular structure and [12]
dynamics of protein

UF iSQC NMR Viscous liquid foods Sugar content, quality testing, and [13]
defermination of adulteration

TD-NMR Mayonnaise and salad dressing  Through-package fat determination [14]

TD-NMR Biscuit dough Influence of fiber on proton mobility [15]

TD-NMR Beef Meat quality parameters [16]

TD-NMR (SMART Trac™) Organogels in cream cheese Fat content 7]

HR-MAS-NMR Tomato Metabolic profiling, tissue differentiation, [18]
and fruit ripening

'H HR-MAS Fish Rapid assessment of freshness and quality ~ [19]

CP-MAS-NMR Wheat bran Hydration, plasticization, and disulfide [20]
bonds

CP-MAS-NMR Starch Chemicophysical properties [20]

NMR nuclear magnetic resonance spectroscopy, MRI magnetic resonance imaging, CP-MAS cross polarization magic-angle-
spinning NMR, HR-MAS high-resolution magic-angle spinning, DOSY-NMR diffusion-ordered '"H NMR, gHNMR, quantitative
proton NMR, TD-NMR time-domain NMR, DPFGSE double pulsed field gradient spin echo, UF iSQC NMR ultrafast intermo-

lecular single-quantum coherence
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purity and identity of the p-glucans as various food
processors, particularly the cereal, baking, and brew-
ing industries, work to extract these valuable byprod-
ucts from the waste stream in a cost-effective manner.
Figure 10.6 shows a 1D NMR spectrum of 1,3-1,4
mixed linkage B-glucans from cereal (oat) processing
waste. From this spectrum, both the purity and rela-
tive ratio of 1,3-1,4 linkages could be determined.

If additional structural information is needed,
there are many powerful 2D and 3D NMR analyses
available for the assignment of the chemical shifts of
each 'H and "C atom in an organic molecule. Once
assigned, other experiments enable an assessment of
the relative proximity of these nuclei through molecu-
lar bonds and through space. 2D NMR, therefore, can
be applied to any sample for which structural informa-
tion is required, such as a health-related fiber or a new
sweetener. This information may be critical if a com-
pany or researcher wishes to file for a patent.

NMR spectroscopy also is a valuable assay tool in
batch ingredient analysis for quality assurance. In
such assays, the structural assignments of the spectra
would not be as important as the consistency of the
spectra compared to a spectrum of a high-quality con-
trol product. This application can be used with many
types of ingredients, because NMR solvents are avail-
able for compounds with a range of solubility
properties.

10.4.1.2 Solids

The principles that underlie solid-state NMR are simi-
lar to those discussed in Sect. 10.2; however, due to the
fact that the sample is not freely tumbling about in
solution, there is a “directional” aspect (anisotropic or
orientation-dependent interactions) to the solid-state
analysis. The anisotropic nature of solids results in
very broad signals and yields spectra that lack the
structural information obtained from samples in solu-

A 1D H-NMR spectrum of 1,3-1,4 mixed
linkage p-glucans from oat processing waste.
Both the purity of the sample and the ratio of
1,3-1,4 linkages could be determined from the
spectrum

tion. One method to overcome this problem is magic-
angle spinning (MAS), in which the line broadening
due to the anisotropy is countered when the sample
holder is spun at a specific “magic” angle relative to
the external field, B, yielding much narrower lines.
MAS is often combined with cross polarization
enhancement (CP-MAS), in which the magnetization
from more easily detected nuclei is transferred to those
that are less easily detected (such as from 'H to **C).

Solid-state NMR analyses can be applied to many
types of samples, such as powders and fresh vegetable
tissue. Solid-state *C-CPMAS-NMR techniques can be
used to monitor the chemical composition and the
physicochemical properties in the solid portion of an
intact food sample. This has been applied to composi-
tion studies of different mushroom species, and solid-
state “C-CPMAS-NMR  spectroscopy  showed
significant differences in the ratio of carbohydrate to
protein resonances between different species. Also,
high-resolution 'H-MAS-NMR techniques enabled
food researchers to discriminate between durum
wheat flours from Southern Italy, which differ in com-
position depending on the region of origin. A similar
application was used to correlate composition with
origin in a study of Parmesan cheese.

10.4.1.3 Magnetic Resonance Imaging
Magnetic resonance imaging (MRI) is unique in that
the sample can be placed into the magnet in the native
form, and 2D or 3D images of the sample can be gener-
ated. MRI involves variations in field strength and the
center frequency of the pulses over time and space,
along with the application of field gradients in differ-
ent geometric positions relative to the magnet bore
(Bo). The end result is a spatial “encoding” of the sample
protons with different phase and frequency values.
After multidimensional Fourier transformations of
multiple FIDs from different spatial “slices” of the
sample, an image of the sample is produced that con-
tains information about the state of the tissue or other
material under study.

The sample can be a medical patient, a small test
animal, a diseased plant stem, a ripened fruit, or even
a complex food product in various steps of processing
or its final form. For example, a packaged product
could be analyzed over time in the package to track
water movement or loss. The MRI analyses would not
affect the product. There are many potential applica-
tions for MRI in the food industry; for example, it can
be used to image the freezing process in frozen food
production, with the goal of increasing shelf life. MRI
also may be applied to analyses of the composition
and characteristics of pastes and sauces, to locate voids
in products, or to examine the fat distribution in meats
or the water/fat distribution in emulsions. It can also
provide detailed information about the thickness of a
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filling or coating; structural changes, including water
loss, in a product via heat transfer (cooking); or
changes associated with hydration of a food product
during processing. When combined with rheological
analyses, sauce and paste flow in a processing system
may be monitored.

MRI images of clementine fruit are shown in
Fig. 10.7. One image shows freeze damage to the inte-
rior pericarp region of the fruit. The other image shows
the presence of an unwanted seed. Such problems often
are undetected by a simple visual inspection of the fruit.

As the high costs of purchasing and maintaining a
large-bore MRI instrument decrease over time, as they
did for NMR spectroscopy, and as smaller bore instru-
ments become more common, this important tool
should become available to even small food compa-
nies and food science departments. These instruments
may become a common sight in even modest research
and development laboratories over the next decade.

10.4.1.4 Relaxometry

In the plastics industry, small molecules are mixed
with the large polymers to make the system more
fluid. These small molecules are termed plasticizers,
and in food processing, the natural equivalent is water.
The amount of water available to act as a plasticizer is
a very important factor for food quality. An increase or
a reduction in the amount of plasticizer can affect the
glass transition process that, in turn, affects the quality
of the final product. Water exists in several states in
food, and the interaction of water molecules with food
components can be investigated by the measurement
of NMR relaxation. This includes both the spin-lattice
(T1) and spin-spin (T2) relaxation times (Sect. 10.2.2) of
the water protons. The relaxation times are related to
the magnetic interactions of water protons with the
surrounding environment, and the effective relaxation
time is related to the extent of the association between
the water molecules and immobilized or slowly mov-
ing macromolecules. In general, as the macromolecu-
lar content increases, the relaxation times of the water
protons also increase.

10.4.1.5 TD-NMR for Content Analyses

A recent development in NMR spectroscopy is instru-
mentation consistent with AOAC Method 2008.06
(moisture and fat in meats), using the FAST Trac NMR
system (CEM Corporation), which combines rapid
drying (microwave oven) with low-resolution (time-
domain) NMR in a benchtop instrument for moisture
and fat analysis. The CEM Corporation (Matthew, NC)
makes two such instruments that combine a micro-
wave plus NMR for moisture/solids and fat contents
(SMART TraclI™ for wet products and HYBRID Trac™
for all products) and another instrument that only uses
only an NMR to measure moisture /solids and fat for
dry products (FAST Trac™). These relatively inexpen-

Seed

MRI images (18 mm slice thickness) of
clementine citrus fruit with defects. Freeze
damage is shown in the image on the top, and
an unwanted seed is shown in the image on
the bottom (Images courtesy of Michael
McCarthy, Aspect AI Ltd., Netanya, Israel)

sive systems are operator friendly and easy to main-
tain. They provide rapid, reproducible information for
quality control of food products, yielding information
on the moisture and fat content of specific food items
(e.g., FAST Trac™ for chocolate and potato chips).

10.4.2 Specific Food Application Examples

High-resolution NMR spectroscopy has been used for
the analysis of complex systems such as food samples,
biofluids, and biological tissues because it provides
information on a wide range of compounds found in
the food matrix in a single experiment. NMR spec-
trometry is nondestructive and offers advantages in
the simplicity of sample preparation and rapidity of
analysis. The short time frame needed to obtain NMR
spectra (minutes), coupled with automation, enables
the analysis of many samples with minimal operator
input. There are two basic types of analysis in the
application of NMR to the food industry: (1) identifica-
tion of distinct resonances and, therefore, specific com-
pounds and (2) use of chemometric profile analysis, in
which spectral profiles are compared without assign-
ing particular resonances.
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10.4.2.1 Oil/Fat

10.4.2.1.1 Fatty Acid Profile

Physical and chemical properties of fats, oils, and their
derivatives are mainly influenced by their fatty acid
profile. Even though gas chromatography (GC) is usu-
ally used for determining the fatty acid profile (Chap.
17, Sect. 17.2.7; Chap. 23, Sect. 23.6.2), the common
unsaturated fatty acids, such as oleic, linoleic, and lin-
olenic acids in an oil or fat sample can be quantified
using 'H-NMR, by integration of select signals in the
spectra. Although GC provides accurate information
about complete fatty acid profile, it lacks information
about the fatty acid distribution on the glycerol
anchors, which is important to determine the function-
ality of the ingredient in processing, such as the crys-
tallization point or how it plasticizes the dough in a
baked product. For example, the correct type of fat is
essential for quality pie crusts or croissants. The fatty
acid distribution on the glycerol anchors can be
obtained from *C-NMR analysis. There are two groups
of resonances in the carbonyl region of the spectrum:
the first is due to fatty acids in positions 1 and 3 and
the second is from fatty acids in position 2 of the glyc-
erol moiety.

10.4.2.1.2 Verification of Vegetable Oil Identity
Even though different oils or fats may be purposely
mixed for specific reasons, the adulteration of high-
value oils with oils of lesser value is an issue of eco-
nomic and commercial importance. This is primarily a
problem with olive oil, because it is expensive and has
superior nutritional value. Accordingly, many studies
from major olive oil-producing Mediterranean coun-
tries, such as Greece, Italy, and Spain, deal with identi-
fying lower-value oils, such as hazelnut oil, used for
adulterating olive oil. The adulteration problem is
complicated by the fact that the lower-value oils usu-
ally have fatty acid profiles similar to olive oil. Among
the methods used for analyzing potentially adulter-
ated olive oil are *C-NMR and "H-NMR spectrometry.
For example, NMR is utilized in conjunction with mul-
tivariate statistical analyses of specific resonances in
NMR spectra of olive oil diluted with hazelnut or sun-
flower oil. These methods also can be used to identify
the variety and geographical origin of the oil.

10.4.2.1.3 Monitoring of Oxidation

The oxidation of vegetable oils is a significant quality
problem and can lead to further deterioration of the
oil. Highly unsaturated fatty acids, with bis-allylic
methylene groups, are particularly susceptible to oxi-
dation. Primary and secondary oxidation products,
such as hydroperoxides and aldehydes, are easily
detected by 'H-NMR analyses. 'H-NMR is especially
useful for such analyses because the samples do not

require any additional treatments, such as derivatiza-
tion, that could cause degradation.

10.4.2.1.4 Solid Fat Content (SFC)

While most analyses discussed in this chapter depend
on high-resolution NMR instruments, a benchtop,
low-resolution-pulsed NMR instrument can be used
to determine the SFC of a sample (see also Chap. 23,
Sect. 23.43.11). For example, the amount of solid triac-
ylglycerols in the oil or fat at different temperatures
can be determined. This method is based on the differ-
ence in relaxation times between solids and liquids,
and after a delay, only the NMR signal of the liquid fat
is measured. The solid content is then estimated.
Crystallization mechanisms of fat blends also can be
studied using SFC measurements.

10.4.2.2 Water

Glass transition is an important property of foods, and
the glass transition temperature (Tg), which is depen-
dent on water content, impacts both the processing
and the storage of food products. Tg can be deter-
mined with an NMR state diagram, which is a curve
relating NMR relaxation time to glass transition tem-
perature at different moisture contents. This informa-
tion is important because processing and storage
temperatures above Tg at any point during production
and distribution of a product are associated with more
rapid deterioration. Spin-spin relaxation time (T2) is
commonly used as an indication of proton mobility,
which is different above and below the Tg of a given
product. Although the differential scanning calorime-
ter (DSC) (Chap. 33, Sect. 33.3.2) is most commonly
used for simple Tg analyses, the ability to generate
NMR state diagrams increases the value of NMR for
many applications.

10.4.2.3 Ingredient Assays

Adulteration in fruit juice is not easy to detect by taste
or color. For example, orange juice can be blended
with relatively inexpensive grapefruit juice, but the
presence of the grapefruit juice in a commercially
available orange juice product poses serious health
risks for consumers with certain medical conditions.
Grapefruit juice has a number of coumarin-like flavo-
noids and other powerful CYP450 inhibitors that neg-
atively impact the metabolism of many prescribed
drugs. Therefore, the detection and prevention of this
kind of adulteration are especially important. NMR-
based chemometric approaches using independent
component analysis, a variant of principle component
analysis, are now applied to this problem. Selected
regions of the 'H NMR spectra, which are known to
contain distinguishing flavonoid glycoside signals, are
accurately analyzed in a relatively short time. Another
common issue with juice preparation is the differentia-
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tion between freshly squeezed juices and those pro-
duced from pulp washes, which can be added to
fresh-squeezed orange juice to reduce production
costs. "H NMR, in combination with principal compo-
nent analyses, can easily and accurately distinguish
the fresh-squeezed and pulp-wash orange juice.

NMR is also used in monitoring batch-to-batch
quality and production site differences in beer. Large
multinational breweries prepare their beers at many
different geographic locations and require methods
for quality control at a detailed molecular level. NMR
can be used in conjunction with principal component
analysis to distinguish beer from different production
sites based on lactic acid, pyruvic acid, dextran, ade-
nosine, inosine, uridine, tyrosine, and 2-phenylethanol
content. Quantifying these compounds allows the pro-
ducers to identify production sites where there is
greater variability in these compounds (and therefore
poorer quality control).

NMR methods are used by other producers to
improve quality control in soft drink production, juice
production, and vegetable oil manufacturing. Similar
methods also are used to monitor the quality of func-
tional foods and nutraceuticals (food extracts with
positive medicinal effects) that are harvested from dif-
ferent geographic locations.

10.5 SUMMARY

Nuclear magnetic resonance technology provides pow-
erful research instrumentation for a variety of applica-
tions, from structural elucidation of complex molecules,
to 3D-imaging of fresh tissue, to simple ingredient
assays for quality assurance. NMR differs from most
other forms of spectroscopy because the nucleus is the
subject of analysis, and the excitation step uses radio-
frequency electromagnetic energy. The proton (H) and
the C isotope are the most commonly studied nuclei,
and each has a characteristic charge and spin which
results in a small, local magnetic field. NMR analyses
require an external magnetic field, which causes the
local magnetic fields of the nuclei to align in a parallel
or antiparallel orientation. There is a slight excess in the
parallel orientation (in the z-axis aligned with By), and
it is the net magnetic vector of this population that is
detected during an NMR experiment. A pulse of RF
energy moves this net magnetism into the xy-plane,
where a reemitted radio signal (the NMR signal) is
detected. This signal, which decays quickly, contains
the intensity and frequency information for all the
nuclei in the sample, and the resulting FID is converted
by Fourier transformation into the NMR spectrum,
which shows the various resonances spread along the
x-axis based on differences in frequency.

The NMR instrument consists of a cryomagnet
with the transmitter and receiver antennae in the cen-

tral bore, an electronics console with the transmitter
and receiver hardware, and a data/work station that
controls all the functions of the instrument. In addition
to NMR spectrometers, with both solids and liquids
applications, there are other related instruments, such
as MRI, that are based on the same principles, but
yield different information.

Among the common applications of NMR to food
science are structural studies that examine the correla-
tion between chemical structure and health benefits or
functionality of food ingredients, studies of the effects
of processing on food properties and quality, composi-
tion studies of food ingredients or even fresh vegeta-
ble tissue, imaging of food products, and determination
of SFC or ingredient purity.

10.6 STUDY QUESTIONS

1. Explain the basic principles associated with
NMR spectroscopy, including the function of
the magnet and the concept of nuclear spin.

2. Describe the interaction of the net magnetiza-
tion with the RF pulse (90°) and the subsequent
NMR signals.

3. Explain the concept of shielding and chemical
shift.

4. Describe the FID and the NMR spectrum,
including the concepts of time domain, fre-
quency domain, and data transformation.

5. List the components of the NMR spectrometer
and their functions.

6. What kinds of samples are analyzed by (a) lig-
uid NMR and (b) solid-state NMR?

7. What kind of final data does one obtain with an
MRI? List two applications of MRI.

8. What is the primary use of relaxometry in food
analysis?

9. List the general types of food applications of
NMR and give an example of each.
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11.1  INTRODUCTION

Over the past decade, mass spectrometry (MS) tech-
niques have become indispensable for the identifica-
tion, characterization, verification, and quantitation
of small molecules (e.g., caffeine, 194 Da) to large
complex biomolecules (e.g., immunoglobulin,
144,000 Da). Two important developments led to the
rapid rise in popularity of MS as an analytical tech-
nique. First was the development of hyphenated MS
techniques, which coupled the separation techniques
of gas chromatography (GC) (Chap. 14) or liquid
chromatography (LC) (Chap. 13) to MS. This coupling
of chromatography and MS dramatically lowered the
detection limits for quantitative analysis while simul-
taneously increasing the confidence of measurement
through high specificity. Second was the development
of hybrid, benchtop, MS instruments that made high-
resolution, accurate mass, LC-MS analysis routine.
Hyphenated, hybrid MS techniques deliver robust,
highly sensitive, precise measurements that with-
stand the rigor of statistical analysis for the purposes
of quantitative analysis, while significantly reducing
sample preparation time and effort. These advantages
made MS a “must-have” technique when faced with
complex bioanalytical challenges such as pesticide
screening in foods, trace analysis of environmental
pollutants, characterization of natural products, or
rapid identification of food-borne bacteria.

The power of the MS technique is due to its ability
to place a charge on a molecule, thereby converting it
to an ion in a process called ionization. The generated
ions are then separated according to their mass-to-
charge ratio (/z) by subjecting them to a combina-
tion of radio-frequency (RF) and electrostatic fields in
a mass analyzer and finally detected by highly sensi-
tive detectors. The resulting signals from the detectors
are digitized and processed by software to display the
information as a mass spectrum, which reveals its
molecular mass and its structural composition, lead-
ing to identification. An additional stage of ion frag-
mentation may be included before detection to elicit
structural information in a technique known as tan-
dem MS.

The most common MS technique remains GC-MS
which was first used in the late 1960s, followed by the
rapidly growing LC-MS technique which made ion-
ization from liquids possible and started to gain adop-
tion in the late 1980s, and matrix-assisted laser

desorption ionization (MALDI) or MALDI time-of-
flight (TOF) techniques which offers ionization from
solid crystals discovered in 1988.

11.2  INSTRUMENTATION: THE MASS
SPECTROMETER

11.2.1 Overview

Because there are so many acronyms associated with
the MS instrumentation, a listing of the acronyms used
in this chapter is given. Many of those acronyms are
first used in Table 11.1, which summarizes mass spec-
trometer components and types of instruments. This
table also helps introduce the three basic functions a
MS performs. (1) There must be a way to ionize the
molecules, which occurs in the ion source by a variety
of techniques. (2) The charged molecular ion and its
fragments must be separated according to their m/z,
and this occurs in the mass analyzer section. (3) The
separated, charged ions must be detected (electron
multipliers, photomultipliers). The block diagram in
Fig. 11.1 represents the various components of a mass
spectrometer.

Sample introduction can be static (or dynamic,
the latter of which involves interfacing with GC or LC
instruments. Since all mass spectrometers work in
high vacuum, regardless of the state of the sample
(gas, liquid, or solid), all ions are introduced into the
MS as a gas. The MS interface converts the samples
into a form that is acceptable to introduction into the
vacuum chamber. Common MS interfaces will be dis-
cussed in more detail in the sections on GC-MS and
LC-MS.

Figure 11.2 depicts the interior of a typical GC-MS
instrument that uses quadrupole mass analyzers. The
region between ion generation and detection is main-
tained by different vacuum pumps. Each successive
region from the ion source is kept at lower vacuum
than the preceding region, with the mass analyzer/
detector being in the region of strongest vacuum
(~107°-1078 torr). A vacuum is necessary for two criti-
cal reasons: (1) to avoid ion-molecule reactions
between the charged ions and other gaseous molecules
before they reach the detector, and (2) for proper oper-
ation of ion lenses, mass analyzer electrodes, and ion-
detectors that require the use of high voltages. Vacuum
performance determines the sensitivity and resolution
of mass spectrometers.
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fable Summary of mass spectrometer components and types

Types

Applications

Sample introduction

Static method Direct injection

Direct insertion probe

Gas or volatile liquid

Solids

Dynamic GC Gas or volatile liquids
LC Nonvolatile solids or liquid
lon source Electron impact ionization (El) Primarily for GC-MS, for volatile compounds

Electrospray ionization (ESI)

Atmospheric pressure chemical ionization

(APCI|

Atmospheric pressure photoionization (APPI)

Matrix-assisted laser desorption ionization

(MALDI)
Chemical ionization (Cl)

Most popular method for LC-MS, normally for polar or
slightly polar compounds

Primarily for LC-MS, normally for compounds of low
polarity and some volatility

Same uses as APCI but has advantages in signal-to-
noise ratio and detection limit

A “soft ionization,” ideal for large biopolymers and
other fragile molecules

A “soft ionization,” ideal for large biopolymers and
other fragile molecules

Mass analyzers Quadrupoles mass analyzer/filter (Q)

lon trap (IT)
Time of flight (TOF)

Used in many types of instruments. Compact. Used in
benchtop instruments

LC-MS for MS/MS

Useful to analyze biopolymers and large molecules

Fourier transform-based mass analyzer (FTion  Allows for easy-to-use benchtop LC-MS

cyclotrons, FT-ICR; FS-orbitrap)
Magnetic sector

Isotope ratio MS

Accelerator mass spectrometer

Specialized applications requiring ultrahigh resolution,
e.g., dioxin analysis

Useful in geochemistry and nutrition science. Extreme
specificity

Useful in geochemistry and nutrition science. Extreme
specificity

Hybrid MS: common  Quadrupole TOF (e.g., Q-TOF, triple TOF)

combinations of
mass analyzers

lon trap (e.g., ITFTMS, [T-orbitrap, Q-Trap)

Triple quadrupole (e.g., TQ; tandem MS)

Most LC-MS. Provides for MS/MS, benchtop
instruments

Common for LC-MS. Provides for MS/MS, benchtop
instruments

Most LC-MS. Provides for MS/MS. Very high mass
accuracy

Common MS Quadrupole MS (single quadrupole or TQ)
instruments ITMS
TOF/Q-TOF
FTMS

Quantitative and qualitative analysis

Qualitative analysis. Advantage of multistages of MS
(MS")

High-resolution accurate mass needs

High-resolution accurate mass needs

Sample lon Mass - Data
Introduction Bd Source g Analyzer M System

11.1

A block diagram of the major components of a
mass spectrometer

11.2.2 Sample Introduction

11.2.2.1 Static Method

The initial step in operating the MS is to get the sample
into the ion source chamber. Pure compounds or sam-
ple extracts that are a gas or a volatile liquid are injected
directly into the source region. This requires no special

ION SOURCE QUADRUPOLE DETECTOR
Sample
Inl
nlet Accelerating &
l Focusing Plates
7
> W 1o > = o
WL A = — [
., J8TJ ‘\%1 ‘}\f_.-\ l——| Y
.\ Electron Beam  “lons (miz) TO/
Data System
Repeller
Filament

Schematic of a typical mass spectrometer. The
sample inlets (interfaces) at the fop and bottom
can be used for direct injection or interfacing
toa GC

11.2
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equipment or apparatus and is much the same as inject-
ing a sample into a GC. Thus, this static method of
introducing the sample to the source is called direct
injection. With solids that are at least somewhat vola-
tile, the direct insertion probe method is used, in
which the sample is placed in a small cup at the end of
a stainless steel rod or probe. The probe is inserted into
the ion source through one of the sample inlets, and the
source is heated until the solid vaporizes. The mass
spectrum is then obtained on the vaporized solid mate-
rial as with the direct injection method. Both direct
injection and direct insertion probe methods work well
with pure samples, but their use is very limited when
analyzing complex mixtures of several compounds.
Direct analysis in real time (DART) is an example
of a static sampling technique, where metastable He
ions (19.8 eV energy) are used to initiate ionization of
the analyses of interest via the Penning process (much
like EI) resulting in radical cations (M*). A mixture of
heated He and nitrogen is used to initiate the meta-
stable ionization process, essentially creating a plasma-
rich environment, wherein the metastable He reacts
with ambient water, creating protonated water clus-
ters, resulting ultimately in a charge transfer to the
analyte of interest. The process has been well described
by Hajslova et al. [3] for food QC and safety analysis.

11.2.2.2 Dynamic Method

For mixtures, sample introduction is a dynamic
method in which the sample must be separated into
the individual compounds and then analyzed by the
MS. This is done typically by GC or HPLC units con-
nected to an MS by an interface (see Sects. 11.4
and 11.5). The interface removes excess GC carrier gas
or HPLC solvent that would otherwise overwhelm the
vacuum pumps of the MS.

11.2.3 lonization

There are many methods used to produce ions for the
compounds, depending on the type of chromato-
graphic interface and nature of the compounds
(Table 11.1). The major types of ion sources are briefly
described in subsections that follow.

11.2.3.1 Electron Impact lonization (El)

In GC-MS techniques, once the compound(s) coming
from the GC enters the ion source, it is exposed to a
beam of electrons emitted from a filament composed of
rhenium or tungsten metal. When a direct current is
applied to the filament (usually 70 electron volts, eV), it
heats and emits electrons that move across the ion cham-
ber toward a positive electrode. As the electrons pass
through the source region, they come in close proximity
to the sample molecule and extract an electron, forming
an ionized molecule. Once ionized, the molecules
contain such high internal energies they can further

fragment into smaller molecular fragments. This entire
process is called electron impact (EI) ionization,
although the emitted electrons rarely hit a molecule.

11.2.3.2 Electrospray lonization (ESI)

Electrospray ionization, the most popular LC-MS
technique in use today, functions at atmospheric pres-
sure and is a highly sensitive technique. Normally,
polar compounds are amenable to ESI analysis, with
the type of ion produced depending on the initial
charge. That is, positively charged compounds yield
positive ions, while negatively charged compounds
such as those containing free carboxylic acid func-
tional groups will produce negative ions.

The ESI source as depicted in Fig. 11.3 consists of
a nozzle that contains a fused-silica capillary sample
tube (serves to transfer the LC effluent) coaxially posi-
tioned within a metal capillary tube to which a vari-
able electrical potential can be applied against a
counter-electrode, which is usually the entrance to the
MS. Compressed nitrogen gas at high velocity is coax-
ially introduced to aid in the nebulization of the LC
effluent as it exits the tip of the metal capillary tube.
The relative velocity difference between the streams
of nitrogen gas (fast moving) and LC effluent (slow
moving) at the ESI tip results in producing a fine
spray of highly charged droplets. At nanoflow rates
(<1 pL/min), the force of the electrical field is strong
enough to break up the LC effluent into fine droplets
without the use of nebulizing gas, in a process known
as nanospray. For conventional HPLC flow rates
(1-1000 pL/min), the sheer volume of liquid requires
an initial droplet size reduction through the use of
nebulizing nitrogen gas, creating the required micro-
droplets, which can now be influenced by the prevail-
ing electrical field.

At this point, the repulsive forces due to the accu-
mulation of “like” charges inside the rapidly reducing
microdroplet volume create an imbalance with the
forces of surface tension that are trying to conserve the
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spherical structure of the microdroplet. The positive
charge is drawn out, but cannot escape the surface of
the liquid, and forms what is known as a Taylor cone.
Further reduction of the diameter of the droplets
causes the Taylor cone to stretch to a critical point, at
which the charge escapes the liquid surface and is
emitted as a gas-phase ion in a process known as a
coulombic explosion.

One of the many advantages of the ESI process is
its ability to generate multiple-charged ions and toler-
ate conventional HPLC flow rates. Proteins and other
large polymers (e.g., between 2000 and 70,000 Da) can
be easily analyzed on LC-MS systems having a mass
limit of m/z 2000, due to this multiple charging phe-
nomenon. Powerful software can process in excess of
+50 charge states, to yield the molecular ion informa-
tion for larger proteins. A limitation of the ESI process
is the phenomenon of ion suppression/enhancement
or matrix effects, which usually causes a variation in
response for the analyte signal intensity in presence of
matrix components. Matrix factor corrections are used
to account for ion suppression/enhancement effects,
including the use of stable-labeled internal standards
or matrix-assisted calibration curves for quantitative
analysis.

11.2.3.3 Atmospheric Pressure Chemical
lonization (APCI)

The APCI interface, which like ESI operates at atmo-
spheric pressure, is normally used for compounds of
low polarity and some volatility. It is harsher than
ESI and is a gas-phase ionization technique.
Therefore gas-phase chemistries of the analyte and
solvent vapor play an important part in the APCI
process.

Figure 11.4 shows the schematic diagram of an
APCI interface. The LC effluent-carrying fused-sil-
ica capillary tube protrudes about halfway inside a
silicon-carbide (ceramic) vaporizer tube. The vapor-
izer tube is maintained at approximately 400-
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500 °C  and serves to vaporize the LC effluent.
High voltage is applied to a corona needle posi-
tioned near the exit of the vaporizer tube. The high
voltage creates a corona discharge that forms
reagent ions from the mobile phase and nitrogen
nebulizing gas. These ions react with the sample
molecules (M) and convert them to ions. A common
cascade of reactions occurring in the presence of
water, nitrogen gas, and the high-voltage corona
discharge is as follows:

e +N, >N, " +2e (11.1)

N,” +H,0 >N, +H,0" (11.2)
H,0" +H,0 ->H,0" + OH" (11.3)
M+H,0" - (M+H)" +H,0 (11.4)

The APCI interface is a robust interface and can
handle high flow rates of up to 2 mL min. It is unaf-
fected by minor changes in buffer strength or compo-
sition and is typically used to analyze molecules less
than 2000 Da. It does not facilitate multiple charges
and hence cannot be used to analyze large biomole-
cules/polymers. In terms of matrix effects, APCI usu-
ally shows “ion enhancement” rather than “ion
suppression.” This is due to the matrix components
enriching the plasma generation process, thereby
enhancing the efficiency of the ionization process. As
a result, there is an increase in response for the ana-
lyte signal in the presence of matrix components,
requiring matrix factor correction through the appro-
priate use of stable-labeled internal standards or
matrix-assisted calibration curves for quantitative
analysis.

11.2.3.4 Atmospheric Pressure
Photoionization (APPI)

APPI is an ionization technique that improves on the
interface possible with APCI. The APPI interface,
which uses a krypton or xenon light source to generate
a beam of photons instead of a corona discharge-
generated plasma as in APCIL. Compounds having ion-
ization potentials lower than the wavelength of the
light source will be ionized. Since most HPLC solvents
do not ionize at the wavelengths generated by the
commonly used photon sources, APPI improves in the
signal-to-noise ratio and hence detection limits.

11.2.3.5 Matrix-Associated Laser Desorption
lonization (MALDI)

In MALDI, the sample is dissolved in a matrix and

ionized using an UV laser. The matrix plays an

important role in ionization, acting both as the

absorber of the laser energy, which causes it to
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vaporize, and as a proton donor and acceptor to ini-
tiate charge transfer to the analyte (Fig. 11.5). Since
the sample is not directly ionized, MALDI is consid-
ered a “soft ionization” technique and amenable to
ionization of large biopolymers and other fragile
molecules such as nucleic acids or carbohydrates [2].
The matrix used in MALDI is usually a weak organic
acid with UV-absorbing properties [e.g., 2,5-dihy-
droxy benzoic acid (DHB), sinapinic acid (3,5-dime-
thoxy-4-hyroxycinnamic acid), gentisic acid (DHDA,
2,5-dihydroxybenzoic acid), or a-cyano-4-hydroxy-
cinnamic acid (CHCA)]. Sensitivity is usually depen-
dent on critical pairing of the chemistries of matrix
with the sample, especially for samples that are
inherently nonvolatile or insoluble in most aqueous
solvents.

The typical laser used for MALDI applications is
neodymium-doped  yttrium  aluminum  garnet
(Nd-YAG) nitrogen laser operating at 337 or 355 nm
(3.7-3.5 eV photon energies) in vacuum and pulsed at
a repetition rate between 1 and 10 KHz. The laser beam
size can be attenuated between 5 and 100 um, which
allows hundreds of laser shots to raster through a sin-
gle sample spot. While the ionization mechanism is
not fully understood, it is believed that a two-step pro-
cess occurs; in step one the matrix absorbs the UV
energy from the laser and is consequently ionized
(M+H)*; in step two a charge transfer to the sample
(S+H)* is completed, allowing the charged sample to
be focused into the mass analyzer. Infrared lasers also
are used but are less popular, as is the case with atmo-
spheric pressure-based MALDI ion sources.

11.2.3.6 Matrix Effects on lonization

One key issue with all types of ionization is a phenom-
enon called matrix effect. This is when ionization of a
molecule is either suppressed or enhanced by coelut-
ing endogenous interferences contained in the matrix
after sample cleanup. This effect has a direct impact on
sensitivity; for the same level (e.g., 1 ng/mL), the ion
intensity of the compound of interest will change in
response to the coeluting matrix interferences such as
salts, fatty acids, phospholipids, etc. For high-
sensitivity quantitative MS analysis, a study of matrix
effects is essential before quantitation can be per-
formed. For example, if the matrix is spinach extract
versus corn extract, each matrix will have to be indi-
vidually studied for matrix effects. A set of test pesti-
cide standards at known levels are spiked in a clean
matrix (spinach or corn not exposed to pesticides) and
their peak intensities compared to the same level
spiked in pure solvent. The difference in peak intensi-
ties between the pure standard and matrix-spiked
standard will determine the matrix effect during the
final analysis of the samples to be tested. While all
modes of ionization are susceptible to matrix effects,
ESI seems to be most prone to ion suppression, while
techniques such as APCI can be prone to ion enhance-
ment, wherein the peak intensity increased in the pres-
ence of matrix as compared to the pure standard.

11.2.3.7 Transition from lon Source to Mass
Analyzer

The eventual outcome of the ionization process, by any
of the methods described in sections above, is both neg-
atively and positively charged molecules of various
sizes unique to each compound. When the repeller
plate at the back of the ion source is positively charged,
it repels the positive fragments toward the quadrupole
mass analyzer. Thus, we look only at the positive frag-
ments, although negative fragments are sometimes
analyzed. As the positively charged fragments leave
the ion source, they pass through holes in the accelerat-
ing and focusing plates. These plates serve to increase
the energy of the charged molecules and to focus the
beam of ions, so that a maximum amount reaches the
mass analyzer.

11.2.4 Mass Analyzers

11.2.4.1 Overview

The heart of an MS is the mass analyzer. It performs
the fundamental task of separating the charged mol-
ecules or their fragments based on their m/z, and it
dictates the mass range, accuracy, resolution, and
sensitivity. Listed in Table 11.1 are the basic types of
mass analyzers, the common combinations of basic
mass analyzers (call hybrid MS), and the most com-
mon types of MS instruments, along with their typi-
cal applications. Described in the subsections below
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are only the four types of mass analyzers most com-
monly applied to food analysis.

11.2.4.2 Quadrupole Mass Analyzers (Q)

The word “quadrupole” of the quadrupole mass ana-
lyzer is derived from the Latin words for “fourfold”
(quadruplus), and “pole,” to describe the array of four
rods that are used (Fig. 11.2). The four rods are used to
generate two equal but out-of-phase electric poten-
tials: one is alternating current (AC) frequency of
applied voltage that falls in radio-frequency (RF)
range, and one is direct current (DC). The potential
difference can be varied to create an oscillating electri-
cal field between two of the opposite rods, resulting in
their having equal but opposite charges.

When, for example, a positive-charged ion enters
the quadrupole field, it will be instantly attracted
toward a rod maintained at a negative potential, and if
the potential of that rod changes before the ion impacts,
it will be deflected (i.e., change direction). Thus, every
stable ion (i.e., ion with stable flight path) entering the
quadrupolar region traces a sine wave-type pattern on
its way to the detector. By adjusting the potentials on
the rods, selected ions, a mass range, or only a single
ion can be made stable and detected. The unstable ions
impact one of the four rods, releasing them from the
influence of the oscillating field, and they are pumped
away by the vacuum pumps. A quadrupole mass ana-
lyzer is commonly referred to as a mass filter, because,
in principle, the device filters ions that achieve stabil-
ity from those that do not.

11.2.4.3 lon Trap (IT) Mass Analyzers

Ion traps are essentially multidimensional quadru-
pole mass analyzers that store ions (trap) and then
eject these trapped ions according to their m/z ratios.
Once the ions are trapped, multiple stages of MS (MS")
can be achieved, mass resolution can be increased,
and sensitivity can be improved. The major difference
between an ion trap and a quadrupole mass analyzer
is that in an ion trap, the unstable ions are ejected and

lons in
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Oscillating .
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Diagram of an ion trap mass analyzer
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detected while the stable ions are trapped (referred to
as MS in time); whereas in a quadrupole, the ions with
a stable flight path reach the detector, and the unstable
ions hit the rods and are pumped away (MS in space).

Figure 11.6 shows the cross-sectional view of a 3-D
ion trap mass analyzer. It consists of a ring electrode
sandwiched between a perforated entrance, end-cap
electrode, and a perforated exit, end-cap electrode.
An AC (RF) voltage and variable amplitude is applied
to the ring electrode, producing a 3-D quadrupole field
within the mass analyzer cavity.

Ions formed in the source are electronically
injected into the ion trap, where they come under the
influence of a time-varying RF field. The ions are
trapped within the mass analyzer cavity, and the
applied RF voltage drives ion motion in a wure eight
toward the end-caps. Thus, for an ion to be trapped, it
must have a stable trajectory in both the axial and
radial directions. To detect the ions, the frequency
applied to the ring electrode is changed, and the ion
trajectories are made unstable. Helium is continuously
infused into the ion trap cavity and primarily serves as
a dampening gas. Recent developments in ion trap
technology have resulted in 2-D ion traps, which sub-
stantially increase ion trapping volume by spreading
the ion cloud in a quadrupole-like assembly [1].

11.2.4.4 Time-of-Flight Mass Analyzer (TOF)

Time-of-flight mass analyzers separate ions according
to the time required to reach the detector while travel-
ing over a known distance (Fig. 11.7). Ions are pulsed
from the source with the same kinetic energy, which
causes ions of different m/z ratios to acquire different
velocities (lighter ions travel faster while heavier ions
travel slower). The difference in velocities translates to
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difference in time reaching the detector, upon which
the mass spectrum is generated. Theoretically, TOF
instruments have no upper mass range, which makes
them useful for the analysis of biopolymers and large
molecules, and have fast cycles since they technically
transmit all m/z ions (full scan mode). The use of
reflectrons (ion mirrors) can quickly increase mass
resolution of TOF instruments by increasing ion drift
path length by bouncing ions in a V or W pattern with-
out drastically increasing the instrument footprint.

11.2.4.5 Fourier Transform-Based Mass
Spectrometry (FTMS)

Fourier transform-based mass spectrometers decon-
volute image currents produced by ion motion (har-
monic oscillations or cyclotron motion) into mass
spectra. A Fourier transform ion cyclotron resonance
mass analyzer traps ions in a magnetic field (Penning
traps), while a Fourier transform orbitrap mass ana-
lyzer traps ions in an electric field. Both analyzer
types are unique from the previously listed mass ana-
lyzers because the ions themselves are not detected by
impinging upon a detector, but rather the frequency
(cyclotron motion) is measured as a function of the
applied electric (orbitrap) or magnetic field (ICR).
Commercially launched in 2005, the orbitrap brought
high resolution (400 K resolution @ m/z 200) to the
benchtop by using electrostatic fields, resulting in a

Orbitrap
analyzer

Voltageramp

N\ __§

|| Detected
signal

Amplifier

Diagram of the orbitrap analyzer. Ions are
captured in the C-trap after ionization during
typical GC or LC-MS. They are then sent to the
trap analyzer where the detected signal is then
converted to mass (Used with permission of
Thermo Fisher Scientific (Bremen), Waltham,
MA USA - Artwork by Thermo Fisher
Scientific, CC BY-SA 3.0)

simpler-to-operate, LC-MS instrument (Fig. 11.8).
While traditional FTMS delivers significantly higher
resolution (7 M resolution@ m/z 600), they require
liquid helium-cooled superconducting magnets mak-
ing them large in size, significantly more expensive,
and require specialist operators, which limit their
widespread adoption. This results in sub-part-per-
million (ppm) mass accuracy measurements allowing
determination of elemental composition. Extremely
high resolution can be achieved with this type of mass
analyzer which gives the ability to determine fine iso-
tope structure.

11.3 INTERPRETATION OF MASS
SPECTRA

As previously indicated, a mass spectrum is a plot (or
table) of the intensity of various mass fragments (11/z)
produced when a molecule is subjected to one of the
many types of ionization techniques. In classis GC-MS,
the electron beam generated by a heated filament (used
to ionize the molecules) is usually kept at a constant
potential of 70 eV because this produces sufficient ions
without too much fragmentation, which would result
in a loss of the higher-molecular-weight ions. Another
advantage of using 70 eV for ionization is that the
resulting mass spectra are usually very similar regard-
less of the make and model of the instrument. This
allows for computer-assisted mass spectral matching
to database libraries that help in unknown compound
identification. In fact, most MSs now come with a MS
spectral database and the required matching software.

Typical mass spectra include only positive frag-
ments that usually have a charge of +1. Thus, the
mass-to-charge ratio is the molecular mass of the frag-
ment divided by +1, which equals the mass of the frag-
ment. As yet, the mass-to-charge ratio unit has no
name and is currently abbreviated by the symbol m/z
(older books use m/e).

A mass spectrum for butane is illustrated in
Fig. 11.9. The relative abundance is plotted on the
y-axis and the m/z is plotted on the x-axis. Each line
on the bar graph represents a m/z fragment with the
abundance unique to a specific compound. The spec-
trum always contains what is called the base peak or
base ion. This is the fragment (11/z) that has the high-
est abundance or intensity. When the signal detector
is processed by the computer, the m/z with the high-
est intensity is taken to be 100 %, and the abundance
of all the other m/z ions is adjusted relative to the
base peak. The base peak always will be presented as
100 % relative abundance. Butane has the base peak
atam/z of 43.

Another important fragment is the precursor ion
(often called the molecular ion or parent ion), desig-
nated by the symbol M**. This peak has the highest
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mass number and represents the positively charged
intact molecule with a m/z equal to the molecular
mass. The harsher ionizing techniques such as the EI
shown here (Fig. 11.9) produces an ion (radical cation)
atm/z 58 by stripping an electron. Because the mass of
a single electron can be considered insignificant, the
molecular ion produced by El-type ionization is indic-
ative of the molecular weight of that compound. All
other molecular fragments originate from this charged
species, so it is easy to see why it is called the precur-
sor (molecular) ion. It is not always present because,
sometimes, the precursor ion decomposes before it has
a chance to traverse the mass analyzer. However, a
mass spectrum is still obtained, and this becomes a
problem only when determining the molecular mass
of an unknown. The remainder of the mass spectrum
is a consequence of the stepwise cleavage of large frag-
ments to yield smaller ones termed product ions
(daughter ions). The process is relatively straightfor-
ward for alkanes, such as butane, making possible
identification of many of the fragments.

As indicated previously, the initial step in EI ion-
ization is the abstraction of an electron from the mol-
ecule as electrons from the beam pass in close
proximity. The equation below illustrates the first
reaction that produces the positively charged prod-
uct ion.

M +e (from M** (molecularion )
electron beam) = +
2e (one electron fromthe
electron beam and one from

the molecularion, M) (11.5)

The M symbolizes the unionized molecule as it reacts
with the electron beam and forms a radical cation. The
cation will have a m/z equal to the molecular weight.

The precursor (molecular) ion then sequentially frag-
ments in a unimolecular fashion. (Note that the ion is
often written as M*, for which the free electron, sym-
bolized by the dot, is assumed. Regardless, the mole-
cule haslost one electron and still retains all the protons;
thus, the net charge must be positive.) The reactions of
butane as it forms several of the predominant product
ion (daughter) fragments are shown below:

CH, - CH, - CH, — CH, + e = CH, - CH, - CH, - CH,"
(m/z=58)+2e (11.6)

CH, - CH, —~CH, —~CH," = CH, - CH, —~CH, -~ CH," 117
(m/z=57)+"H '
CH, ~CH, - CH, —~CH," = CH, - CH, —~CH,"

11.8)
(m/z:43) +eCH,

CH,-CH, -CH,-CH,” = CH, - CH,"
(m/z=29)+eCH,-CH,
(11.9)

CH,~CH, = CH," (m/z =15) +CH, (11.10)

Many of the fragments for butane result from
direct cleavage of the methylene groups. With alkanes,
you will always see fragments in the mass spectrum
that are produced by the sequential loss of CH, or CH,
groups.

Close examination of the butane mass spec-
trum in Fig. 11.9 reveals a peak that is 1m/z unit
larger than the molecular ion at m/z=58. This peak
is designated by the symbol M + 1 and is due to the
naturally occurring isotopes. The most abundant
isotope of carbon has a mass of 12; however, a small
amount of *C is also present (1.11 %). Any ions that
contained a C or a deuterium isotope would be
1m/z unit larger, although the relative abundance
would be low.

Another example of MS fragmentation pat-
terns is shown for methanol in Fig. 11.10. Again,
the fragmentation pattern is straightforward. The
precursor ion (CH;—OH*") is at a m/z of 32, which
is the molecular weight. Other fragments include
the base peak at a m/z of 31 due to CH,—OH?*, the
CHO" fragment at a m/z of 29, and the CH," frag-
ment at a m/z of 15.

The ionization method of chemical ionization
(CI) (see Table 11.1) is classified as a soft ionization
because only a few fragments are produced. In this
technique, a gas is ionized, such as methane (CHy,),
which then directly ionizes the molecule. The most
important use of CI is in the determination of the
molecular ion since there is usually a fragment that is
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1m/z unit larger than that obtained with EI. Thus, a
mass spectrum of butane taken by the CI method
would have a quasimolecular (parent) ion at m/z=59
(M + H). Many LC-MS interfaces use CI or electro-
spray ionization methods so it is common to see the
(M + H)* precursor ion. As can be seen in Egs. 11.6,
11.7,11.8, 11.9, and 11.10, the reactions of the cleavage
process can be quite involved. Many of the reactions
are covered in detail in the book by McLafferty and
Turecek listed in resource materials.

11.4 GAS CHROMATOGRAPHY-MASS
SPECTROMETRY

Although samples can be introduced directly into the
MS ion source, many applications require chromato-
graphic separation before analysis. The rapid develop-
ment of gas chromatography-mass spectrometry
(GC-MS) has allowed for the coupling of the two
methods for routine separation problems (see Chap.
14). AMS coupled to GC allows the peaks to be identi-
fied or confirmed, and, if an unknown is present, it can
be identified using a computer-assisted search of a
library containing known MS spectra. Another critical
function of GC-MS is to ascertain the purity of each
peak as it elutes from the column. Does the material
eluting in a peak contain one compound, or is it a mix-
ture of several that just happen to coelute with the
same retention time?

In most cases a capillary GC column is connected
directly to the MS source via a heated capillary trans-
fer line. The transfer line is kept hot enough so as to
avoid condensation of the volatile component eluting
from the GC column on its way into the low-pressure
MS source. The sample flows through the GC column
into the interface and then on to be processed by the
MS. A computer is used to store and process the data
from the MS.

An example of the power of GC-MS is shown
below in the separation of the methyl esters of several
long-chain fatty acids (Fig. 11.11). Long-chain fatty
acids must have the carboxylic acid group converted
or blocked with a methyl group to make them volatile.
Methyl esters of palmitic (16:0), oleic (18:1), linoleic
(18:2), linolenic (18:3), stearic (18:0), and arachidic
(20:0) acids were injected onto a column that was
supposed to be able to separate all the naturally occur-
ring fatty acids. However, the GC tracing showed only
four peaks, when it was known that six different
methyl esters were in the sample. The logical explana-
tion is that one or two of the peaks contain a mixture of
methyl esters resulting from poor resolution on the GC
column.

The purity of the peaks is determined by running
the GC-MS and taking mass spectra at very short
increments of time (1 s or less). If a peak is pure, then
the mass spectra taken throughout the peak should be
the same. In addition, the mass spectrum can be com-
pared with the library of spectra stored in the
computer.

The total ion current (TIC) chromatogram of the
separation of the fatty acid methyl esters is shown in
Fig. 11.11. There are four peaks eluting off the column
between 15.5 and 28 min. The first peak at 15.5 min has
the same mass spectrum throughout, indicating that
only one compound is eluting. A computer search of
the MS library gives an identification of the peak to the
methyl ester of palmitic acid. The mass spectra shown
in Fig. 11.12 compare the material eluting from the col-
umn to the library mass spectrum.

Most of the fragments match, although the GC-
MS scan does have many small fragments not present
on the library mass spectrum. This is a common back-
ground noise and usually does not present a problem.
The data from the rest of the chromatogram indicate
that the peaks at both 20 and 27 min contain only one
component. The computer match identifies the peak at
20 min as stearic acid, methyl ester, and the peak at
27 min as arachidic acid, methyl ester. However, the
peak located at 19.5 min is shown to have several dif-
ferent mass spectra, indicating impurity or coeluting
compounds.

In Fig. 11.13, the region around 19 min has been
enlarged. The arrows indicate where different mass
spectra were obtained. The computer identified the
material in the peak at 19.5 min as linoleic acid, methyl
ester; the material at 19.7 min as oleic acid, methyl
ester; and the material at 19.8 min as linolenic acid,
methyl ester. Thus, as we originally suspected, several
of the methyl esters were coeluting off the GC column.
This example illustrates the tremendous power of GC=
MS used in both a quantitative and a qualitative
manner.
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11.5 LIQUID CHROMATOGRAPHY-MASS
SPECTROMETRY

For a high-performance liquid chromatography-mass
spectrometry (LC-MS) interface, the same overall
requirements must be met as for GC-MS. There must
be a way to remove the excess solvent, while convert-
ing a fraction of the liquid effluent into the gas phase,
making it amenable for MS analysis. Furthermore most
compounds analyzed by HPLC are either nonvolatile
or thermally labile, making the task of liquid-to-gas
phase transition even more challenging, especially
while maintaining compound integrity.

How does LC-MS work? A modern LC-MS ion-
ization interface converts liquid (LC eluent) into
gas-phase ions (sampled by the MS) by a process of
desolvation in the presence of a highly charged elec-
trical field at atmospheric pressure. The energy
applied to evaporate the solvent (thermal and elec-
trical) is almost completely used in the desolvation
process, and it does not contribute to degradation
(usually thermal) of any labile species present in the
LC eluant. Of the many different types of LC-MS
ionization interfaces developed over the years, it
was the development of the atmosphere pressure-
based ionization interfaces, ESI (Sect. 11.2.3.2) and
APCI (Sect. 11.2.3.3) that made LC-MS a routine
technique. More recently, an APPI (Sect. 11.2.3.4) has
been developed as a complementary technique to
APCI.

11.6 TANDEM MASS SPECTROMETRY

Tandem MS (MS/MS, MS") is used in both GC-MS
and LC-MS but is especially helpful in LC=MS since it
allows for characterization, verification, and quantita-
tion at ultrahigh sensitivity. There are two basic types
of tandem MS, one which is a result of collision-
induced dissociation (CID) typically observed on
beam-type instruments (triple quadrupoles, TQ), and
the other is a result of collision-activated dissociation
(CAD) or MS", typically observed in ion trap MS (MS
in time type instruments). Other fragmentation modes
such as electron transfer dissociation (ETD), infrared
multiphoton dissociation (IRMPD), and electron cap-
ture dissociation (ECD) are used for the analysis of
compounds difficult to fragment.

Tandem MS using LC triple quadrupoles (TQ)
(Fig. 11.14) operated in the selected reaction monitor-
ing (SRM) or multiple reaction monitoring (MRM)
scan mode provides a factor of 100-1000x more sensi-
tivity than ultraviolet (UV) or diode array detectors,
making them indispensable for high-sensitivity
quantitative LC-MS analysis. Using the mechanism
of CID, the precursor molecule filtered by Q1 ener-
getically collides with argon or nitrogen gas, buffered
in the collision cell (Q2), and a specific production is
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Diagram of a triple quadrupole mass spectrometer capable of doing MS/MS. Q1 and Q2 are used to separate
ions, and Q3 is the collision-induced dissociation area (CID). Once the compounds are ionized, they can be

allowed to pass through without the CID activated, or the molecular ion can be further fragmented in the Q2

area via CID to yield product ions (fragments)

transmitted through the third quadrupole (Q3). This
mode offers the highest sensitivity critical for quanti-
tative analysis that has been the mainstay of bioana-
lytical quantitative analysis for the past two decades.
The high sensitivity of the SRM/MRM modes are
due to two factors: (1) a dramatic improvement in
signal-to-noise ratio by eliminating noise, and (2) TQ
operation at nearly 100 %, allowing seven scans or
more to ensure capturing the top of the eluting chro-
matographic peak to accurately determine the area
under the peak. The other advantages are simplicity
of data analysis and the high specificity resulting
from the MRM mode. The triple quadrupole remains
the instrument of choice for high-sensitive, routine
LC-MS quantitative analysis, even though it was first
introduced in the early 1990s.

Multiple MS or “MS-to-the-n™ made ion traps
popular for structural analysis and verification of mol-
ecules. Subtle changes can be identified by piecing
together the various fragments, which result in the dif-
ferent stages of the MS/MS process. The difference
between tandem MS on a TQ and the MS" mode on the
IT is how the ion undergoes fragmentation. In the CID
process on a TQ or Q-TOF, the precursor ion selected
in Q1 is accelerated into the collision cell (Q2) filled
with argon or nitrogen and smashed into its compo-
nent pieces in one highly energetic step. In contrast,
the CAD process occurring in an ion trap is energeti-
cally much gentler involving a gradual ramping of
voltages so that the internal energy of the specified
trapped ion increases as it collides with the helium
buffer gas, until the most fragile chemical bond breaks.
As soon as this occurs, the m/z changes, and the prod-
uct ions no longer experience the gradual ramping of
the energy but remain trapped. This process allows for
multiple steps of MS/MS analysis at high sensitivity.
The most abundant fragment (typically) is then iso-
lated and re-trapped, and the CAD process is repeated.
In most cases, CAD can easily perform MS?, but there
have been cases where MS' could be accomplished.
Such a method of MS" analysis makes it significantly
easier to piece together the intact structure from its key

fragments and determine or verify changes. Since
ITMS is tandem MS in time, it has a significant advan-
tage over TQ's operating Q3 in the “full scan MS/MS”
mode. The main advantage of MS" on ITMS is the high
sensitivity of the MS" scan mode, especially when con-
nected to ultra-HPLC (UHPLC) (Chap. 13, Sect.
13.2.3.1).

11.7  HIGH-RESOLUTION MASS
SPECTROMETRY (HRMS)

The widespread adoption of orbitrap and Q-TOF MS
instruments has made high-resolution, accurate mass
applications a growing trend. Resolution in a mass
spectrometer is defined in terms of full width half max-
ima (FWHM), which is the mass spectrum peak width
at half height for a known m/z [4]. At unit mass resolu-
tion (nominal mass instruments such as quadrupoles
and ion traps), FWHM is typically around 0.6 Da, so at
m/z 300, the resolution would be 500 (300+0.6). An
orbitrap or a Q-TOF, for example, can deliver FWHM
of 0.01 Da, so it would deliver a resolution of 30,000
(300+0.01) for m/z 300. An FTMS can deliver FWHM
of 0.0001 Da, enabling it to deliver a resolution of
3,000,000 (300+0.0001). High-resolution analysis has
significant advantages in terms of S/N, fine isotopic
structure analysis, and determining elemental compo-
sition from highly precise accurate mass assignment.

Accurate mass is important in mass spectrometry
because it can give you elemental composition and
enable the identification of unknowns. With accurate
mass and MS/MS fragmentation high-resolution data,
uncertainty is significantly reduced in identification of
“known” unknowns (compounds that are in a data-
base, but not known to the analyst) and invaluable for
screening type qualitative analysis. For mass accuracy
below 5 ppm, elemental composition determination
becomes straightforward through the application of
sophisticated software algorithms.

The listing below for the compound caffeine
(CsH0N,O,) illustrates the value of accurate mass:
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e Nominal mass: 194 (used synonymously with
molecular mass and is the sum of the integer mass
of the most abundant isotope for each element,
C=12,H=1,N=14,0=16)

* Monoisotopic mass: 194.0804 (sum of the most
abundant isotopic mass for each of the constituent
elements, C=12.0000, H=1.007825, N=14.003074,
0=15.994915)

* Average mass: 194.1906 (sum of the average atomic
masses or sum of isotopes taking into account the
relative abundances for the constitute elements,
e.g., 0,=15.994915, but the average mass is
15.999405, which takes into account the O,; and O;g
isotopes and their relative abundances)

Accurate mass is measured in terms of parts per
million (ppm) and calculated by dividing the mass error
by the theoretical mass. In the example above, assume
that the measured mass on the high-resolution MS was
194.0811. Given the theoretical monoisotopic mass of
194.0804, this results in a mass error of 0.0007 (194.0811-
194.0804), which would result in a mass accuracy of
3.6 ppm for that measurement ([194.0804 /0.0007]10”6).
For mass accuracy below 5 ppm, elemental composition
determination becomes straightforward through the
application of sophisticated software algorithms.

The advancement of high-resolution MS coupled
with availability of more databases has enhanced the
determination of unknown compounds, a process
termed nontargeted or “scouting” analysis. With accu-
rate mass determinations, an unknown can be com-
pared against LC-MS libraries for identification. The
elemental composition can be determined and further
verified by observing the fragment ions for definitive
identification. There are several databases of com-
pounds and their ionization patterns (i.e., ions pro-
duced). Most notably is the METLIN metabolite
database by the Scripps Center for Metabolomics where
the ion spectra are produced by ESI Q-TOF. In the case
of caffeine (mass 194.080376), the spectrum contains a
total of seven major ions, more than enough for positive
identification. Another database that contains some
mass spectra is ChemSpider. Unfortunately the data-
bases only cover a limited amount of molecules, and
when present, the mass spectrum depends on the type
of ionization interface/method (e.g., ESI, IT, TOF),
which is not the case with EI GC-MS libraries. However,
the limitations of these databases will only improve as
more scientists provide additional data. Both Milman
[5] and Lehotay et al. [6] discuss MS libraries, screening
of molecules, and nontarget identification.

11.8  APPLICATIONS

The use of MS in the field of food science is well estab-
lished and growing rapidly as food exports from Asia
increase yearly to the USA and Europe. While GC-MS

has been used for years, LC-MS/MS instrumentation
has become indispensible for the analysis of compounds
such as chloramphenicol, nitrofurans, sulfonamides,
tetracyclines, melamine, acrylamide, and malachite
green in foods such as honey, fish, shrimp, and milk (see
Chap. 33). Agencies such as the Food and Drug
Administration (FDA), Center for Food Safety and
Applied Nutrition (CFSAN), European Food Safety
Authority (EFSA), Health Canada, and Japan Food
Safety Commission use MS-based techniques to drive
regulatory standards for banned substances, safeguard-
ing the food supply for human consumption.

To give an appreciation of the usefulness of
LC-MS, several examples are provided below. It is
important to remember that there are a wide variety of
methods now available to analyze just about any type
of sample in a variety of matrices.

Due to the prevalence of consumption of caffeine-
containing drinks throughout the world, the analysis
of this small bioactive compound has been of interest
for many years. Over 20 years ago HPLC methods
were published showing that caffeine and other alka-
loids, theobromine and theophylline, could be ana-
lyzed by HPLC using an ultraviolet detector. While
HPLC-UV analysis is quite acceptable, the use of
LC-MS can verify and enhance identification in a vari-
ety of complex food systems.

Figure 11.15 illustrates a reversed-phase HPLC
column separation and MS spectrum obtained using
the ESI interface coupled with MS/MS [7]. An aque-
ous coffee extract was filtered and separated by HPLC
using an acetic acid-acetonitrile mobile phase. For
comparative purposes a separate HPLC separation
was achieved with the same HPLC column except
detection was with a UV detector. The HPLC chro-
matogram in Fig. 11.15a shows the TIC, an indicator of
total ions and thus compounds eluting, and matches
the HPLC-UV  chromatogram (not shown).
Figure 11.15b is the selected ion trace of ions
m/z=180.7-181.7, which would correspond to the
protonated molecular ions (M+H)" of theobromine
and theophylline at 181.2 (both compounds are iso-
mers and have identical masses of 180.2). The chro-
matogram in Fig. 11.15c is the selected ion trace of
m/z=194.2-196.2, which corresponds to the proton-
ated molecular ion of caffeine (195.2). The MS/MS of
caffeine and theobromine is presented in Fig. 11.15d, e
and shows the protonated molecular ions for both caf-
feine and theobromine, and several ion fragment m1/z.

The melamine food contamination issue of
2007-2008 is another excellent example of the use of
LC-MS and MS/MS in both a detective role and later
as an official analytical method. Melamine is a six-
membered cyclic nitrogenous ring compound with
three amines attached to the carbons in the ring and
contains 67 % nitrogen (Fig. 11.16). Since a common
test for protein measures nitrogen (Chap. 18, Sect.
18.2), the compound was used as an economic
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1 1 . 1 6 Chemical structure of melamine

adulterant in wheat gluten and dried milk powder to
artificially increase the apparent protein content.
Due to the polar nature of the amine groups,
melamine is not volatile and thus cannot be analyzed
with GC unless a derivative is synthesized, thus
LC-MS is a preferred method. Methods have been
presented that entail the separation of melamine by
HPLC with detection by ESI-MS/MS. ESI produces a
strong protonated molecular ion at m/z=127.1 with

a MS/MS precursor ion (molecular) of 127.1 and a
product ion of 85.1. One of the analytical methods
suggested by the FDA entails monitoring of all these
ions, which produces very good specificity and
sensitivity.

The area of bioactive food components has grown
dramatically over the last 10 years in part due to the
availability of LC-MS. Many bioactive compounds in
fruits, vegetables, and spices are polar and are not vol-
atile. Thus, identification and evaluations were very
difficult without HPLC methods coupled with MS. A
good example of the use of LC-MS is in the measure-
ment of the polyphenolic flavonoids called the cate-
chins. These antioxidant compounds present in
catechu, green tea, cocoas, and chocolates appear to
have several beneficial biological effects including
enhanced heart and blood vessel health.

Figure 11.17 shows a separation of the major green
tea catechins by HPLC with ESI-MS detection [8]. At
the bottom of the figure depicted is the chromatogram
showing the separation of the catechins by HPLC. The
ESI-MS detector was used to monitor all ions from
m/z 120-2200 (TIC mode). The top left panel shows
the MS obtained for the epicatechin peak eluting at
about 12.1 min. As typical with ESI, there are few frag-
ments, though the M + H molecular ion at 291.3m/z is
predominant. Further fragmentation (MS/MS) of the
epicatechin yields two major protonated fragments,
m/z 273.3 (loss of OH from the C ring) and 139.3 (oxi-
dation and cleavage of the A ring). With these data it is
possible to elucidate isomers and also possible degra-
dation pathways.

High-resolution analysis on orbitrap technology
has found wide application in food analysis, with LC,
GC, and supercritical fluid chromatography (SCF) as
hyphenated front-end separation techniques before
the mass analysis is performed. Rajski et al. [9] per-
formed a large multi-residue screening study (>250
pesticides) in fruits and vegetables using three differ-
ent resolution settings on the orbitrap (R=17.5K, 35K,
and 70 K). The study revealed that using a 0.2 min
retention time window, R =70,000, and mass tolerance
of 5 ppm gave less than 5 % false-positive results at the
10 ug/kg level. Ishibashi et al. [10] used supercritical
fluid (SFC) coupled to an orbitrap to simultaneously
analyze 373 pesticides (10 ug/kg level which is the
provisional MRL in Japan) in a QuEChERS spinach
extract using an R=70,000 and a mass tolerance of
5 ppm. The high-throughput advantage of SFC sepa-
ration allowed for 72 samples in approximately 45 min
using SFC-OT technology, for compounds whose
molecular weights ranged from m/z 99 to m/z 900.

Recently, a GC-capable version of the orbitrap was
launched [11], making high-resolution GC-MS analysis
possible at resolutions exceeding R >50,000. In contrast to
GC-TOF instruments currently available, which focused
mainly on MS acquisition speed at resolutions around
5000 (higher than quadrupole based instruments), the
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GC coupling to the orbitrap truly allows for high-reso-
lution, accurate mass analysis in both MS and MS/MS
modes. The superior chromatographic separation
power of GC, coupled to high resolution (R=60,000 @
m/z 200), allows for unambiguous analysis of 132 pes-
ticides in even the most complex matrices at the 10ng/g
level, approaching sensitivity performance (IDL
10 ng/g) of routine GC-triple quadrupoles. These orbi-
trap-based techniques are currently used extensively
for screening of pesticide residues and highly sensitive
quantitative analysis of banned substances.

FTMS provides ultrahigh-resolution MS at the
isotope fine-structure level, i.e., resolution of isobaric
species of different elemental composition, which can
yield elemental composition analysis. Essentially,
isotope fine structure is the fingerprint of a small
molecule because the m/z value and their intensities
in the fingerprint for a specific molecule exactly
reflect the atomic composition of the molecule.
Because FTMS delivers resolutions in excess of
R >1,000.000 (million), this allows for isotopologue
analysis of the A+1 and A+2 ion signals. Using this
capability, bioactive sulfur-containing compounds
were identified in asparagus, purported to have
angiotensin-converting enzyme (ACE) inhibitory

function [12]. One such compound identified was
aspartame (no UV-chromophores) detected at m/z
307.0893 (and confirmed by high-resolution MS/MS)
that required acquisition at R =1,000,000 to determine
the elemental composition of Ciy His N4O3S,. Such
discoveries are only possible with FTMS where iso-
tope fine-structure analysis is possible.

Recently, MALDI-TOF has found key applications
in food microbiology, with rapid identification of bacte-
ria and fungi through their protein signatures. In this
technique, bacteria or fungi from the culture plates are
directly spotted onto the MALDI target plate, sprayed
with matrix, and then directly analyzed on the MALDI-
TOF instrument. The resulting spectrum representative
of the microorganisms proteomic fingerprint is matched
against a known, verified spectrum in the library, and, if
there is positive hit, the bacteria or fungi is rapidly iden-
tified. Wieme et al. [13] used MALDI-TOF to catalogue
4200 mass spectra from 273 acetic acid bacteria and lac-
tic acid bacteria covering 52 species responsible for beer
spoilage and then used the resulting library for routine
quality control in the brewing industry. MALDI-TOF
has been used for the rapid confirmatory identification
(within 24 h) of more than 120 strains for S. aureus in
milk, a pathogen that causes toxic shock syndrome



180

J.S. Smith and R.A. Thakur

toxin-1, a deadly form of food poisoning. This food-
borne pathogen is usually a result of subclinical and
clinical mastitis-affected dairy cattle [14].

11.9 SUMMARY

MS is a powerful analytical technique that can solve
most complex problems faced by the food analytical
chemist, both in a qualitative and quantitative manner.
Its principles are fairly simple when examined closely.
The basic requirements are to: (1) get the sample into
an ionizing chamber where ions are produced; (2) sep-
arate the ions formed by magnets, quadrupoles, drift
tubes, and electric fields; (3) detect the m/z of the pre-
cursor ion; (4) fragment the m/z selectively to derive
more information if required; and (5) output the data
to a computer for software evaluation.

Since the qualitative and quantitative aspects of
MSs are so powerful, they are routinely coupled to a
GC or HPLC, and find growing use with static sample
introduction techniques. The interface for GCs is ver-
satile and easy to use; however, the extensive sample
preparation required for GC-MS analysis makes its
utility cumbersome. The adoption of LC-MS as an ana-
lytical technique has greatly increased because of far
simpler sample preparation procedures, wider ioniza-
tion ranges for different classes of compounds, faster
analysis times, routine high sensitivity, access to accu-
rate mass capability, and the advent of UHPLC.

Acronyms
AMS Accelerator mass spectrometer
APCI Atmospheric pressure
chemical ionization
API Atmospheric pressure ionization
APPI Atmospheric
pressure photoionization
CAD Collision-activated dissociation
@ Chemical ionization
CID Collision-induced dissociation
DART Direct analysis in real time
ECD Electron capture dissociation
EI Electron impact ionization
ES Electrospray
ESI Electrospray ionization
ETD Electron transfer dissociation
FT Fourier transform
FT-ICR Fourier transform-based
ion cyclotrons
FTMS Fourier transform mass spectrometry
GC Gas chromatography
GC-MS Gas chromatography-mass
spectrometry
HRMS High-resolution mass spectrometry
ICP-MS Inductively coupled

plasma-mass spectrometry

IMS Ion mobility mass spectrometry

IT Ion trap

IT™MS Ion trap mass spectrometry

LC Liquid chromatography

LC-MS Liquid chromatography-mass
spectrometry

m/z Mass-to-charge ratio

MALDI Matrix-assisted laser desorption
ionization

MALDI-TOF  Matrix-assisted laser desorption
ionization time of flight

MRM Multiple reaction monitoring

MS Mass spectrometry

MS/MS Tandem mass spectrometry

Ms» Multiple stages of MS (tandem mass
spectrometry)

OoT Orbitrap

Q Quadrupoles mass filters

Q-TOF Quadrupole time of flight

SFC Supercritical fluid chromatography

SRM Selected reaction monitoring

TIC Total ion current

TOF Time of flight

TQ Triple quadrupole

TWIM Traveling wave

UHPLC Ultrahigh-performance liquid

chromatography

11.10 STUDY QUESTIONS

—

What are the basic components of a MS?

2. What are the unique aspects of data that a MSs pro-
vide? How is this useful in the analysis of foods?

3. What is El ionization? What is CI ionization?

4. What is the base peak on a mass spectrum? What
is the precursor ion peak?

5. What is the difference between nominal mass and
monoisotopic mass?

6. What are the major ions (fragments) expected in
the EI mass spectrum of ethanol (CH;-CH,-OH)?

7. What are the major differences in how ionization
occurs in the electrospray versus the APCI inter-
face? What is ion suppression?

8. What does MALDI stand for and how does it dif-
fer from ESI?

9. What are the major differences between the quad-
rupole, ion trap, time of flight, and Fourier trans-
form mass analyzer? What are the advantages of
using each analyzer? What is especially unique
about a Fourier transform-based mass analyzer?

10. What is the working principle behind the MALDI-
TOEF-based microbiology identification?

11. Which MS type is popular for quantitative analysis

12. What is the difference between CAD and CID?



Chapter 11 o

Mass Spectrometry

181

REFERENCES

1.

10.

11.

12.

Silveira JA, Ridgeway ME, Park MA (2014) High
Resolution Trapped Ion Mobility Spectrometery of
Peptides. Anal. Chem. 86(12):5624-5627

. Chughtai, K, Heeren, RMA (2010) Mass spectrometric

imaging for biomedical tissue analysis. Chem. Rev.
110(5):3237-3277

. Hajslova J, Cajka T, Vaclavik L (2011) Challenging appli-

cations offered by direct analysis in real time (DART) in
food-quality and safety analysis. Trends Anal. Chem.
30(2):204-218

. Balogh, MP (2004) Debating resolution and mass accu-

racy. LC-GC Europe 17(3):152-159

. Milman BL, (2015) General principles of identification by

mass spectrometry. Trends Anal. Chem. 69:24-33

. Lehotay SJ, Sapozhnikova Y, Hans G.J. Mol, HGJ (2015)

Current issues involving screening and identification of
chemical contaminants in foods by mass spectrometry.
Trends Anal. Chem. 69:62-75

. Huck CW, Guggenbichler W, Bonn GK (2005) Analysis of caf-

feine, theobromine and theophylline in coffee by near infra-
red spectroscopy (NIRS) compared to high-performance
liquid chromatography (HPLC) coupled to mass spectrom-
etry. Analytica Chimica Acta 538(1-2):195-203

. Shen D, Wu Q, Wang M, Yang Y, Lavoie EJ, Simon JE

(2006) Determination of the predominant catechins in
Acacia catechu by liquid chromatography/electrospray
ionization-mass spectrometry. ] Agric Food Chem
54(9):3219-3224

. Rajski L, Gomez-Ramos MDM, Fernandez-Alba, AR

(2014) Large pesticide multiresidue screening method by
liquid chromatography-Orbitrap mass spectrometry in
full scan mode applied to fruit and vegetables.
J. Chromatogr. A 1360:119-127

Ishibashi M, Izumi Y, Sakai M, Ando T, Fukusaki E,
Bamba T. (2015) High-throughput simultaneous analysis
of pesticides by supercritical fluid chromatography cou-
pled with high-resolution mass spectrometry. J. Agric.
Food Chem. 63(18):4457-4463

Peterson AC, Hauschild J-P, Quarmby ST, Krumwiede D,
Lange O, Lemke RAS, Grosse-Coosmann F, Horning S,
Donohue TJ, Westphall MS, Coon ]J], Griep-Raming
] (2014) Development of a GC/Quadrupole-Orbitrap
Mass Spectrometer, Part I: Design and Characterization.
Anal. Chem. 86:10036-10043

Nakabayashi R, Yang Z, Nishizawa T, Mori T, Saito K
(2015) Top-down Targeted Metabolomics Reveals a
Sulfur-Containing Metabolite with Inhibitory Activity
against Angiotensin-Converting Enzyme in Asparagus
officinalis. J. Nat. Prod. 78(5):1179-1183

13.

14.

Wieme AD, Spitaels F, Vandamme P, Landschoot AV,
(2014) Application of matrix-assisted laser desorption/
ionization time-of-flight mass spectrometry as a monitor-
ing tool for in-house brewer’s yeast contamination: a
proof of concept. J. Inst. Brewing. 120(4):438—-443

El Behiry A, Zahran RN, Tarabees R, Marzouk E,
Al-Dubaib M. Phenotypical and Genotypical Assessment
Techniques for Identification of Some Contagious
Mastitis Pathogens. Int J. Med Health Biomed Bioeng
Pharm Eng. 8(5):236-242

RESOURCE MATERIALS

Balogh, MP (2009) The mass spectrometer primer.
Waters, Milford, MA. A very good introduction to
modern mass spectrometry including newer devel-
opments in LC-MS technologies.

Barker ] (1999) Mass spectrometry: Analytical
Chemistry by Open Learning, 2nd edn. Wiley,
New York. One of the best introductory texts on
mass spectrometry in its second edition. The author
starts ata very basic level and slowly works through
all aspects of MS, including ionization, fragmenta-
tion patterns, GC=MS, and LC-MS.

Ho C-T, Lin J-K, Shahidi F (eds) (2009) Tea and tea
products. CRC, Boca Raton, FL. A good review of
current literature on the chemistry and health-pro-
moting properties of tea. Includes several chapters
that discuss analytical methods for analyzing bio-
active compounds and flavonoids in teas.

Lee TA (1998) A beginner’s guide to mass spectral
interpretation. Wiley, New York. A good basic intro-
duction to Mass Spectrometry with many practical
examples.

McLafferty FW, Turecek F (1993) Interpretation of
mass spectra, 4th edn. University Science Books,
Sausalito, CA. The fourth edition of an essential
classic book on how molecules fragment in the ion
source. Contains many examples of different types
of molecules.

Niessen WMA (2006) Liquid chromatography=
-mass spectrometry. 3rd edn. Taylor and Francis,
New York. A thorough, though somewhat dated,
review of LC—=MS methods and interfaces for a
variety of types of biological compounds.



‘ part \

Chromatography




12.1 Introduction

12.2 Extraction
12.2.1 Batch Extraction
12.2.2 Continuous Extraction
12.2.3 Countercurrent Extraction

12.3 Chromatography
12.3.1 Historical Perspective
12.3.2 General Terminology
12.3.3 Gas Chromatography
12.3.4 Liquid Chromatography
12.3.5 Superecritical Fluid

Chromatography

®

Check for
updates

chapter

Basic Principles
ot Chromatography

Baraem P. Ismail

Department of Food Science and Nutrition,
University of Minnesota,
St. Paul, MN 55108-6099, USA

e-mail: bismailm@umn.edu

12.4 Physicochemical Principles
of Chromatographic Separation
12.4.1 Adsorption (Liquid-Solid)
Chromatography
12.4.2 Partition (Liquid-Liquid)
Chromatography
12.4.3 Hydrophobic Interaction
Chromatography
12.4.4 lon-Exchange Chromatography
12.4.5 Affinity Chromatography
12.4.6 Size-Exclusion Chromatography
12.5 Analysis of Chromatographic Peaks

S. Nielsen (ed.), Food Analysis, Food Science Text Series, 185
DOI 10.1007 /978-3-319-45776-5_12, © Springer International Publishing 2017


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-45776-5_12&domain=pdf
mailto:bismailm@umn.edu

12.5.1 Separation and Resolution 12.6 Summary
12.5.2 Qualitative Analysis 12.7 Study Questions
12.5.3 Quantitative Analysis References



Chapter 12 e Basic Principles of Chromatography

187

12.1  INTRODUCTION

Chromatography has a great impact on all areas of
analysis and, therefore, on the progress of science in
general. Chromatography differs from other methods
of separation in that a wide variety of materials, equip-
ment, and techniques can be used. [Readers are referred
to references [1-29] for general and specific informa-
tion on chromatography.] This chapter will focus on the
principles of chromatography, mainly liquid chroma-
tography (LC). Detailed principles and applications of
gas chromatography (GC) will be discussed in Chap.
14. In view of its widespread use and applications,
high-performance liquid chromatography (HPLC)
will be discussed in a separate chapter (Chap. 13). The
general principles of extraction are first described as a
basis for understanding chromatography

12.2 EXTRACTION

In its simplest form, extraction refers to the transfer of
a solute from one liquid phase to another. Extraction in
myriad forms is integral to food analysis — whether
used for preliminary sample cleanup, concentration of
the component of interest, or as the actual means of
analysis. Extractions may be categorized as batch,
continuous, or countercurrent processes. (Various
extraction procedures are discussed in detail in other
chapters: traditional solvent extraction in Chaps. 14,
17, and 33; accelerated solvent extraction in Chap. 33;
solid-phase extraction in Chaps. 14 and 33; and solid-
phase microextraction and microwave-assisted sol-
vent extraction in Chap. 33).

12.2.1 Batch Extraction

In batch extraction the solute is extracted from one sol-
vent by shaking it with a second immiscible solvent.
The solute partitions, or distributes, itself between the
two phases, and, when equilibrium has been reached,
the partition coefficient, K, is a constant:

K< Concentration of solute in phase 1 (12.1)

~ Concentration of solute in phase 2

After shaking, the phases are allowed to separate, and the
layer containing the desired constituent is removed, for
example, in a separatory funnel. In batch extraction, it is
often difficult to obtain a clean separation of phases,
owing to emulsion formation. Moreover, partition implies
that a single batch extraction is usually incomplete.

12.2.2 Continuous Extraction

Continuous extraction requires special apparatus, but
is more efficient than batch separation. One example is
the use of a Soxhlet extractor (Chap. 17, Sect. 17.2.5) for
extracting fat from solids using organic solvents.
Solvent is recycled so that the solid is repeatedly
extracted with fresh solvent. Other types of equipment
have been designed for the continuous extraction of
substances from liquids and/or solids, and different
extractors are used for solvents that are heavier or
lighter than water.

12.2.3 Countercurrent Extraction

Countercurrent distribution refers to a serial extrac-
tion process. It separates two or more solutes with dif-
ferent partition coefficients from each other by a series
of partitions between two immiscible liquid phases.
Liquid-liquid partition chromatography (Sect. 12.4.2),
also known as countercurrent chromatography, is a
direct extension of countercurrent extraction. Years ago
the countercurrent extraction was done with a “Craig
apparatus” consisting of a series of glass tubes designed
such that the lighter liquid phase (mobile phase) was
transferred from one tube to the next, while the heavy
phase (stationary phase) remained in the first tube [5].
The liquid-liquid extractions took place simultane-
ously in all tubes of the apparatus, which was usually
driven electromechanically. Each tube in which a com-
plete equilibration took place corresponded to one
theoretical plate of the chromatographic column (refer
to Sect. 12.5.1.2.1). The greater the difference in the par-
tition coefficients of various substances, the better was
the separation. A much larger number of tubes were
required to separate mixtures of substances with close
partition coefficients, which made this type of counter-
current extraction very tedious. Modern liquid-liquid
partition chromatography (Sect. 12.4.2) is much more
efficient and convenient.

123 CHROMATOGRAPHY

12.3.1 Historical Perspective

Modern chromatography originated in the late nine-
teenth and early twentieth centuries from indepen-
dent work by David T. Day, a distinguished American
geologist and mining engineer, and Mikhail Tsvet, a
Russian botanist. Day developed procedures for frac-
tionating crude petroleum by passing it through
Fuller’s earth, and Tsvet used a column packed with
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chalk to separate leaf pigments into colored bands.
Because Tsvet recognized and correctly interpreted the
chromatographic processes and named the phenome-
non chromatography, he is generally credited with its
discovery.

After languishing in oblivion for years, chroma-
tography began to evolve in the 1940s due to the
development of column partition chromatography
by Martin and Synge and the invention of paper
chromatography. The first publication on GC
appeared in 1952. By the late 1960s, GC, because of
its importance to the petroleum industry, had devel-
oped into a sophisticated instrumental technique,
which was the first instrumental chromatography to
be available commercially. Since early applications
in the mid-1960s, HPLC, profiting from the theoreti-
cal and instrumental advances of GC, has extended
the area of LC into an equally sophisticated and use-
ful method. Supercritical fluid chromatography
(SFC), first demonstrated in 1962, has been gaining
popularity in food analysis [7]. Efficient chromato-
graphic techniques, including automated systems,
continue to be developed for utilization in the char-
acterization and quality control of food ingredients
and products [4, 7-13].

CHROMATOGRAPHY

12.3.2 General Terminology

Chromatography is a general term applied to a wide
variety of separation techniques based on the partition-
ing or distribution of a sample (solute) between a mov-
ing or mobile phase and a fixed or stationary phase.
Chromatography may be viewed as a series of equili-
brations between the mobile and stationary phase. The
relative interaction of a solute with these two phases is
described by the partition (K) or distribution (D) coef-
ficient (ratio of concentration of solute in stationary
phase to concentration of solute in mobile phase). The
mobile phase may be either a gas (for GC) or liquid (for
LC) or a supercritical fluid (for SFC). The stationary
phase may be a liquid or a solid. The field of chroma-
tography can be subdivided according to the various
techniques applied (Fig. 12.1) or according to the phys-
icochemical principles involved in the separation.
Table 12.1 summarizes some of the chromatographic
procedures or methods that have been developed on
the basis of different mobile-stationary phase combina-
tions. Inasmuch as the nature of interactions between
solute molecules and the mobile or stationary phases
differ, these methods have the ability to separate differ-
ent kinds of molecules. (The reader is urged to review
Table 12.1 again after having read this chapter.)

SUPERCRITICAL FLUID
CHROMATOGRAPHY

GAS
CHROMATOGRAPHY

Gas-Liquid

LIQUID
CHROMATOGRAPHY

PAPER
CHROMATOGRAPHY

‘ COLUMN LIQUID
CHROMATOGRAPHY |

Liquid-Liquid

THIN LAYER
CHROMATOGRAPHY

Liquid-Liquid Liquid-Solid

Liquid-Liquid

Liquid-Solid

12 .1 A scheme for subdividing the field of chromatography, according to various applied techniques

| figure |
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table Characteristics of different chromatographic methods
Method Mobile/phase Stationary phase Retention varies with
Gas-liquid chromatography Gas Liquid Molecular size/polarity
Gas-solid chromatography Gas Solid Molecular size/polarity
Supercritical fluid chromatography Supercritical fluid Solid Molecular size/polarity
Reversed-phase chromatography Polar liquid Nonpolar liquid or solid Molecular size/polarity

Normal-phase chromatography
lon-exchange chromatography

Less polar liquid

Size-exclusion chromatography Liquid
Hydrophobic interaction chromatography ~ Polar liquid
Affinity chromatography Water

Polar liquid-lonic solid

More polar liquid or solid ~ Molecular size/polarity

lonic solid Molecular charge

Solid Molecular size
Nonpolar liquid or solid Molecular size/polarity
Binding sites Specific structure

Reprinted from Heftmann [1], p. A21, with kind permission from Elsevier Science-NL, Sara Burgerhartstraat 25, 1055 KV

Amsterdam, The Netherlands

12.3.3 Gas Chromatography

Gas chromatography is a column chromatogra-
phy technique, in which the mobile phase is gas and
the stationary phase is mostly an immobilized lig-
uid on an inert solid support in either a packed or
capillary-type column. GC is used to separate ther-
mally stable volatile components of a mixture. Gas
chromatography, specifically gas-liquid chromatog-
raphy, involves vaporizing a sample and injecting it
onto the head of the column. Under a controlled tem-
perature gradient, the sample is transported through
the column by the flow of an inert, gaseous mobile
phase. Volatiles are then separated based on several
properties, including boiling point, molecular size,
and polarity. Physiochemical principles of separation
are covered in Sect. 12.4. However, details of the chro-
matographic theory of separation as it applies specifi-
cally to GC, as well as detection and instrumentation
of GC, are detailed in Chap. 14.

12.3.4 Liquid Chromatography

There are several liquid chromatography techniques
applied in food analysis, namely, planar chromatogra-
phy (both paper and thin-layer chromatography) and
column liquid chromatography, all of which involve a
liquid mobile phase and either a solid or a liquid station-
ary phase. However, the physical form of the stationary
phase is quite different in each case. Separation of the
solutes is based on their physicochemical interactions
with the two phases, which is discussed in Sect. 12.4.

12.3.4.1 Planar Chromatography

12.3.4.1.1 Paper Chromatography

Paper chromatography was introduced in 1944, and
today it is mostly used as a teaching tool. In paper
chromatography the stationary phase (water) and
the mobile phase (organic solvent) are both liquid
(partition chromatography, see Sect. 12.4.2), with

paper (usually cellulose) serving as a support for
the liquid stationary phase. The support also may be
impregnated with a nonpolar organic solvent and
developed with water or other polar solvents
(reversed-phase paper chromatography). The dis-
solved sample is applied as a small spot or streak
about 1.5 cm from the edge of a strip or square of the
paper, which is then allowed to dry. The dry strip is
suspended in a closed container in which the atmo-
sphere is saturated with the developing solvent
(mobile phase) and the paper chromatogram is
developed. The end closer to the sample is placed in
contact with the solvent, which then travels up or
down the paper by capillary action (depending on
whether ascending or descending development is
used), separating the sample components in the pro-
cess. When the solvent front has traveled the length
of the paper, the strip is removed from the develop-
ing chamber, and the separated zones are detected
by an appropriate method.

In the case of complex sample mixtures, a two-
dimensional technique may be used. The sample is
spotted in one corner of a square sheet of paper, and
one solvent is used to develop the paper in one direc-
tion. The chromatogram is then dried, turned 90°, and
developed again, using a second solvent of different
polarity. Another means of improving resolution is the
use of ion-exchange (Sect. 12.4.4) papers, i.e., paper
that has been impregnated with ion-exchange resin or
paper, with derivatized cellulose hydroxyl groups
(with acidic or basic moieties).

In planar chromatography, components of a mix-
ture are often characterized by their relative mobility
(R¢) value, where:

_ Distance moved by component (12.2)

Distance moved by solvent

Unfortunately, R; values are not always constant for a
given solute/sorbent/solvent but depend on many
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factors, such as the quality of the stationary phase,
layer thickness, humidity, development distance, and
temperature.

12.3.4.1.2 Thin-Layer Chromatography

Thin-layer chromatography (TLC), first described
in 1938, has largely replaced paper chromatography
because it is faster, more sensitive, and more reproduc-
ible. The resolution in TLC is greater than in paper chro-
matographybecause the particles on the platearesmaller
and more regular than paper fibers. Experimental con-
ditions can be easily varied to achieve separation and
can be scaled up for use in column chromatography,
although thin-layer and column procedures are not
necessarily interchangeable, due to differences such as
the use of binders with TLC plates, vapor phase equilib-
ria in a TLC tank, etc. There are several distinct advan-
tages to TLC over paper chromatography and in some
instances over column chromatography: high sample
throughput, separations of complex mixtures, low cost,
analysis of several samples and standards simultane-
ously, minimal sample preparation, and possibility to
store the plate for later identification and quantification.
Advances in TLC led to the development of high-per-
formance thin-layer chromatography (HPTLC), which
simply refers to TLC performed using plates coated
with smaller, more uniform particles. This permits bet-
ter separations in shorter times.

TLC, more so HPTLC, is applied in many fields,
including environmental, clinical, forensic, pharma-
ceutical, food, flavors, and cosmetics. Within the food
industry, TLC may be used for quality control. For
example, corn and peanuts are tested for aflatoxins/
mycotoxins prior to their processing into corn meal
and peanut butter, respectively. Applications of TLC to
the analysis of a variety of compounds, including lip-
ids, carbohydrates, vitamins, amino acids, natural pig-
ments, and sugar substitutes, are discussed in
references [14, 17, 18].

1. TLC General Procedures. TLC utilizes a thin
(ca. 250 pm thick) layer of sorbent or stationary
phase bound to an inert support. The support
is often a glass plate (traditionally, 20 x20 cm),
but plastic sheets and aluminum foil also are
used. Pre-coated plates, of different layer thick-
nesses, are commercially available in a wide
variety of sorbents, including chemically modi-
fied silica. Four frequently used TLC sorbents
are silica gel, alumina, diatomaceous earth, and
cellulose. Modified silica for TLC may contain
polar or nonpolar groups, so both normal and
reversed-phase (see Sect. 12.4.2.1) thin-layer
separations may be carried out.

If adsorption TLC is to be performed, the sorbent
is first activated by drying for a specified time

and temperature. As in paper chromatography,
the sample (in carrier solvent) is applied as a spot
or streak about 1.5 cm from one end of the plate.
After evaporation of the carrier solvent, the TLC
plate is placed in a closed developing chamber,
solvent migrates up the plate (ascending devel-
opment) by capillary action, and sample compo-
nents are separated. After the TLC plate has been
removed from the chamber and solvent allowed
to evaporate, the separated bands are made visi-
ble or detected by other means. Specific chemical
reactions (derivatization), which may be carried
out either before or after chromatography, often
are used for this purpose. Two examples are reac-
tion with sulfuric acid to produce a dark charred
area (a destructive chemical method) and the
use of iodine vapor to form a colored complex (a
nondestructive method inasmuch as the colored
complex is usually not permanent). Common
physical detection methods include the mea-
surement of absorbed or emitted electromagnetic
radiation, such as measuring fluorescence when
stained with 2,7-dichlorofluorescein, and mea-
surement of p-radiation from radioactively
labeled compounds. Different reagents that can
react selectively to generate colored products also
are used [17]. Biological methods or biochemical
inhibition tests can be used to detect toxicologi-
cally active substances. An example is measuring
the inhibition of cholinesterase activity by
organophosphate pesticides.

Quantitative evaluation of thin-layer chromato-
grams may be performed [17]: (1) in situ (directly
on the layer) by using a densitometer [18], or (2)
scraping a zone off the plate, eluting compound
from the sorbent, and then analyzing the resultant
solution (e.g., by liquid scintillation counting).

2. Factors Affecting Thin-Layer Separations. In
both planar and column liquid chromatogra-
phy, the nature of the compounds to be sepa-
rated determines what type of stationary phase
is used. Separation can occur by adsorption,
partition, ion-exchange, size-exclusion, or mul-
tiple mechanisms (Sect. 12.4). Table 12.2 lists the
separation mechanisms involved in some typi-
cal applications on common TLC sorbents.

Solvents for TLC separations are selected for spe-
cific chemical characteristics and solvent strength (a
measure of interaction between solvent and sorbent;
see Sect. 12.4.1). In simple adsorption TLC, the higher
the solvent strength, the greater the R¢ value of the sol-
ute. An R; value of 0.3-0.7 is typical. Mobile phases
have been developed for the separation of various
compound classes on the different sorbents (see Table
7.1 in reference [19]).
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In addition to the sorbent and solvent, several other
factors must be considered when performing planar
chromatography. These include the type of developing
chamber used, vapor phase conditions (saturated vs.
unsaturated), development mode (ascending, descend-
ing, horizontal, radial, etc.), and development distance.
For additional reading refer to references [14-18].

12.3.4.2 Column Liquid Chromatography

Column liquid chromatography generally has
enhanced resolution of solutes in a mixture and
enables precise analysis compared to planar chroma-
tography. Fractionation of solutes occurs as a result of
differential migration through a closed tube of station-

table

ary phase, and analytes can be monitored while the
separation is in progress. In column liquid chromatog-
raphy, the mobile phase is liquid, and the stationary
phase can be either solid or liquid supported by an
inert solid. A system for low-pressure (i.e., performed
at or near atmospheric pressure) column liquid chro-
matography is illustrated in Fig. 12.2.

Having selected a stationary and mobile phase
suitable for the separation problem at hand, the analyst
must first prepare the stationary phase (resin, gel, or
packing material) for use according to the supplier’s
instructions (e.g., the stationary phase often must be
hydrated or preswelled in the mobile phase). The
prepared stationary phase then is packed into a column

Thin-layer chromatography sorbents and mode of separation

Sorbent Chromatographic mechanism  Typical application

Silica gel Adsorption Steroids, amino acids, alcohols, hydrocarbons, lipids, aflatoxins, bile
acids, vitamins, alkaloids

Silica gel RP Reversed phase Fatty acids, vitamins, steroids, hormones, carotenoids

Cellulose, kieselguhr  Partition Carbohydrates, sugars, alcohols, amino acids, carboxylic acids, fatty
acids

Aluminum oxide Adsorption Amines, alcohols, steroids, lipids, aflatoxins, bile acids, vitamins,
alkaloids

PEI cellulose®
Magnesium silicate

lon exchange
Adsorption

Nucleic acids, nucleotides, nucleosides, purines, pyrimidines
Steroids, pesticides, lipids, alkaloids

Reprinted from Touchstone [19] by permission of Wiley, New York

“PEI cellulose refers to cellulose derivatized with polyethyleneimine (PEI)

Peristaltic
pump

Magnetic stirrer

valve
UV detector

Column

Mixing pump

IUEE

Fraction collector

Spectro-

photometer

|
- enzyme activity

dual-pen recorder

A system for low-pressure column liquid chromatography. In this diagram, the column effluent is being split
between two detectors in order to monitor both enzyme activity (af right) and UV absorption (at left). The two
tracings can be recorded simultaneously by using a dual-pen recorder (Adapted from Scopes [28], with permission)
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(usually glass), the length and diameter of which are
determined by the amount of sample to be loaded, the
separation mode to be used, and the degree of resolu-
tion required. Longer and narrower columns usually
enhance resolution and separation (Sect. 12.5.1).
Adsorption columns may be either dry or wet packed;
other types of columns are wet packed. The most com-
mon technique for wet packing involves making a
slurry of the adsorbent with the solvent and pouring it
into the column to the desired bed height. Pouring uni-
form columns is an art that is mastered with practice. If
the packing solvent is different from the initial eluting
solvent, the column must be thoroughly washed (equil-
ibrated with 2-3 column volumes) with the starting
mobile phase.

The sample to be fractionated is dissolved in a
minimum volume of the starting mobile phase,
injected through a sample injection port, and carried
by the mobile phase onto the column. Low-pressure
chromatography utilizes only gravity flow or a high-
precision peristaltic pump to maintain a constant flow
of mobile phase (eluent or eluting solvent) through
the column. If eluent is fed to the column by a peristal-
tic pump (see Fig. 12.2), then the flow rate is deter-
mined by the pump speed. Depending on the
dimensions of the column, the flow rate is adjusted not
to exceed the max pressure sustained by the pump.

The process of passing the mobile phase through
the column is called elution, and the portion that
emerges from the outlet end of the column is called the
eluate (or effluent). Elution may be isocratic (constant
mobile phase composition) or a gradient (changing
the mobile phase, e.g., increasing solvent strength or
pH). Gradient elution enhances resolution and
decreases analysis time (see also Sect. 12.5.1). As elu-
tion proceeds, components of the sample are selec-
tively retarded by the stationary phase based on the
strength of interaction with the stationary phase and
thus are eluted at different times.

The column eluate may be directed through a
detector and then into tubes, changed at intervals by a
fraction collector. The detector response, in the form of
an electrical signal, may be recorded (the chromato-
gram) using a computerized software. Signals are then
integrated for either qualitative or quantitative analy-
sis (Sects. 12.5.2 and 12.5.3). The fraction collector may
be set to collect eluate at specified time intervals or
after a certain volume or number of drops have been
collected. Components of the sample that have been
chromatographically separated and collected can be
further analyzed as needed.

12.3.5 Supercritical Fluid Chromatography

Supercritical fluid chromatography is performed
above the critical pressure (P.) and critical tempera-
ture (T,) of the mobile phase. A supercritical fluid (or

compressed gas) is neither a liquid nor a typical gas.
The combination of P. and T. is known as the critical
point. A supercritical fluid can be formed from a con-
ventional gas by increasing the pressure or from a con-
ventional liquid by raising the temperature. Carbon
dioxide frequently is used as a mobile phase for SFC;
however, it is not a good solvent for polar and high-
molecular-weight compounds. A small amount of a
polar, organic solvent such as methanol can be added
to a nonpolar supercritical fluid to enhance solute sol-
ubility, improve peak shape, and alter selectivity.
Other supercritical fluids that have been used in food
applications include nitrous oxide, trifluoromethane,
sulfur hexafluoride, pentane, and ammonia.

Supercritical fluids confer chromatographic prop-
erties intermediate to LC and GC. The high diffusiv-
ity and low viscosity of supercritical fluids mean
decreased analysis times and improved resolution
compared to LC. An additional benefit of short analy-
sis time is the reduced solvent consumption. SFC
offers a wide range of selectivity (Sect. 12.5.2) adjust-
ment, by changes in pressure and temperature as well
as changes in mobile phase composition and the sta-
tionary phase. Compared to HPLC (Chap. 13), SFC is
better for separating compounds with a broader range
of polarities. In addition, SFC makes possible the sepa-
ration of nonvolatile, thermally labile compounds,
which cannot be analyzed by GC without derivatiza-
tion. In fact, SFC today is mainly used for the analysis
of nonvolatiles.

Either packed or capillary columns can be used in
SFC. Packed column materials are similar to those used
for HPLC. Small particle, porous, high surface area,
hydrated silica, either bare or bonded silica, is com-
monly used as the column packing material
(Sect. 12.4.2.3 and Chap. 13). Capillary columns are
generally coated with a polysiloxane (-5i-O-Si) film
containing different functional groups, which is then
cross-linked to form a polymeric stationary phase that
cannotbe washed off by the mobile phase. Polysiloxanes
containing different functional groups, such as methyl,
phenyl, pyridine, or cyano, may be used to vary the
polarity of this stationary phase.

The development of SFC benefited from advance-
ment in the instrumentation for HPLC and GC. One
major difference in instrumentation is the presence of a
back pressure regulator to control the outlet pressure of
the system. Without this device, the fluid would expand
to a low-pressure, low-density gas. Detectors used in
GC and HPLC also can be used with SFC, including
coupling with mass spectrometry (MS) (Chap. 11).

SFC has been used for the analysis of a wide range
of compounds. Fats, oils, and other lipids are com-
pounds to which SFC is increasingly applied. For
example, the noncaloric fat substitute, Olestra®, was
characterized by SFC-MS. Other researchers have used
SFC to detect pesticide residues, study thermally labile
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compounds from members of the Allium genus, frac-
tionate citrus essential oils, and characterize com-
pounds extracted from microwave packaging [20].
Bernal et al. [11] highlighted the use of packed column
and capillary SFC for the analysis of food and natural
products, namely, lipids and their derivatives, carot-
enoids, fat-soluble vitamins, polyphenols, carbohy-
drates, and food adulterants such as Sudan dyes.

124 PHYSICOCHEMICAL PRINCIPLES
OF CHROMATOGRAPHIC
SEPARATION

Several physicochemical principles (illustrated in
Fig. 12.3) are involved in chromatography mecha-
nisms employed to separate or fractionate various
compounds of interest, regardless of the specific tech-
niques applied (discussed in Sect. 12.3). The mecha-
nisms described below apply mainly to liquid
chromatography; GC mechanisms will be detailed in
Chap. 14. Although it is more convenient to describe
each of these phenomena separately, it must be empha-
sized that more than one mechanism may be involved
in a given fractionation. For example, many cases of
partition chromatography also involve adsorption.
Table 12.3 summarizes the different separation modes
and associated stationary phases, mobile phases, and
types of interactions.

12.4.1 Adsorption (Liquid-Solid)
Chromatography

Adsorption chromatography is the oldest form of
chromatography and originated with Tsvet in 1903 in
the experiments that spawned modern chromatogra-
phy. In this chromatographic mode, the stationary
phase is a finely divided solid to maximize the surface
area. The stationary phase (adsorbent) is chosen to
permit differential interaction with the components of
the sample to be resolved. The intermolecular forces
thought to be primarily responsible for chromato-
graphic adsorption include the following:

Van der Waals forces
Electrostatic forces
Hydrogen bonds
Hydrophobic interactions

Sites available for interaction with any given sub-
stance are heterogeneous. Binding sites with greater
affinities, the most active sites, tend to be populated
first, so that additional solutes are less firmly bound.
The net result is that adsorption is a concentration-
dependent process, and the adsorption coefficient is
not a constant (in contrast to the partition coefficient).
Sample loads exceeding the adsorptive capacity of the

stationary phase will result in relatively poor separa-
tion (Sect. 12.5.1).

Classic adsorption chromatography utilizes
mostly silica (slightly acidic), alumina (slightly basic),
or charcoal (nonpolar). Both silica and alumina are
polar adsorbents, possessing surface hydroxyl groups,
and Lewis acid-type interactions determine their
adsorption characteristics. The elution order of com-
pounds from these adsorptive stationary phases can
often be predicted on the basis of their relative polari-
ties (Table 12.4). Compounds with the most polar
functional groups are retained most strongly on polar
adsorbents and, therefore, are eluted last. Nonpolar
solutes are eluted first.

One model proposed to explain the mechanism of
liquid-solid chromatography is that solute and sol-
vent molecules are competing for active sites on the
adsorbent. Thus, as relative adsorption of the mobile
phase increases, adsorption of the solute must
decrease. Solvents can be rated in order of their
strength of adsorption on a particular adsorbent, such
as silica. Such a solvent strength (or solvent polarity in
this case) scale is called an eluotropic series. An eluo-
tropic series for alumina is listed in Table 12.5. Silica
has a similar rank ordering. Once an adsorbent has
been chosen, solvents can be selected from the eluo-
tropic series for that adsorbent. Mobile phase strength
(polarity in this case) can be increased (often by admix-
ture of more polar solvents) until elution of the
compoundy(s) of interest has been achieved.

Adsorption chromatography can be used to sepa-
rate aromatic or aliphatic nonpolar compounds, based
primarily on the type and number of functional groups
present. The labile, fat-soluble chlorophyll and carot-
enoid pigments from plants have been studied exten-
sively by adsorption column chromatography.
Adsorption chromatography also has been used for
the analysis of fat-solu is also another ble vitamins.
Frequently, it is used as a batch procedure for the
removal of impurities from samples prior to other
analyses. For example, disposable solid-phase extrac-
tion cartridges (see Chap. 14) containing silica have
been used for analyses of lipids in soybean oil, carot-
enoids in citrus fruit, and vitamin E in grain.
Adsorption chromatography is also applied in special-
ized forms for the analysis of a wide range of com-
pounds. Several of the chromatographic separation
techniques described in the following sections are
forms of specialized adsorption chromatography.

12.4.2 Partition (Liquid-Liquid)
Chromatography

12.4.2.1 Introduction

In 1941, Martin and Synge undertook an investigation
of the amino acid composition of wool, using a coun-
tercurrent extractor (Sect. 12.2.3) consisting of 40 tubes
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12.3
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All other

q v molecules simply
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Affinity chromatography

Physicochemical principles of chromatography (From Harris [2] Quantitative Chemical Analysis 9e, by Daniel C.
Harris, copyright 2016 by W.H. Freeman and Company. Used with permission of publisher)
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with chloroform and water flowing in opposite direc-
tions. The efficiency of the extraction process was
improved enormously when a column of finely
divided inert support material was used to hold one
liquid phase (stationary phase) immobile, while the
second liquid, an immiscible solvent (mobile phase),
flowed over it, thus providing intimate contact
between the two phases. Solutes partitioned between
the two liquid phases according to their partition coef-
ficients, hence the name partition chromatography.

In partition chromatography, depending on the
characteristics of the compounds to be separated, the
nature of the two liquid phases can be varied, usually
by combination of solvents or pH adjustment of buf-
fers. Often, the more polar of the two liquids is held
stationary on the inert support, and the less polar sol-
vent is used to elute the sample components (normal-
phase chromatography). Reversal of this arrangement,
using a nonpolar stationary phase and a polar mobile
phase, has come to be known as reversed-phase chro-
matography (see Sect. 12.4.2.3).

Polar hydrophilic substances, such as amino
acids, carbohydrates, and water-soluble plant pig-
ments, are often separable by normal-phase partition
chromatography. Lipophilic compounds, such as lip-
ids, fat-soluble pigments, and polyphenols, may be
resolved better with reversed-phase systems. Liquid-
liquid partition chromatography has been invaluable
to carbohydrate chemistry. Column liquid chromatog-
raphy on finely divided cellulose has been used exten-
sively in preparative chromatography of sugars and
their derivatives.

12.4.2.2 Coated Supports

In its simplest form, the stationary phase for partition
chromatography consists of a liquid coating on a solid
matrix. The solid support should be as inert as possi-
ble and have a large surface area in order to maximize
the amount of liquid held. Some examples of solid
supports that have been used are silica, starch, cellu-
lose powder, and glass beads. All are capable of hold-
ing a thin film of water, which serves as the stationary
phase. It is important to note that materials prepared
for adsorption chromatography must be activated by
drying them to remove surface water. Conversely,
some of these materials, such as silica gel, may be used
for partition chromatography if they are deactivated
by impregnation with water or the desired stationary
phase. One disadvantage of liquid-liquid chromato-
graphic systems is that the liquid stationary phase is
often stripped off. This problem can be overcome by
chemically bonding the stationary phase to the sup-
port material.

12.4.2.3 Bonded Supports
The liquid stationary phase may be covalently attached
to a support by a chemical reaction. These bonded

phases have become very popular for HPLC use, and a
wide variety of both polar and nonpolar stationary
phases is now available. It is important to note that
mechanisms other than partition may be involved in
the separation using bonded supports. Reversed-phase
HPLC (see Chap. 13), with a nonpolar bonded station-
ary phase (e.g., silica bonded with C8 or C18 groups)
and a polar solvent (e.g., water-acetonitrile), is widely
used. Bonded-phase HPLC columns have greatly facili-
tated the analysis of vitamins in foods and feeds, as dis-
cussed in Chap. 3 of reference [21]. Additionally,
bonded-phase HPLC is widely used for the separation
and identification of polyphenols such as phenolic acids
(e.g., p-coumaric, caffeic, ferulic, and sinapic acids) and
flavonoids (e.g., flavonols, flavones, isoflavones, antho-
cyanidins, catechins, and proanthocyanidins).

12.4.3 Hydrophobic Interaction
Chromatography

Hydrophobic interaction chromatography (HIC) has
gained popularity over recent years for the purifica-
tion of compounds on a preparative and semi-
analytical scale. In HIC biomolecules adsorb to a weak
hydrophobic surface at high salt concentration. Elution
of adsorbed molecules is achieved by decreasing the
salt concentration of the mobile phase over time. This
technique takes advantage of hydrophobic moieties on
the surface of a compound. Accordingly, HIC is very
commonly used for the purification of food proteins,
enzymes, and antibodies while offering high resolu-
tion. The high salt concentration allows biomolecules
with high surface charge to adsorb to the hydrophobic
ligands by shielding the charges. Salt precipitation of
proteins, in particular, onto the column does not cause
denaturation, since the interaction with the hydropho-
bic ligands is weak.

The stationary phase in HIC consists of hydro-
philic support bonded to hydrophobic ligands. Several
polymeric materials can be used as support, including
cellulose, agarose, chitosan, polymethacrylate, or sil-
ica. The support must be hydrophilic so as not to con-
tribute additional hydrophobicity and hence strong
interactions that may cause denaturation of the pro-
tein. Often the polymer used has a high degree of
cross-linking to provide rigidity and high surface area.
Most commonly used ligands, chemically bonded to
the support polymer, are linear chain alkanes. The size
of the alkyl chains used depends on the surface
hydrophobicity of the biomolecules to be separated,
with the length of the chain being higher for more
hydrophobic biomolecules. Sometimes phenyl and
other aromatic groups are also used. Often times
though, ligands with intermediate hydrophobicity are
used to avoid strong interactions. Butyl-Sepharose®
and phenyl-Sepharose® are among the most com-
monly used stationary phases.



Chapter 12 e Basic Principles of Chromatography

197

fable Compounds class polarity scale

Fluorocarbons

Saturated hydrocarbons
Olefins

Aromatics

Halogenated compounds
Ethers

Nitro compounds

Esters ~ ketones ~ aldehydes
Alcohols ~ amines

Amides

Carboxylic acids

From Johnson and Stevenson [5], used with permission
Listed in order of increasing polarity

fable Eluotropic series for alumina

Solvent

1-Pentane
Isooctane
Cyclohexane
Carbon tetrachloride
Xylene

Toluene

Benzene

Ethyl ether
Chloroform
Methylene chloride
Tetrahydrofuran
Acetone

Ethyl acetate
Aniline
Acetonitrile
2-Propanol

Ethanol

Methanol

Acetic acid

From Johnson and Stevenson [5], used with permission
Listed in order of increasing polarity

Different salts are used in HIC depending on their
effects on protein precipitation. The most commonly
used salt is ammonium sulfate. Concentration of the
salt is also a determining factor for the precipitation
of the protein on the column. Often 1 M ammonium
sulfate is used for initial screening. It is important to
prepare the sample in the same salt solution/buffer as
the mobile phase. This, however, necessitates care in
loading the sample to avoid precipitation of the protein

prior to reaching the column. A wash step generally
precedes loading the sample to allow for washing out
impurities. Depending on the sample characteristics,
elution can be performed gradually by decreasing salt
concentration over time, which may allow for isola-
tion of different proteins in the sample in less time.
Changing of salt concentration over time requires
optimization for best resolution and shortest analysis
time. Switching directly to water after the salt wash
also may be performed to elute all bound protein with
minimal separation. This is dependent on the level of
fractionation and purification required. If a compound
resists elution even after reducing salt concentration to
zero, other HIC ligands should be tried. Cleaning and
regeneration of the column are required after several
runs. Often 0.1-1 M NaOH is used to prevent fouling
of the column, and sometimes detergents and alcohol
washes are used.

The pH of the mobile phase also can influence
retention on the column and elution. However, often-
times buffers with pH 7 are used. Additives, such as
water-miscible alcohols and detergents, are sometimes
used to help elute the protein faster. The hydrophobic
parts of these additives will compete with the protein
for binding to the ligand, causing desorption of the
protein. Finally, temperature may play a role in
HIC. As temperature increases, hydrophobic interac-
tion increases allowing for better retention on the col-
umn; lowering the temperature aids in elution. Control
of temperature during a run may enhance resolution
and reduce analysis time (see also Sect. 2.5.1). For fur-
ther details on HIC and applications, readers are
directed to reference [22].

12.4.4 lon-Exchange Chromatography

Separation by ion exchange can be categorized into
three types: (1) ionic from nonionic, (2) cationic from
anionic, and (3) mixtures of similarly charged species.
In the first two cases, one substance binds to the ion-
exchange medium, whereas the other substance does
not. Batch extraction methods can be used for these
two separations; however, chromatography is needed
for the third category.

Ion-exchange chromatography is viewed as a
specialized type of adsorption chromatography in
which interactions between solute and stationary
phase are primarily electrostatic in nature. The sta-
tionary phase (ion exchanger) contains fixed func-
tional groups that are either negatively or positively
charged (Fig. 12.4a). Exchangeable counterions pre-
serve charge neutrality. A sample ion (or charged
sites on large molecules) can exchange with the coun-
terion for the interaction with the charged functional
group. lonic equilibrium is established as depicted in
Fig. 12.4b. The functional group of the stationary
phase determines whether cations or anions are
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The basis of ion-exchange chromatography.
(a) Schematic diagram of the ion-exchange
process; (b) ionic equilibria for cation- and
anion-exchange processes (From Johnson and
Stevenson [5], used with permission)

exchanged. Cation exchangers possess covalently
bound negatively charged functional groups, whereas
anion exchangers possess bound positively charged
groups. The chemical nature of these acidic or basic
residues determines how stationary phase ionization
is affected by the mobile phase pH.

The strongly acidic sulfonic acid moieties (RSO3-)
of “strong” cation exchangers are completely ionized at
all pH values above 2. Strongly basic quaternary amine
groups (RNR’3+) on “strong” anion exchangers are
ionized at all pH values below 10. Since maximum neg-
ative or positive charge is maintained over a broad pH
range, the exchange or binding capacity of these sta-
tionary phases is essentially constant, regardless of
mobile phase pH. “Weak” cation exchangers contain
weakly acidic carboxylic acid functional groups
(RCO2-); consequently, their exchange capacity varies
considerably between ca. pH 4 and 10. Weakly basic
anion exchangers possess primary, secondary, or ter-
tiary amine residues (R-NHR'2+) that are deproton-
ated in moderately basic solution, thereby losing their
positive charge and the ability to bind anions. Thus,
one way of eluting solutes bound to weak ion-exchange
medium is to change the mobile phase pH. Changing
of the pH in the case of weak ion exchangers allows for
enhanced separation and better selectivity compared
to strong ion exchangers when separating compounds
with very similar charge densities. While strong ion
exchangers are generally used for initial screening and
optimization of the separation, oftentimes, weak ion

exchangers are used to separate compounds that have
similar adsorption coefficient, making use of a pH gra-
dient. Changing the pH, however, may present a chal-
lenge when separating proteins. One must avoid the
isoelectric point of the proteins during chromato-
graphic separation; otherwise they will fall out of solu-
tion. A second way to elute bound solutes from either
strong or weak ion exchangers is to increase the ionic
strength (e.g., use NaCl) of the mobile phase, to weaken
the electrostatic interactions.

Chromatographic separations by ion exchange are
based upon differences in affinity of the exchangers for
the ions (or charged species) to be separated. The fac-
tors that govern selectivity of an exchanger for a par-
ticular ion include: (1) ionic valence, radius, and
concentration, (2) nature of the exchanger (including
its displaceable counterion), and (3) composition and
pH of the mobile phase. To be useful as an ion
exchanger, a material must be both ionic in nature and
highly permeable. Synthetic ion exchangers are thus
cross-linked polyelectrolytes, and they may be inor-
ganic (e.g., aluminosilicates) or, more commonly,
organic compounds. Two commonly used types of
organic compound-based synthetic ion exchangers are
polystyrene and polysaccharide.

Polystyrene, made by cross-linking styrene with
divinylbenzene (DVB), may be modified to produce
either anion- or cation-exchange resins (Fig. 12.5).
Polymeric resins such as these are commercially avail-
able in a wide range of particle sizes and with dif-
ferent degrees of cross-linking (expressed as weight
percent of DVB in the mixture). The extent of cross-
linking controls the rigidity and porosity of the resin,
which, in turn, determines its optimal use. Lightly
cross-linked resins permit rapid equilibration of sol-
ute, but particles swell in water, thereby decreasing
charge density and selectivity (relative affinity) of
the resin for different ions. More highly cross-linked
resins exhibit less swelling, higher exchange capac-
ity, and selectivity, but longer equilibration times.
The small pore size, high charge density, and inher-
ent hydrophobicity of the older ion-exchange resins
have limited their use to small molecules [molecular
weight (MW) <500].

Ion exchangers based on polysaccharides, such as
cellulose, dextran, or agarose, have proven very useful
for the separation and purification of large molecules,
such as proteins and nucleic acids. These materials,
called gels, are much softer than polystyrene resins,
thus may be derivatized with strong or with weak
acidic or basic groups via OH moieties on the polysac-
charide backbone (Fig. 12.6). They have much larger
pore sizes and lower charge densities than the older
synthetic resins.

Food-related applications of ion-exchange chro-
matography include the separation of amino acids,
sugars, alkaloids, and proteins. Fractionation of amino
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Chemical structure of polystyrene-based
ion-exchange resins

12.5

acids in protein hydrolysates was initially carried out
by ion-exchange chromatography; automation of this
process led to the development of commercially pro-
duced amino acid analyzers (see Chap. 24). Many
drugs, fatty acids, and organic acids, being ionizable
compounds, may be chromatographed in the ion-
exchange mode. For additional details on the princi-
ples and applications of ion chromatography, please
refer to reference [23].
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Chemical structure of one polysaccharide-
based ion-exchange resin. (a) Matrix of
cross-linked dextran (“Sephadex,” Pharmacia
Biotech Inc, Piscataway NJ); (b) functional
groups that may be used to impart ion-
exchange properties to the matrix

12.6

12.4.5 Affinity Chromatography

Affinity chromatography is also another special-
ized form of adsorption chromatography, with the
separation being based on very specific, reversible
interaction between a solute molecule and a ligand
immobilized on the chromatographic stationary phase
(types of interactions are listed in Sect. 12.4.1). Affinity
chromatography involves immobilized biological
ligands as the stationary phase. These ligands can be
antibodies, enzyme inhibitors, lectins, or other mol-
ecules that selectively and reversibly bind to comple-
mentary analyte molecules in the sample. Although
both ligands and the species to be isolated are usually
biological macromolecules, the term affinity chro-
matography also encompasses other systems, such
as separation of small molecules containing cis-diol
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groups via phenylboronic acid moieties on the sta-
tionary phase.

The principles of affinity chromatography are
illustrated in Fig. 12.7. A ligand, chosen based on its
specificity /selectivity and strength of interaction with
the analyte, is immobilized on a suitable support mate-
rial. As the sample is passed through the column, ana-
lytes that are complementary to the bound ligand are
adsorbed, while other sample components are eluted.
Bound analytes are subsequently eluted via a change
in the mobile phase composition as will be discussed
below. After reequilibration with the initial mobile
phase, the stationary phase is ready to be used again.
The ideal support for affinity chromatography should
be a porous, stable, high-surface-area material that
does not adsorb anything itself. Thus, polymers such
as agarose, cellulose, dextran, and polyacrylamide are
used, as well as controlled pore glass.

Principles of bioselective affinity chromatog-
raphy. (a) The support presents the immobi-
lized ligand to the analyte to be isolated. (b)
The analyte makes contact with the ligand
and attaches itself. (c) The analyte is recovered
by the introduction of an eluent, which
dissociates the complex holding the analyte to
the ligand. (d) The support is regenerated,
ready for the next isolation (Reprinted from
Heftmann [1], p. A311, with kind permission
from Elsevier Science-NL, Sara
Burgerhartstraat 25, 1055 KV Amsterdam, The
Netherlands)

Affinity ligands are usually attached to the sup-
port or matrix by covalent bond formation, and
optimum reaction conditions often must be found
empirically. Immobilization generally consists of two
steps: activation and coupling. During the activation
step, a reagent reacts with functional groups on the
support, such as hydroxyl moieties, to produce an acti-
vated matrix. After removal of excess reagent, the
ligand is coupled to the activated matrix. (Preactivated
supports are commercially available, and their avail-
ability has greatly increased the use of affinity chroma-
tography.) The coupling reaction most often involves
free amino groups on the ligand, although other func-
tional groups can be used. When small molecules such
as phenylboronic acid are immobilized, a spacer arm
(containing at least four to six methylene groups) is
used to hold the ligand away from the support sur-
face, enabling it to reach into the binding site of the
analyte.

Ligands for affinity chromatography may be
either specific or general (i.e., group specific). Specific
ligands, such as antibodies, bind only one particular
solute. General ligands, such as nucleotide analogs
and lectins, bind to certain classes of solutes. For
example, the lectin concanavalin A binds to all
molecules that contain terminal glucosyl and manno-
syl residues. Bound solutes then can be separated as a
group or individually, depending upon the elution
technique used. Some of the more common general
ligands are listed in Table 12.6. Although less selective,
general ligands provide greater convenience.

Elution methods for affinity chromatography may
be divided into nonspecific and (bio)specific meth-
ods. Nonspecific elution involves disrupting ligand
analyte binding by changing the mobile phase pH,
ionic strength, dielectric constant, or temperature. If
additional selectivity in elution is desired, for exam-
ple, in the case of immobilized general ligands, a bio-
specific elution technique is used. Free ligand, either
identical to or different from the matrix-bound ligand,
is added to the mobile phase. This free ligand com-
petes for binding sites on the analyte. For example,
glycoproteins bound to a concanavalin A (lectin) col-
umn can be eluted by using buffer containing an
excess of lectin. In general, the eluent ligand should
display greater affinity for the analyte of interest than
the immobilized ligand.

In addition to protein purification, affinity chro-
matography may be used to separate supramolecular
structures such as cells, organelles, and viruses;
concentrate dilute protein solutions; investigate bind-
ing mechanisms; and determine equilibrium con-
stants. Affinity chromatography has been useful
especially in the separation and purification of
enzymes and glycoproteins. In the case of the latter,
carbohydrate-derivatized adsorbents are used to iso-
late specific lectins, such as concanavalin A, and lentil
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General affinity ligands and their
fable specificities

Ligand

Cibacron Blue F3G-A
dye, derivatives of
AMP, NADH, and
NADPH

Concanavalin A, lentil  Polysaccharides, glycoproteins,
lectin, wheat germ glycolipids, and membrane
lectin proteins containing sugar
residues of certain
configurations

Various proteases

Specificity

Certain dehydrogenases via
binding at the nucleotide
binding site

Soybean trypsin
inhibitor, methyl
esters of various
amino acids,
D-amino acids

Phenylboronic acid Glycosylated hemoglobins,
sugars, nucleic acids, and
other cis-diol-containing
substances

Protein A Many immunoglobulin classes
and subclasses via binding to
the F. region

DNA, RNA, Nucleases, polymerases, nucleic

nucleosides, acids
nucleotides

Reprinted with permission from Walters [26]. Copyright
1985 American Chemical Society

or wheat germ lectin. The lectin then agarose may be
coupled to agarose, such as concanavalin A-agarose or
lentil lectin-agarose, to provide a stationary phase for
the purification of specific glycoproteins, glycolipids,
or polysaccharides. Other applications of affinity chro-
matography include purification and quantification of
mycotoxins [24] and pesticide residues/metabolites
[25] in food/crops. For additional details on affinity
chromatography, refer to references [26, 27].

12.4.6 Size-Exclusion Chromatography

Size-exclusion chromatography (SEC), also known as
molecular exclusion, gel permeation (GPC), and gel
filtration chromatography (GFC), is probably the easi-
est mode of chromatography to perform and to
understand. It is widely used in the biological sciences
for the resolution of macromolecules, such as proteins
and carbohydrates, and also is used for the fraction-
ation and characterization of synthetic polymers.
Unfortunately, nomenclature associated with this sep-
aration mode developed independently in the litera-
ture of the life sciences and in the field of polymer
chemistry, resulting in inconsistencies.

In the ideal SEC system, molecules are sepa-
rated solely on the basis of their size; no interaction

occurs between solutes and the stationary phase. In
the event that solute /support interactions do occur,
the separation mode is termed nonideal SEC. The
stationary phase in SEC consists of a column pack-
ing material that contains pores comparable in size
to the molecules to be fractionated. Solutes too
large to enter the pores travel with the mobile
phase in the interstitial space (between particles)
outside the pores. Thus, the largest molecules are
eluted first from an SEC column. The volume of the
mobile phase in the column, termed the column
void volume, Vo, can be measured by chromato-
graphing a very large (totally excluded) species,
such as Blue Dextran, a dye of molecular weight
(MW) two million.

As solute dimensions decrease, approaching those
of the packing pores, molecules begin to diffuse into
the packing particles and, consequently, are slowed
down. Solutes of low MW (e.g., glycyltyrosine) that
have free access to all the available pore volume are
eluted in the volume referred to as Vt, the total perme-
ation volume of the column. The Vt is equal to the col-
umn void volume, Vo, plus the volume of liquid inside
the sorbent pores (internal pore volume), Vi (Vt = Vo
+ Vi). These relationships are illustrated in Fig. 12.8.
Solutes are ideally eluted between the void volume
and the total permeation volume of the column.
Because this volume is limited, only a relatively small
number of solutes (ca. 10), of a particular size range,
can be completely resolved by SEC under ordinary
conditions.

The behavior of a molecule in a size-exclusion
column may be characterized in several different
ways. Each solute exhibits an elution volume, Ve,
as illustrated in Fig. 12.9. However, Ve depends on

'

e —

' 4 t

Vo \."'E VI

«Vvoid volume— «———internal pore volume (v) ——
total permeation volumg —

Schematic elution profile illustrating some of
the terms used in size-exclusion chromatogra-
phy (Adapted from Heftmann [1], p. A271,
with kind permission from Elsevier Science —
NL, Sara Burgerhartstraat 25, 1055 KV
Amsterdam, The Netherlands)
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column dimensions, the way in which the column
was packed, and the sorbent pore size. The avail-
able partition coefficient, Kav, is used to define
solute behavior independent of these variables:

Kav =(Ve-Vo)/(Vt-Vo) (12.3)

where:

Kav = available partition coefficient

Ve = elution volume of solute

Vo = column void volume

Vt = total permeation volume of column

The value of Kav calculated from experimental
data for a solute chromatographed on a given SEC col-
umn defines the proportion of pores that can be occu-
pied by that molecule. For a large, totally excluded
species, such as Blue Dextran or DNA, Ve = Vo and
Kav =0. For a small molecule with complete access to
the internal pore volume, such as glycyltyrosine, Ve =
Vtand Kav=1.

For each size-exclusion packing material, a plot of
Kav vs. the logarithm of the MW for a series of solutes,
similar in molecular shape and density, will give an
S-shaped curve (Fig. 12.9). In the case of proteins, Kav
is actually better related to the Stokes radius, the aver-
age radius of the protein in solution. The central, linear
portion of this curve describes the fractionation range
of the matrix, wherein maximum separation among
solutes of similar MW is achieved. This correlation
between solute elution behavior and MW (or size)
forms the basis for a widely used method for charac-
terizing large molecules such as proteins and polysac-
charides. A size-exclusion column is calibrated with a
series of solutes of known MW (or Stokes radius) to
obtain a curve similar to that shown in Fig. 12.9. The
value of Kav for the unknown is then determined, and

an estimate of MW (or size) of the unknown is made
by interpolation of the calibration curve.

Column packing materials for SEC can be divided
into two groups: semirigid, hydrophobic media and
soft, hydrophilic gels. The former are usually derived
from polystyrene and are used with organic mobile
phases (GPC or nonaqueous SEC) for the separa-
tion of polymers, such as rubbers and plastics. Soft
gels, polysaccharide-based packings, are typified
by Sephadex, a cross-linked dextran (see Fig. 12.6a).
These materials are available in a wide range of pore
sizes and are useful for the separation of water-sol-
uble substances in the MW range 1-2.5x10” Da. In
selecting an SEC column packing, both the purpose of
the experiment and size of the molecules to be sepa-
rated must be considered. If the purpose of the exper-
iment is group separation, for which molecules of
widely different molecular sizes need to be separated,
a matrix is chosen such that the larger molecules, e.g.,
proteins, are eluted in the void volume of the column,
whereas small molecules are retained in the total vol-
ume. When SEC is used for separation of macromol-
ecules of different sizes, the molecular sizes of all the
components must fall within the fractionation range
of the gel.

As discussed previously, SEC can be used,
directly, to fractionate mixtures, to purify, or, indi-
rectly, to obtain MW /size information about a dis-
solved species. In addition to MW estimations, SEC is
used to determine the MW distribution of natural and
synthetic polymers, such as dextrans and gelatin
preparations. Fractionation of biopolymer mixtures is
probably the most widespread use of SEC, since the
mild elution conditions employed rarely cause dena-
turation or degradation. Often times SEC is used as an
early chromatographic separation step in a multidi-
mensional chromatographic approach toward purifi-
cation. It is also a fast, efficient alternative to dialysis
for desalting solutions of macromolecules, such as
proteins.

12.5 ANALYSIS OF CHROMATOGRAPHIC
PEAKS

Once the chromatographic technique (Sect. 12.3) and
chromatographic mechanism (Sect. 12.4) have been
chosen, the analyst has to ensure adequate separation of
constituents of interests from a mixture, in a reasonable
amount of time. After separation is achieved and chro-
matographic peaks are obtained, qualitative as well as
quantitative analysis can be carried out. Basic principles
of separation and resolution will be discussed in the
subsequent sections. Understanding these principles
allows the analyst to optimize separation and perform
qualitative and quantitative analysis.
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12.5.1 Separation and Resolution

This section will discuss separation and resolution as
it pertains mainly to LC; separation and resolution
optimization as it pertains specifically to GC will be
discussed in Chap. 14.

12.5.1.1 Developing a Separation

There may be numerous ways to accomplish a chro-
matographic separation for a particular compound. In
many cases, the analyst will follow a standard labora-
tory procedure or published methods. In the case of
a sample that has not been previously analyzed, the
analyst begins by evaluating what is known about
the sample and defines the goals of the separation.
How many components need to be resolved? What
degree of resolution is needed? Is qualitative or quan-
titative information needed? Molecular weight (or
MW range)/size, polarity, and ionic character of the
sample will guide the choice of chromatographic sep-
aration mechanism (separation mode). Figure 12.10
shows that more than one correct choice may be pos-
sible. For example, small ionic compounds may be
separated by ion-exchange, ion-pair reversed-phase

(see Sect. 13.3.2.1), or reversed-phase LC. In this case,
the analyst’s choice may be based on convenience,
experience, and personal preference.

Having chosen a separation mode for the sample
at hand, one must select an appropriate stationary
phase, elution conditions, and a detection method.
Trial experimental conditions may be based on the
results of a literature search, the analyst’s previous
experience with similar samples, or the general recom-
mendations from chromatography experts.

To achieve separation of sample components by
all modes except SEC, one may utilize either isocratic
or gradient elution. Isocratic elution is the simplest
technique, in which solvent composition and flow
rate are held constant throughout the run. Gradient
elution involves reproducibly varying mobile phase
composition or flow rate (flow programming) during
the LC analysis. Gradient elution is used when sample
components vary a lot in inherent characteristics such
as polarity and/or charge density, so that an isocratic
mobile phase does not elute all components within
a reasonable time. The change may be continuous or
stepwise. Gradients of increasing ionic strength, or
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changing pH, are extremely valuable in ion-exchange
chromatography (see Sect. 12.4.4), whereas gradients of
increasing or decreasing polarity are valuable in nor-
mal or reversed-phase chromatography, respectively
(Sect. 12.4.2). Increasing the “strength” of the mobile
phase (Sect. 12.4.1), either gradually (continuously) or
in a stepwise fashion, shortens the analysis time.

Method development may begin with an isocratic
mobile phase, possibly of intermediate solvent
strength; however, using gradient elution for the ini-
tial separation may ensure that some level of separation
is achieved within a reasonable time period and noth-
ing is likely to remain on the column. Data from this
initial run allows one to determine if isocratic or gradi-
ent elution is needed, and to estimate optimal isocratic
mobile phase composition or gradient range.

Once an initial separation has been achieved, the
analyst can proceed to optimize resolution (separation
of closely related analytes). This generally involves
changing mobile phase variables, including the fol-
lowing: (1) nature and percentage of organic solvents
(and type of organic solvents), (2) pH, (3) ionic
strength, (4) nature and concentration of additives
(such as ion-pairing agents), (5) flow rate, and (6) tem-
perature. In the case of gradient elution, gradient
steepness (slope, i.e., rate of change) is another vari-
able to be optimized. However, the analyst must be
aware of the principles of chromatographic resolution
as will be discussed in the following section.

12.5.1.2 Chromatographic Resolution

12.5.1.2.1 Introduction

The main goal of chromatography is to segregate com-
ponents of a sample into separate bands or peaks as
they migrate through the column. A chromatographic
peak is defined by several parameters including reten-
tion time (Fig. 12.11), peak width, and peak height
(Fig. 12.12). The volume of the mobile phase required
to elute a compound from an LC column is called the
retention volume, V. The associated time is the reten-
tion time, fz. Shifts in retention time and changes in
peak width greatly influence chromatographic
resolution.

Differences in column dimensions, loading, tem-
perature, mobile phase flow rate, system dead volume,
and detector geometry may lead to discrepancies in
retention time. By subtracting the time required for the
mobile phase or a non-retained solute (¢, or t,) to
travel through the column to the detector, one obtains
an adjusted retention time, t'; (or volume), as depicted
in Fig. 12.11. The adjusted retention time (or volume)
corrects for differences in system dead volume and
signifies the time the analyte spends adsorbed on the
stationary phase.

The resolution of two peaks from each other is
related to the separation factor, a. Values for a (Fig. 12.11)
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depend on temperature, flow rate, stationary phase, and
mobile phase used. Resolution is defined as follows:
R - 2At

e (12.4)
w, + w,
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where:

R, = resolution

At = difference between retention times of peaks
land?2

w, = width of peak 2 at baseline

w; = width of peak 1 at baseline

Figure 12.12 illustrates the measurement of peak
width [part (a)] and the values necessary for calculat-
ing resolution [part (b)]. (Retention and peak or band
width must be expressed in the same units, i.e., time or
volume).

Chromatographic resolution is a function of col-
umn efficiency, selectivity, and the capacity factor.
Mathematically, this relationship is expressed as follows:

R=] N(a_lj( & j
AT o NK+1

a

(12.5)

b c

where:

a = column efficiency term
b = column selectivity term
¢ = capacity term

These terms, and factors that contribute to them,
will be discussed in the following sections.

12.5.1.2.2 Column Efficiency

If faced with the problem of improving resolution, a
chromatographer should first examine the efficiency
of the column. An efficient column keeps the solutes
from spreading widely on the column and hence gives
narrow peaks. Column efficiency can be calculated by:

SORCEE
o w wY

(12.6)

where:

N = number of theoretical plates

tr = retention time

o = standard deviation for a Gaussian peak
w = peak width at baseline (w=40)

wy, = peak width at half height

The measurement of tz, w, and w,, is illustrated in
Fig. 12.12. (Retention volume may be used instead of
t; in this case, peak width is also measured in units of
volume.) Although some peaks are not actually
Gaussian in shape, normal practice is to treat them as
if they were. In the case of peaks that are incompletely
resolved or slightly asymmetric, peak width at half
height is more accurate than peak width at baseline.

The value N calculated from the above equation is
called the number of theoretical plates. The theoretical

plate concept, borrowed from distillation theory, can
best be understood by viewing chromatography as a
series of equilibrations of solutes between mobile and
stationary phases, analogous to countercurrent distri-
bution. Thus, a column would consist of N segments
(theoretical plates) with one equilibration occurring in
each. As a first approximation, N is independent of
retention time and is therefore a useful measure of col-
umn performance. One method of monitoring column
performance over time is to chromatograph a standard
compound periodically, under constant conditions,
and to compare the values of N obtained. It is impor-
tant to note that columns often behave as if they have a
different number of plates for different solutes in a mix-
ture. Different solutes have different partition coeffi-
cient and thus have distinctive series of equilibrations
between mobile and stationary phases. Peak broaden-
ing due to column deterioration will result in a decrease
of N for a particular solute. Peak broadening is a result
of an extended time for a solute to reach equilibrium
between mobile and stationary phases (causing them
to spread over a wider area on the column).

The number of theoretical plates is generally pro-
portional to column length. The longer the column, the
higher the number of theoretical plates, and hence the
better is the resolution. Because columns are available
in various lengths, it is useful to have a measure of
column efficiency that is independent of column
length. This may be expressed as:

L

HETP = — (12.7)
N

where:

HETP = height equivalent to a theoretical plate
L = column length
N = number of theoretical plates

The so-called HETP, height equivalent to a theo-
retical plate, is sometimes more simply described as
plate height (H). If a column consisted of discrete seg-
ments, HETP would be the height of each imaginary
segment. Small plate height values (a large number of
plates) indicate good efficiency of separation (minimal
spread of solute within the column, resulting in sharp
peaks). Conversely, reduced number of plates results
in poor separation due to the extended equilibrium
time (spread of solutes on the column, resulting in
wide peaks) in a deteriorating column.

In reality, columns are not divided into discrete
segments and equilibration is not infinitely fast. The
plate theory is used to simplify the equilibration con-
cept. The movement of solutes through a chromatog-
raphy column takes into account the finite rate at
which a solute can equilibrate itself between station-
ary and mobile phases. Thus, peak shape depends on
the rate of elution and is affected by solute diffusion.
Any mechanism that causes a peak of solute to broaden
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will increase HETP and decrease column efficiency.
The various factors that contribute to plate height are
expressed by the Van Deemter equation:

HETP = A+ 2+ Cu (12.8)
u

where:

HETP = height equivalent to a theoretical plate
A, B, C = constants
u = mobile phase rate

The constants A, B, and C are characteristic for a
given column, mobile phase, and temperature. The A
term represents the eddy diffusion or multiple flow-
paths. Eddy diffusion refers to the different micro-
scopic flowstreams that the mobile phase can take
between particles in the column (analogous to eddy
streams around rocks in a brook). Sample molecules
can thus take different paths as well, depending on
which flowstreams they follow. As a result, solute
molecules spread from an initially narrow band to
a broader area within the column. The larger is the
particle size of the packing material, the more paths
a solute might take. Eddy diffusion may be mini-
mized by good column packing techniques and the
use of small diameter particles of narrow particle size
distribution.

The B term of the Van Deemter equation, some-
times called the longitudinal diffusion term, exists
because all solutes diffuse from an area of high con-
centration (the center of a chromatographic peak) to
one of low concentration (the leading or trailing edge
of a chromatographic peak). In LC, the contribution of
this term to HETP is small except at low flow rate of
the mobile phase. With slow flow rates there will be
more time for a solute to spend on the column; thus, its
diffusion will be greater.

The C (mass transfer) term arises from the finite
time required for solute to equilibrate between the
mobile and stationary phases. Mass transfer is prac-
tically the partitioning of the solute into the station-
ary phase, which does not occur instantaneously
and depends on the solute’s partition and diffusion
coefficients. If the stationary phase consists of porous
particles (see Chap. 13, Sect. 13.2.3.2, Fig. 13.3), a
sample molecule entering a pore ceases to be trans-
ported by the solvent flow and moves by diffusion
only. Subsequently, this solute molecule may dif-
fuse back to the mobile phase flow or it may inter-
act with the stationary phase. In either case, solute
molecules inside the pores are slowed down rela-
tive to those outside the pores, and peak broaden-
ing occurs. Contributions to HETP from the C term
can be minimized by using porous particles of small
diameter or pellicular packing materials (Chap. 13,
Sect. 13.2.3.2.2). Also, using a narrower column with
a smaller inner diameter reduces the C value, given

HETP = A+%+ Cu

MOLECULAR
DIFFUSION

HETP
\

| :l- A EDDY DIFFUSION

optimum u/ u

2 EC]  Van Deemter plot of column efficiency (HETP)

fi vs. mobile phase rate (). Optimum u is noted
(Courtesy of Hewlett-Packard Co., Analytical

Customer Training, Atlanta, GA)

that equilibrium time will be reduced since there is
less packing material.

As expressed by the Van Deemter equation, mobile
phase flow rate, 1, contributes to plate height in oppos-
ing ways — increasing the flow rate increases the equili-
bration point (Cu), but decreases longitudinal diffusion
of the solute particles (B/u). A Van Deemter plot
(Fig. 12.13) may be used to determine the mobile phase
flow rate at which plate height is minimized and col-
umn efficiency is maximized. Flow rates above the
optimum may be used to decrease analysis time if ade-
quate resolution is still obtained. However, at very high
flow rates, there will be less time to approach equilib-
rium, which will lead to a shorter retention time and
co-elution of closely related solutes.

In addition to flow rate, temperature can affect the
longitudinal diffusion and the mass transfer. Increasing
the temperature causes enhanced movement of the
solute between the mobile phase and the stationary
phase and within the column, thus leading to faster
elution and narrower peaks.

12.5.1.2.3 Column Selectivity

Chromatographic resolution depends on column
selectivity as well as efficiency. Column selectivity
refers to the distance, or relative separation, between
two peaks and is given by:

(12.9)
where:

a = separation factor
tri and fg, = retention times of componentsland
2, respectively
t, (or t,,) = retention time of unretained compo-
nents (solvent front)
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t'ri and t', = adjusted retention times of compo-
nents 1 and 2, respectively
K, and K, = distribution coefficients of compo-
nents | and 2, respectively

Retention times (or volumes) are measured as
shown in Fig. 12.11. The time, to, can be measured by
chromatographing a solute that is not retained under
the separation conditions (i.e., travels with the solvent
front). When this parameter is expressed in units of
volume, V, or V., it is known as the dead volume of
the system. Selectivity is a function of the stationary
and/or mobile phase. For example, selectivity in ion-
exchange chromatography is influenced by the nature
and number of ionic groups on the matrix but also can
be affected by pH and ionic strength of the mobile
phase. Changing the pH or the ionic strength of the
mobile phase will impact the extent of interaction of
the solutes with the column. Selectivity can be either
static as in isocratic elution (the choice of the mobile
phase from the beginning impact selectivity) or
dynamic as in gradient elution (selectivity changing
over time). Good selectivity is probably more impor-
tant to a given separation than high efficiency
(Fig. 12.14), since resolution is directly related to selec-
tivity but is quadratically related to efficiency; thus, a
fourfold increase in N is needed to double Rs (Eq. 12.5).

12.5.1.2.4 Column Capacity Factor

The capacity or retention factor, k’, is a measure of the
amount of time a chromatographed species (solute)
spends in/on the stationary phase relative to the mobile
phase. The relationship between capacity factors and

N\

Chromatographic resolution: efficiency vs.
5 srap y
fig selectivity. (a) Poor resolution; (b) good
resolution due to high column efficiency; (c)
good resolution due to column selectivity

(From Johnson and Stevenson [5], used with
permission)

chromatographic retention (which may be expressed in
units of either volume or time) is shown below:

KV, VeV, -t
% %

m m o

k!

) (12.10)
where:

k' = capacity factor

K = distribution coefficient of the solute

V, = volume of stationary phase in column

Vm = volume of mobile phase

Vi = retention volume of solute

tr = retention time of solute

t, = retention time of unretained components
(solvent front)

Small values of k' indicate little retention, and
components will be eluted close to the solvent front,
resulting in poor separations. Overuse or misuse of the
column may lead to the loss of some functional groups,
thus resulting in small k' values. Large values of k'
result in improved separation but also can lead to
broad peaks and long analysis times. On a practical
basis, k' values within the range of 1-15 are generally
used. (In the equation for R,, k' is actually the average
of k;" and k,’ for the two components separated.)

12.5.2 Qualitative Analysis

Once separation and resolution have been optimized,
identification of the detected compounds can be
achieved. (Various detection methods are outlined in
Chaps. 13 and 14). Comparing Vy or t to that of stan-
dards chromatographed under identical conditions
often enables one to identify an unknown compound.
When it is necessary to compare chromatograms
obtained from two different systems or slightly differ-
ent columns, it is better to compare adjusted retention
time, t'r (see Sect. 12.5.1.2). Oftentimes comparison
across different systems and columns is not possible.
Different compounds may have identical retention
times using the same system. In other words, even if
the retention time of an unknown and a standard are
equivalent, the two compounds might not be identical.
Therefore, other techniques are needed to confirm
peak identity. For example:

1. Spike the unknown sample with a known com-
pound and compare chromatograms of the
original and spiked samples to see which peak
has increased. Only the height of the peak of
interest should increase, with no change in
retention time, peak width, or shape.

2. A diode array detector can provide absorption
spectra of designated peaks (see Sects. 13.2.6
and 13.2.4.1). Although identical spectra do not
prove identity, a spectral difference confirms
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that sample and standard peaks are different
compounds.

3. In the absence of spectral scanning capability,
other detectors, such as absorption or fluores-
cence, may be used in a ratioing procedure.
Chromatograms of sample and standard are
monitored at each of two different wavelengths.
The ratio of peak areas at these wavelengths
should be the same if sample and standard are
identical.

4. Peaks of interest can be collected and subjected
to additional chromatographic separation using
a different separation mode.

5. Collect the peak(s) of interest and establish their
identity by another analytical method (e.g.,
mass spectrometry, which can give a mass spec-
trum that is characteristic of a particular com-
pound; see Chap. 11).

12.5.3 Quantitative Analysis

Assuming that good chromatographic resolution and
identification of sample components have been
achieved, quantification involves mostly measuring
peak area and comparing the data with those for stan-
dards of known concentration. Nowadays all chroma-
tography systems use data analysis software that
recognizes the start, maximum, and end of each chro-
matographic peak, even when not fully resolved from
other peaks. These values then are used to determine
retention times, peak height, and peak areas. At the
end of each run, a report is generated that lists these
data and post-run calculations, such as relative peak
areas, areas as percentages of the total area, and rela-
tive retention times. If the system has been standard-
ized, data from external or internal standards can be
used to calculate analyte concentrations (discussed
below). In low-pressure, preparative chromatography,
post-chromatography analysis of collected fractions is
sometimes used to identify samples eluted. Examples
of post-chromatography analysis include the BCA
(bicinchoninic acid) protein assay (Chap. 18, Sect.
18.4.2.3) and the phenol-sulfuric acid assay for carbo-
hydrate (Chap. 19, Sect. 19.3). After obtaining the
absorbance reading on a spectrophotometer for such
assays, the results are plotted as fraction number on
the x-axis and absorbance on the y-axis to determine
which fractions contain protein and/or carbohydrate.

Having determined peak areas, one must com-
pare these data with appropriate standards of known
concentration to determine sample concentrations.
Comparisons may be by means of external or internal
standards. Comparison of peak area of unknown sam-
ples with standards injected separately (i.e., external
standards) is common practice. Standard solutions
covering the desired concentration range (preferably
diluted from one stock solution) are chromatographed,

and the peak area is plotted versus concentration to
obtain a standard curve. An identical volume of sam-
ple is then chromatographed, and an area of the sam-
ple peak is used to determine sample concentration
via the standard curve (Fig. 12.15a). This absolute cali-
bration method requires precise analytical technique
and requires that detector sensitivity be constant from
day to day if the calibration curve is to remain valid.
The use of an internal standard can minimize
errors due to losses incurred during sample prepara-
tion, apparatus noise (inherent apparatus error), and
systematic errors in the operator’s technique (includ-
ing the volume of sample injected). In other words, the
internal standard, upon addition to the sample, will be
subjected to the same sequence of events that may
introduce changes to the actual content of the com-
pounds of interest and the standard. In this technique,
compared to the compounds of interest in the sample,
the internal standard compound must: (1) be chemi-
cally/structurally related to the compounds of inter-
est, (2) elute at a different time, and (3) not be naturally
present in the sample. Basically, the amount of each
component in the sample is determined by comparing
the area of that component peak to the area of the
internal standard peak. However, variation in detector
response between compounds of different chemical

a
Areal- — — — — — — X
|
|
|
|
|
Concentration
b v
X
AA g
Z

Concentration

g2 5y Calibration curves for quantification of a
sample component, x. (a) External standard
technique; (b) internal standard technique
(Adapted from Johnson and Stevenson [5],
with permission)
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structure must be taken into account. One way to do
this is by first preparing a set of standard solutions
containing varying concentrations of the compoundy(s)
of interest. Each of these solutions is made to contain a
known and constant amount of the internal standard.
These standard solutions are chromatographed, and
peak area is measured. Ratios of peak area (compound
of interest/internal standard) are calculated and plot-
ted against concentration to obtain calibration curves
such as those shown in Fig. 12.15b. A separate response
curve must be plotted for each sample component to
be quantified. Next, a known amount of internal stan-
dard is added to the unknown sample, and the sample
is chromatographed. Peak area ratios (compound of
interest/internal standard) are calculated and used to
calculate the concentration of each relevant compo-
nent using the appropriate calibration curve. The
advantages of using internal standards are that injec-
tion volumes need not be accurately measured and the
detector response need not remain constant since any
change will not alter ratios.

Standards should be included during each ana-
lytical session, since detector response may vary from
day to day. Analyte recovery should be checked peri-
odically. This involves addition of a known quantity
of standard to a sample (usually before extraction)
and determination of how much is recovered during
subsequent analysis. During routine analyses, it is
highly desirable to include a control or check sample,
a material of known composition. This material is
analyzed parallel to unknown samples. When the
concentration of analyte measured in the control falls
outside an acceptable range, data from other samples
analyzed during the same period should be consid-
ered suspect. Carefully analyzed food samples and
other substances are available from the National
Institute of Standards and Technology (formerly the
National Bureau of Standards) for use in this
manner.

12.6 SUMMARY

Chromatography is a separation method based on the
partitioning of a solute between a mobile phase and a
stationary phase. The mobile phase may be liquid, gas,
or a supercritical fluid. The stationary phase may be an
immobilized liquid or a solid, in either a planar or
column form. Based on the physicochemical character-
istics of the analyte, and the availability of instrumen-
tation, a chromatographic system is chosen to separate,
identify, and quantify the analyte. Chromatographic
modes include adsorption, partition, hydrophobic
interaction, ion exchange, affinity, and size-exclusion
chromatography. Factors to be considered when devel-
oping a separation include mobile phase variables
(polarity, ionic strength, pH, temperature, and/or flow

rate) and column efficiency, selectivity, and capacity.
Following detection, a chromatogram provides both
qualitative and quantitative information via retention
time and peak area data.

For an introduction to the techniques of HPLC
and GC, the reader is referred again to Chaps. 13 and
14 in this text or to the excellent 5th edition of
Quantitative Chemical Analysis by D.C. Harris [2]. The
book by R.M. Smith [3] also contains information on
basic concepts of chromatography and chapters
devoted to TLC, LC, and HPLC, as well as an exten-
sive discussion of GC. References [14-16] contain a
wealth of information on TLC, and references [8] and
[9] cover SFC. Chromatography [1], the standard work
edited by E. Heftmann (2004 and earlier editions), is an
excellent source of information on both fundamentals
(Part A) and applications (Part B) of chromatography.
Part B includes chapters on the chromatographic anal-
ysis of amino acids, proteins, lipids, carbohydrates,
and phenolic compounds. In addition, Fundamental
and Applications Reviews published (in alternating
years) by the journal Analytical Chemistry relate new
developments in all branches of chromatography, as
well as their application to specific areas, such as food.
Recent books and general review papers are refer-
enced, along with research articles published during
the specified review period.

12.7 STUDY QUESTIONS

1. Explain the principle of countercurrent extrac-
tion and how it developed into partition
chromatography.

2. For each set of two (or three) terms used in
chromatography, give a brief explanation as
indicated to distinguish between the terms:

(a) Adsorption vs. partition chromatography

Adsorption  Partition

Nature of stationary phase

Nature of mobile phase

How solute interacts with the
phases

(b) Normal-phase vs. reversed-phase chroma-
tography

Normalphase ~ Reversed-phase
chromatography chromatography

Nature of stationary
phase

Nature of mobile
phase

What elutes last
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(c) Cation vs. anion exchangers

Cation exchanger ~ Anion exchanger

Charge on column
Nature of
compounds

bound

(d) Internal standards vs. external standards

How stdsq. are What is
Nature handled in relation  plotted on
of stds. to samples std. curve

Internal standard
External standard

(e) TLC vs. column liquid chromatography

Thin-layer Column liquid
chromatography  chromatography
Nature and
location of
stationary phase
Nature and
location of

mobile phase
How sample is
applied
Identification of
solutes
separated

(f) HETP vs. N vs. L (from the equation HETP

3. State the advantages of TLC as compared to
paper chromatography.

4. State the advantages of column liquid chromatog-
raphy as compared to planar chromatography.

5. Explain how SFC differs from LC and GC,
including the advantages of SFC.

6. What is the advantage of bonded supports
over coated supports for partition chromatogra-
phy?

7. You are performing LC using a stationary phase
that contains a polar nonionic functional group.
What type of chromatography is this, and what
could you do to increase the retention time of an
analyte?

8. You applied a mixture of proteins, in a buffer at
pH 8.0, to an anion-exchange column. On the
basis of some assays you performed, you know
that the protein of interest adsorbed to the
column:

(a) Does the anion-exchange stationary phase
have a positive or negative charge?

10.

11.

12.

13.

. Would you wuse a

(b) What is the overall charge of the protein of
interest that adsorbed to the stationary
phase?

(c) Is theisoelectric point of the protein of inter-
est (adsorbed to the column) higher or lower
than pH 8.0?

(d) What are the two most common methods
you could use to elute the protein of interest
from the anion-exchange column? Explain
how each method works. (See also Chap.
24).

polystyrene- or a
polysaccharide-based stationary phase for
work with proteins? Explain your answer.
Explain the principle of affinity chromatogra-
phy, why a spacer arm is used, and how the sol-
ute can be eluted.

Explain how you would use SEC to estimate the
molecular weight of a protein molecule. Include
an explanation of what information must be
collected and how it is used.

What is gradient elution from a column, and
why is it often advantageous over isocratic
elution?

A sample containing compounds A, B, and C is
analyzed via LC using a column packed with a
silica-based C;3 bonded phase. A 1:5 solution of
ethanol and H,O was used as the mobile phase.
The following chromatogram was obtained:

A B c
ANA M

2 4

14.

6 8 10 12 14 16 18 20

Time (min)

Assuming that the separation of compounds is
based on their polarity:

(a) Is this normal- or reversed-phase chroma-
tography? Explain your answer.

(b) Which compound is the most polar?

(c) How would you change the mobile phase
so compound C would elute sooner, with-
out changing the relative positions of com-
pounds A and B? Explain why this would
work.

(d) What could possibly happen if you main-
tained an isocratic elution mode at low sol-
vent strength?

Using the Van Deemter equation, HETP, and N,
as appropriate, explain why the following
changes may increase the efficiency of separa-
tion in column chromatography:
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a) Changing the flow rate of the mobile phase

b) Increasing the length of the column

¢) Reducing the inner diameter of the column

d) Decreasing the particle size of the packing
material

(
(
(
(

15. State the factors and conditions that lead to
poor resolution of two peaks.

16. How can chromatographic data be used to
quantify sample components?

17. Why would you choose to use an internal stan-
dard rather than an external standard? Describe
how you would select an internal standard for
use.

18. To describe how using internal standards
works, answer the following questions:

(a) What specifically will you do with the
standards?

(b) What do you actually measure and plot?

(c) How do you use the plot?
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13.1 INTRODUCTION

13.2 COMPONENTS OF AN HPLC SYSTEM

High-performance liquid chromatography (HPLC)
was developed during the 1960s as a direct offshoot
of classic column liquid chromatography through
improvements in the technology of columns and
instrumental components (pumps, injection valves,
and detectors). Originally, HPLC was the acronym
for high-pressure liquid chromatography, reflecting the
relatively high operating pressures generated by
early columns. By the late 1970s, however, high-per-
formance liquid chromatography had become the pre-
ferred term, emphasizing the effective separations
achieved. In fact, newer columns and packing mate-
rials offer high performance at moderate pressure
(although much higher than gravity-flow systems).
HPLC can be applied to the analysis of any com-
pound with solubility in a liquid that can be used as
the mobile phase. Although most often employed as
an analytical technique, HPLC also may be used in
preparative applications. There are many advantages
of HPLC over traditional low-pressure column lig-
uid chromatography:

1. Speed (many analyses can be accomplished in
30 min or less)

2. A wide variety of stationary phases

3. Improved resolution

4. Greater sensitivity (many different detectors
can be employed)

5. Easy sample recovery (less eluent volume to
remove)

Application of HPLC to the analysis of food began
in the late 1960s, and its use increased with the devel-
opment of column packing materials that would sepa-
rate sugars. Using HPLC to analyze sugars was
justified economically as a result of sugar price
increases in the mid-1970s, which motivated soft drink
manufacturers to substitute high-fructose corn syrup
for sugar. Monitoring sweetener content by HPLC
assured a good quality product. Other early food
applications included the analysis of pesticide resi-
dues in fruits and vegetables, organic acids, lipids,
amino acids, toxins (such as aflatoxins in peanuts),
and vitamins [1]. HPLC continues to be applied to
these, and many more, food-related analyses today
[2-4].

Driven by the modern market for drug develop-
ment and analysis, microbore and nanobore HPLC
technology has improved drastically in the last few
years. Along with improved detectors and coupled
mass spectrometry (MS) detection systems, these
HPLC systems have had a significant impact on the
use of HPLC in the food and drug industries.

A schematic diagram of a basic HPLC system is shown
in Fig. 13.1. The main components of this system—
pump, injector, column, detector, and data system—
are discussed briefly in the sections below. Also
important are the mobile phase (eluent) reservoirs and
a fraction collector, the latter of which is used if further
analysis of separated components is needed.
Connecting tubing, tube fittings, and the materials out
of which components are constructed also influence
system performance and lifetime. References [1, 5-9]
include detailed discussions of HPLC equipment, with
the book by Bidlingmeyer [1] especially appropriate for
beginners. The unique organization of reference [7] is
intended for those who may need to learn chromatog-
raphy quickly in an industrial environment. Two use-
ful books on HPLC troubleshooting are those written
by Gertz [10] and Snyder et al. [11]. In addition, much
information on HPLC equipment, hardware, and trou-
bleshooting hints may be found in publications such as
LCeGC, American Laboratory, Chemical & Engineering
News, and similar periodicals. Manufacturers are also a
source of practical information on HPLC instrumenta-
tion and columns/stationary phase material.

13.2.1 Pump

The HPLC pump delivers the mobile phase through
the system, typically at a flow rate of 0.4—1 mL/min,
in a controlled, accurate, and precise manner. The
majority of pumps currently used in HPLC (>90 %) are
reciprocating, piston-type pumps. The dual piston
pump systems with ball check valves are the most effi-
cient pumps available. One disadvantage of recipro-
cating pumps is that they produce a pulsating flow,
requiring the addition of pulse dampers to suppress
fluctuations. A mechanical pulse damper or damp-
ener consists of a device (such as a deformable metal
component or tubing filled with compressible liquid)
that can change its volume in response to changes in
pressure.

Gradient elution systems are used to vary the
mobile phase concentration during the run, by mixing
mobile phase from two or more reservoirs. This is
accomplished with low-pressure mixing, in which
mobile phase components are mixed before entering the
high-pressure pump, or high-pressure mixing, in which
two or more independent, programmable pumps are
used. For low-pressure gradient systems, a computer-
controlled proportioning valve, followed by a mixing
chamber at the inlet to the pumps is used, which results
in extremely accurate and reproducible gradients.
Gradient HPLC is extremely important for the effective
elution of all components of a sample and for optimal
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resolution. It is routinely applied to all modes of HPLC
except size-exclusion chromatography.

Many commercially available HPLC pumping
systems and connecting lines are made of high-grade
ANGSI 316 stainless steel, which can withstand high
pressure, and is resistant to corrosion by oxidizing
agents, acids, bases, and organic solvents (although
mineral acids and halide ions will damage stainless
steel). In other systems, all components that come into
contact with the eluent are made of sturdy, inert poly-
mers, and even employ sapphire pistons, which are
resistant to extreme pH and high salt concentration.
The latter systems can be used for all applications
except normal phase, which uses organic solvents as
the mobile phase. The polymer-based systems have
facilitated a wider application of ion-exchange HPLC.

All HPLC pumps contain moving parts such as
check valves and pistons and are quite sensitive to
dust and particulate matter in the eluent. Therefore, it
is advisable to filter the mobile phase using 0.45- or
0.22-pm filters prior to use. Degassing HPLC eluents,
by the application of a vacuum or by sparging with
helium, also is recommended to prevent the problems
caused by air bubbles in a pump or detector.

13.2.2 Injector

The role of the injector is to place the sample into the
flowing mobile phase for introduction onto the column.

| ANALYTICAL
' COLUMN

COMPUTER
DATA SYSTEM

TO FRACTION
- COLLECTOR
OR WASTE

DETECTOR

Schematic representation of a system for high-performance liquid chromatography (not drawn to scale).
Column(s) and detector may be thermostated, as indicated by the dashed line, for operation at elevated

Virtually all HPLC systems use valve injectors, which
separate sample introduction from the high-pressure
eluent system. With the injection valve in the load posi-
tion (Fig. 13.2a), the sample is loaded into an external,
fixed-volume loop using a syringe. Eluent, meanwhile,
flows directly from the pump to the column at high
pressure. When the valve is rotated to the inject posi-
tion (Fig. 13.2b), the loop becomes part of the eluent
flow stream, and sample is carried onto the column.
Such injectors are generally trouble free and precise.
Changing the loop allows different volumes to
be injected. Although injection volumes of 10-100 pL
are typical, both larger (e.g., 1-10-mL) and smaller
(e.g., <2-pL) sample volumes can be loaded by utiliz-
ing special hardware. An important advantage of the
loop valve design is that it is readily adapted to auto-
mated operation. Thus, automated sample injectors,
or autosamplers, may be used to store and inject
large numbers of samples. Samples are placed in
uniform-size vials, sealed with a septum, and held in
a (possibly refrigerated) tray. A computer-actuated
syringe needle penetrates the septum to withdraw
solution from the vial, and a mechanical system
introduces it onto the column. Autosamplers can
reduce the tedium and labor costs associated with
routine HPLC analyses and improve assay precision.
However, because samples may remain unattended
for 12-24 h prior to automatic injection, sample sta-
bility is a limiting factor for using this accessory.
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a Injection
port Waste
Sample
loop
e K
To From
column pump
b Injection
port Waste
Sample
loop
X K
To From
column pump

Valve-type injector. The valve allows the
sample loop to be (a) isolated from the pump
eluent stream (LOAD position) or (b)
positioned in it INJECT position) (From Gertz
[10], used with permission)

13.2.3 Column

The first two sections below describe the basic col-
umn hardware and packing material for HPLC, fol-
lowed by a third section to describe how those
components, along with operating pressure, differ
for ultra-HPLC.

13.2.3.1 Column Hardware

An HPLC column is usually constructed of stainless
steel tubing with terminators that allow it to be con-
nected between the injector and detector systems
(Fig. 13.1). Columns also are made from glass, fused
silica, titanium, and polyether ether ketone (PEEK)
resin; the PEEK columns are essential for the high pH,
high salt concentrations necessary for the powerful
ion-exchange HPLC systems. Many types and sizes of
columns are commercially available, ranging from
5x50-cm (or larger) preparative columns down to
wall-coated capillary columns.

13.2.3.1.1 Precolumns

Auxiliary columns that precede the analytical HPLC
column are termed precolumns. Short (<5-cm)
expendable columns, called guard columns, often are
used to protect the analytical column from strongly
adsorbed sample components. A guard column (or

cartridge) is installed between the injector and analyti-
cal column via short lengths of capillary tubing (or a
cartridge holder). They may be filled with either pel-
licular media (see Sect. 13.2.3.2.2) of the same bonded
phase as the analytical column or with microparticu-
late (<10-pm) packing material identical to that of the
analytical column. Microparticulate guard columns
are usually purchased as prepacked, disposable inserts
for use in a special holder and cost much less than
replacing an analytical column. A guard column (or
cartridge) should be repacked or replaced before its
binding capacity is exceeded and contaminants pol-
lute the expensive analytical column.

13.2.3.1.2 Analytical Columns

The most commonly used analytical HPLC columns
are 10, 15, or 25-cm long with an internal diameter of
4.6 or 5 mm [7]. Short (3-cm) columns, packed with
<3-pm particles, are gaining popularity for fast separa-
tions; for example, in method development or process
monitoring. In recent years, the use of columns with
smaller internal diameters (<0.5-2.0 mm), including
wall-coated capillary columns, has increased. The
advantages of using smaller diameter columns include
a decreased use of mobile phase, an increased peak
concentration, increased resolution, and the ability to
couple HPLC with MS [12].

Various names have been used for the reduced-volume
columns. Dorsey et al. [13] refer to columns with internal
diameters of 0.5-2.0 mm as microbore, while packed or
open tubular columns having internal diameters of
<0.5 mm are termed microcolumns or capillary col-
umns (a capillary column is a narrow-bore open tubular
column, in which the inner surface is coated with a thin
layer of stationary phase). In the case of the packed col-
umns, the microbore or microcolumns contain very
small particle size packing material (<2 pm).

In general, to achieve good performance from
microcolumns, it is essential to have an HPLC system
with very low dead volume, so that peak broadening
(sample diffusion) outside the column does not destroy
resolution achieved within the column. Systems
designed specifically for use with these columns are
available from commercial suppliers (see Sect. 13.2.3.3).

13.2.3.2 HPLC Column Packing Materials

The development of a wide variety of column packing
materials has contributed substantially to the success
and widespread use of HPLC.

13.2.3.2.1 General Requirements

In most modes of chromatography, the column pack-
ing material serves as both the support matrix and
the stationary phase. Requirements for HPLC column
packing materials are good chemical stability, suffi-
cient mechanical strength to withstand the high
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pressure generated during use, and a well-defined
particle size with a narrow particle size distribution
[11]. Two materials that meet the above criteria are
porous silica and synthetic organic resins (see below
Sects. 13.2.3.2.2 and 13.2.3.2.3, respectively).

13.2.3.2.2 Silica-Based Column Packings

Porous silica can be prepared in a wide range of par-
ticle and pore sizes, with a narrow particle size distri-
bution. Both particle size and pore diameter are
important: Small particles reduce the distance a solute
must travel between stationary and mobile phases,
which facilitates equilibration and results in good col-
umn efficiencies (Chap. 12, Sect. 12.5.2.2.2). However,
small particles also yield greater flow resistance and
higher pressure at equivalent flow rates. Spherical
particles of 3-, 5-, or 10-uym diameter are utilized in
analytical columns. One-half or more of the volume of
porous silica consists of the pores [8]. Use of the small-
est possible pore diameter will maximize surface area
and sample capacity, which is the amount of sample
that can be effectively separated on a given column.
Packing materials with a pore diameter of 50-100 A
and surface area of 200-400 m?/g are used for low-
molecular-weight (<500-Da) solutes. For increasingly
larger molecules, such as proteins and polysaccha-
rides, it is necessary to use materials with a wider
pore (=300 A), so that internal surface is accessible to
the solute [8].

Bonded phases (Fig. 13.3a) are made by cova-
lently bonding hydrocarbon moieties to -OH groups
(silanols) on the surface of silica particles [8, 14]. Often,
the silica is reacted with an organochlorosilane:

Ry Ry

\ | |
—Si—OH + C1— Si— Ry ——> Si—O—Si— Ry + HC1  [13.1]

/ | |

Ro Ro

Bonded Phase

Thin Surface
Coating or Layer

courtesy of Marcel Dekker, Inc.)

Substituents R; and R, may be halides or methyl
groups. The nature of R; determines whether the
resulting bonded phase will exhibit normal-phase,
reversed-phase, or ion-exchange chromatographic
behavior. The main disadvantage of silica and silica-
based bonded-phase column packings is that the silica
skeleton slowly dissolves in aqueous solutions, and
the rate of this process becomes prohibitive at pH <2
and >8.

A pellicular packing material (Fig. 13.3b) is made
by depositing a thin layer or coating onto the surface of
an inert, usually nonporous, microparticulate core.
Functional groups, such as ion-exchange sites, are pres-
ent at the surface only. Core material may be either
inorganic, such as silica, or organic, such as
poly(styrene-divinylbenzene) or latex. The rigid core
ensures good physical strength, and the thin stationary
phase provides for rapid mass transfer and favorable
column efficiency.

13.2.3.2.3 Porous Polymeric Column Packings
Synthetic organic resins offer the advantages of good
chemical stability and the possibility to vary interac-
tive properties through direct chemical modification.
Two major categories of porous polymeric packing
materials exist.

Microporous or gel-type resins (Fig. 13.3c) are
comprised of crosslinked copolymers in which the
apparent porosity, evident only when the gel is in its
swollen state, is determined by the degree of crosslink-
ing. These gel-type packings undergo swelling and
contraction with changes in the chromatographic
mobile phase. Microporous polymers of less than ca.
8% crosslinking are not sufficiently rigid for HPLC use.

Macroporous resins are highly crosslinked (e.g.,
>50%) and consist of a network of microspheric gel
beads joined together to form a larger bead (Fig. 13.3d).
Large, permanent pores, ranging from 100 to 4000 A or
more in diameter, and large surface areas (>100 m?/g)

Micropores Micropores Macropores

Some types of packing materials utilized in HPLC. (a) Bonded-phase silica; (b) pellicular packing; (c) micropo-
rous polymeric resin; (d) macroporous polymeric resin (Adapted from Tomaz and Queiroz [19], p. 621, by
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are the result of interstitial spaces between the micro-
beads [14]. Rigid microparticulate poly(styrene-divi-
nylbenzene) packing materials of the macroporous
type are popular for HPLC use. They are stable from
pH 1 to 14 and are available in a variety of particle and
pore sizes. These resins can be used in unmodified
form for reversed-phase chromatography or function-
alized for use in other HPLC modes.

13.2.3.3 Ultra-HPLC

Ultra-HPLC (UHPLC) and ultra-performance liquid
chromatography (UPLC) are based on the same tech-
nique. The term “UPLC” was trademarked by the
Waters Corporation in 2004, based on using <2-pm
diameter porous particles and operating pressures
much higher than that of regular HPLC. When other
vendors entered the market with similar technology,
the more general term “UHPLC” was used by manu-
facturers other than the Waters Corporation. UHPLC
and UPLC instruments both use microbore or micro-
columns with packing material of <2 pm and use
much higher pressure than regular HPLC (HPLC
max. of ~5800 psi; UHPLC/UPLC max. of ~8700-
15000 psi, depending on the manufacturer). The flow
rate for UHPLC/UPLC is generally lower than for
regular HPLC, but this is dependent on the column
dimensions. It is the combination of small packing
material and increased pressure that results in
reduced on-column dispersion (i.e., diffusion) of
sample molecules [15]. With UPLC/UHPLC, effi-
ciency of separation is increased, overall separation
time is reduced, and less solvent is needed, compared
to HPLC. The resolution and speed of both UPLC
and UHPLC instruments are well suited to linkage
analysis when coupled to MS. UPLC/UHPLC is the
basis for newly approved AOAC official methods for
numerous vitamins (i.e., A, By, By, C, D, and folate).
Besides vitamins, UPLC/UHPLC is referred to in this
textbook as it applies to the separation of proteins
(Chap. 24, Sect. 24.2.3.1), phenolic compounds (Chap.
25, Sect. 25.2.3.1), and antibiotic residues (Chap. 33,
Sect. 33.5.2.2).

13.2.4 Detector

A detector translates sample concentration changes in
the HPLC column effluent into electrical signals.
Spectrochemical, electrochemical, or other properties
of solutes may be measured by a variety of instru-
ments, each of which has advantages and disadvan-
tages. The choice of which to use depends on solute
type and concentration, and on detector sensitivity,
linear range, and compatibility with the solvent and
elution mode to be used. Cost also may influence
detector selection. One common feature of most HPLC

detectors is the presence of a flow cell, through which
the eluent flows as it is analyzed by the detector sys-
tem. These flow cells are often delicate and easily pol-
luted or damaged, so care must be taken when
handling them.

The most widely used HPLC detectors are based
on ultraviolet-visible (UV-Vis) and fluorescence spec-
trophotometry, refractive index determination, and
electrochemical analysis (see Chap. 7 for detailed dis-
cussion of UV-Vis and fluorescence spectrophotome-
try). Many other methods, such as light scattering or
mass spectrometry, also can be applied to the detec-
tion of analytes in HPLC eluents. More than one type
of HPLC detector may be used in series, to provide
increased specificity and sensitivity for multiple
types of analytes. In one food-related application, a
multidetector HPLC system equipped with a diode
array absorption detector coupled to fluorescence and
electrochemical detectors was used to monitor a wide
variety of Maillard reaction products.

13.2.4.1 UV-Vis Absorption Detectors

Many HPLC analyses are carried out using a UV-Vis
absorption detector, which can measure the absorption
of radiation by chromophore-containing compounds.
The three main types of UV-Vis absorption detectors are
fixed wavelength, variable-wavelength, and diode array
spectrophotometers [8]. As its name implies, the simplest
design operates at a single, fixed wavelength. A filter is
used to isolate a single emission line (e.g., at 254 nm) from
a source such as a mercury lamp. This type of detector is
easy to operate and inexpensive but of limited utility.

The most popular general purpose HPLC detec-
tor today is the variable-wavelength detector, in
which deuterium and tungsten lamps serve as sources
of ultraviolet and visible radiation, respectively.
Wavelength selection is provided by a monochroma-
tor, a device that acts to deflect light, and an exit slit
that allows light from a limited range of wavelengths
to pass through to the sample. Rotating the monochro-
mator via a selector switch allows one to change the
operating wavelength.

Diode array spectrophotometric detectors can
provide much more information about sample compo-
sition than is possible with monochromatic detection.
In this instrument, the light from a deuterium lamp is
spread into a spectrum across an array of photodiodes
mounted on a silicon chip. These are read almost
simultaneously by a microprocessor to provide the full
absorption spectrum from 200 to 700 nm every 0.1 s,
which may enable the components of a mixture to be
identified. Although considerably more expensive
than variable-wavelength detectors, they are useful in
method development and in routine analyses in which
additional evidence of peak identity, without further
analysis, is needed.
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13.2.4.2 Fluorescence Detectors

Some organic compounds can reemit a portion of
absorbed UV-Vis radiation at a longer wavelength
(lower energy). This is known as fluorescence, and
measurement of the emitted light provides another
useful detection method. Fluorescence detection is
both selective and very sensitive, providing up to 1000-
fold lower detection limits than for the same com-
pound in absorbance spectrophotometry. Although
relatively few compounds are inherently fluorescent,
analytes often are converted into fluorescent deriva-
tives (see Sect. 13.2.4.7). Ideal for trace analysis, fluores-
cence detection has been used for the determination of
various vitamins in foods and supplements, monitor-
ing aflatoxins in stored cereal products, and the detec-
tion of aromatic hydrocarbons in wastewater.

13.2.4.3 Refractive Index Detectors

Refractive index (RI) detectors measure change in
the RI of the mobile phase due to dissolved analytes,
which provides a nearly universal method of detec-
tion. However, because a bulk property of the eluent
is being measured, RI detectors are less sensitive than
other types. Another disadvantage is that they cannot
be used with gradient elution, as any change in elu-
ent composition will alter its RI, thereby changing the
baseline signal. RI detectors are widely used for ana-
lytes that do not contain UV-absorbing chromo-
phores, such as carbohydrates and lipids, when the
analytes are present at relatively high concentration.

13.2.4.4 Electrochemical Detectors
Electroanalytical methods used for HPLC detection
are based either on electrochemical oxidation-reduc-
tion of the analyte or on changes in conductivity of the
eluent. Amperometric detectors measure the change
in current as the analyte is oxidized or reduced by the
application of voltage across electrodes in the flow
cell. This method is highly selective (nonreactive com-
pounds give no response) and very sensitive. A major
application of electrochemical detection has been for
the routine determination of catecholamines, which
are phenolic compounds of clinical importance that
are present in blood and tissues at very low levels. The
development of a triple-pulsed amperometric detec-
tor, which overcame the problem of electrode poison-
ing (accumulation of oxidized product on the electrode
surface), has allowed electrochemical detection to be
applied to the analysis of carbohydrates (see Sect.
13.3.4.2.2). Pulsed electrochemical detection also has
excellent sensitivity for the quantification of flavor-
active alcohols, particularly terpenols.

Analytes that are ionized and carry a charge can
be detected by measuring the change in eluent con-
ductivity between two electrodes. Conductivity

detection has been used mainly to detect inorganic
anions and cations and organic acids upon elution
from weak ion-exchange columns. Its principal appli-
cation has been as the basis of ion chromatography
(Sect. 13.3.3.2.1). An excellent overview of electro-
chemical detection is provided by Swedesh [7].

13.2.4.5 Other HPLC Detectors

Unfortunately, there is no truly universal HPLC detec-
tor with high sensitivity. Thus, there have been many
attempts to find new principles that could lead to
improved instrumentation. One interesting concept is
the evaporative light scattering detector. The mobile
phase is sprayed into a heated air stream, evaporating
volatile solvents and leaving nonvolatile analytes as
aerosols. These droplets or particles can be detected
because they will scatter a beam of light [7]. HPLC
with light scattering detection has been applied to the
analysis of wheat flour lipids. Also, light scattering
detectors are quite useful for the characterization of
polymers by  size-exclusion chromatography.
Improvements in laser applications brought about the
development of low-angle laser light scattering
(LALLS) and multi-angle laser light scattering
(MALLS) detectors. With these detectors, there is no
need to evaporate the mobile phase, as the laser beam
is directed at the flow cell, and scattered laser light is
then monitored by photo detectors set at specific
angles to the cell. In MALLS there may be many differ-
ent photo detectors at discrete angles, each continu-
ously collecting and analyzing the scattered light;
from this data, the computer can determine the molec-
ular weight of the eluting sample.

Radioactive detectors are widely used for phar-
macokinetic and metabolism studies with radiola-
beled drugs. Decay of a radioactive nucleus leads to
excitation of a scintillator, which subsequently loses its
excess energy by photon emission. Photons are
counted by a photomultiplier tube, and the number of
counts per second is proportional to radiolabeled ana-
lyte concentration [8].

A chemiluminescent nitrogen detector (CLND)
allows nitrogen-containing compounds, such as amino
acids, to be detected without using chemical derivatiza-
tion (Sect. 13.2.4.7). This nitrogen-specific detection
system has been used to quantify caffeine in coffee and
soft drink beverages and to analyze capsaicin in hot

peppers [2].

13.2.4.6 Coupled Analytical Techniques

To obtain more information about the analyte(s),
eluent from an HPLC system can be passed on to a
second analytical instrument, such as infrared (IR),
nuclear magnetic resonance (NMR), or MS (see
Chaps. 8, 10, and 11, respectively, or reference [5]).
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The coupling of spectrometers with liquid chroma-
tography (LC) was initially slow to gain application,
due to many practical problems. For example, in the
case of HPLC with mass spectrometric detection
(LC-MS), the liquid mobile phase affected the vac-
uum in the MS. This problem was addressed by the
development of commercial interfaces that allow
the solvent to be evaporated, so that only analyte is
transferred to the spectrometer. Two commonly
used interface techniques are discussed in detail by
Harris [5]. The use of microbore or capillary HPLC
columns with a low flow volume also facilitates
direct coupling of the two instruments [12]. LC-MS
systems continue to improve, and the applications
are expanding to nearly every class of relatively
low-molecular-weight compounds, including bioac-
tives and contaminants.

In addition to the coupled techniques described
above, LC can be coupled to itself, to create two-
dimensional LC (2D-LC), just like two GC columns
can be coupled to create multidimensional GC (Chap.
14, Sect. 14.3.5.9). In both cases, the two different sepa-
ration stages are used to separate the injected sample,
with the eluent from the first column being injected
into the second column. Bands that may not have
been completely resolved on the first column may be
completely separated on a second column, which typi-
cally has a different separation mechanism. A single
detector can be used after the second column, or a dif-
ferent detector can be used after each of the two LC
columns [17].

13.2.4.7 Chemical Reactions

Detection sensitivity or specificity may sometimes
be enhanced by converting the analyte to a chemical
derivative with different or additional characteris-
tics. An appropriate reagent can be added to the
sample prior to injection (i.e., precolumn derivatiza-
tion) or combined with column effluent before it
enters the detector (i.e., postcolumn derivatiza-
tion). Automated amino acid analyzers utilize post-
column derivatization, usually with ninhydrin, for
reliable and reproducible analysis of amino acids.
Precolumn or postcolumn derivatization of amino
acids with o-phthalaldehyde or similar reagents per-
mits highly sensitive HPLC determination of amino
acids using fluorescence detection (Chap. 24, Sect.
24.3.1.2). In addition, fractions may be collected
after passing through the detector and aliquots of
each fraction analyzed by various means, including
chemical/colorimetric assays, such as the bicincho-
ninic acid method for protein (Chap. 18, Sect.
18.4.2.3) or a total carbohydrate assay (Chap. 19,
Sect. 19.3). The results can then be plotted and over-
laid with the detector plot, yielding very important
information about the compounds eluting in vari-
ous peaks.

13.2.5 Data Station Systems

As a detector provides an electronic signal related to
the composition of the HPLC column effluent, it is the
function of the last element of the HPLC system to
display the chromatogram and integrate the peak
areas. Data stations and software packages are nearly
ubiquitous with modern HPLC, and all come with
very powerful tools for sample identification and
quantitation. As an HPLC analysis progresses, the
data from the HPLC detector(s) are digitized and
saved to a computer hard drive. The data then can be
manipulated (annotated) by assigning and integrat-
ing the peaks, for example, and then printed out, as
plots and tables, for further assessment. Importantly,
the software programs can be set up prior to the anal-
ysis to perform nearly all these functions, without fur-
ther input from the operator. For example, retention
times can be calculated relative to an internal stan-
dard in pesticide residue analysis and the results com-
pared to a stored database of standards that the
software automatically accesses when the analysis is
complete. The software will then assign and integrate
the peaks, and construct a complete report that is dis-
played when the file is opened, even on a remote com-
puter (e.g., in the office).

The current data stations are more comprehen-
sive: the software packages include all the parameters
needed to run the HPLC, including start and stop,
autosampler injection of the sample, and developing
the gradient via control of the proportioning pump
systems. The data station can carry out the entire oper-
ation, on hundreds of samples, in the absence of an
operator, and, with networking, deliver the analysis
file/report to any connected computer.

13.3  APPLICATIONS IN HPLC

The basic physicochemical principles underlying all
liquid chromatographic separations—adsorption, par-
tition, hydrophobic interaction, ion exchange, affinity,
and size exclusion—are discussed in Chap. 12, and
details will not be repeated here. The number of sepa-
ration modes utilized in HPLC, however, is greater
than that available in classic chromatography [18].
Examples of HPLC applications in food analysis are
given in Table 13.1. This is attributable to the success of
bonded phases, initially developed to facilitate liquid-
liquid partition chromatography (Chap. 12, Sect.
12.4.2). In fact, reversed-phase chromatography is the
most widely used separation mode in modern HPLC.

13.3.1 Normal Phase

13.3.1.1 Stationary and Mobile Phases
In normal-phase HPLC, the stationary phase is a
polar adsorbent such as bare silica or silica to which
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polar nonionic functional groups—hydroxyl, nitro,
cyano (nitrile), or amino—have been chemically
linked. These bonded phases are moderately polar
and the surface is more uniform, resulting in better
elution profiles. The mobile phase for this mode con-
sists of a nonpolar solvent, such as hexane, to which is
added a more polar modifier, such as methylene chlo-
ride, to control solvent strength and selectivity. Solvent
strength refers to solvent effects on the migration rate
of the sample: Relatively weak solvents increase reten-
tion values (large k') and strong solvents decrease
retention values (small k').

13.3.1.2 Applications of Normal-Phase
HPLC

In the past, normal-phase HPLC was used for the anal-
ysis of fat-soluble vitamins, although reverse phase is
currently applied more frequently for these analyses
(see Table 13.1). Normal phase is currently used for the
analyses of biologically active polyphenols from natu-
ral plant sources, such as grape and cocoa. It is also
used for the analysis of relatively polar vitamins, such
as vitamins A, D, E, and K (see Chap. 20), and also
natural carotenoid pigments, which impart both color
and health benefits to foods. Highly hydrophilic spe-
cies, such as carbohydrates (see Chap. 19, Sect.
19.4.2.1), also may be resolved by normal-phase chro-
matography, using amino bonded-phase HPLC col-
umns. Other applications include the analysis of
antioxidants, such as butylated hydroxytoluene (BHT),
butylated  hydroxyanisole (BHA), and tert-
butylhydroquinone (TBHQ, tertiary butylhydroqui-
none), and vitamin E compounds, such as tocopherols
(TCP) [3]. Analysis of these compounds is increasingly
necessary for the proper assessment of food products,
as well as additives.

13.3.2 Reversed Phase

13.3.2.1 Stationary and Mobile Phases

More than 70 % of all HPLC separations are carried out in
the reversed-phase mode, which utilizes a nonpolar sta-
tionary phase and a polar mobile phase. Octadecylsilyl
(ODS) bonded phases, with an octadecyl (Cys) chain
[-(CH,),,CH;], are the most popular reversed-phase
packing materials, although shorter chain hydrocarbons
[e.g., octyl (Cs) or butyl (C,)] or phenyl groups are also
used. Many silica-based, reversed-phase columns are
commercially available. Differences in their chromato-
graphic behavior result from variation in the type of
organic group bonded to the silica matrix or the chain
length of organic moiety.

Reversed-phase HPLC utilizes polar mobile
phases, usually water mixed with methanol, acetoni-
trile, or tetrahydrofuran. Solutes are retained due to
hydrophobic interactions with the nonpolar station-
ary phase and are eluted in order of increasing hydro-
phobicity (decreasing polarity). Increasing the polar
(aqueous) component of the mobile phase increases
solute retention (larger k' values) (see Chap. 12, Sect.
12.5.2.2.4), whereas increasing the organic solvent con-
tent of the mobile phase decreases retention (smaller k'
values). Various additives can serve additional func-
tions. For example, although ionic compounds often
can be resolved without them, ion-pair reagents may
be used to facilitate chromatography of ionic species
on reversed-phase columns. These reagents are ionic
surfactants, such as octanesulfonic acid, which can
neutralize charged solutes and make them more lipo-
philic. This type of chromatography is referred to as
ion-pair reversed phase.

A modification of reverse phase systems has led
to the development of hydrophobic interaction

13.1
fable Example applications of HPLC in the analysis of various food constituents
Analyte Separation mode Method of detection Chapters Sections
Mono- and lon exchange; normal or Electrochemical; refractive index; 19 19.4.2.1
oligosaccharides reversed phase postcolumn analysis
Vitamins Normal or reversed phase Fluorescence; electrochemical; UV 20 20.4.1
Amino acids lon exchange; reversed phase Post- or precolumn derivatization 24 24.3.1
Protein separation lon exchange, reversed-phase, uv 24 24.2.3
affinity, hydrophobic interaction
Phenolics Reversed phase uv 25 25.2.3.1
Pesticides Normal or reversed phase UV; fluorescence; mass spectrometry 33 33.3.3.2.3;
18.3.3.3.2
Mycotoxins Reversed phase; Immunoaffinity  UV; fluorescence 33 33.4.3.2.1
Antibiotics Reversed phase uv 33 33.5.2.2
Various food contaminants  Reversed phase, ion exchange ~ UV; mass spectrometry 33 33.8
(e.g., acrylamide,
melamine)
Sulfites lon exchange UV; electrochemical 33 33.8.2
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chromatography (HIC), which utilizes column
matrices and elution conditions that minimize or
eliminate protein denaturation.

13.3.2.2 Applications of Reversed-Phase
HPLC

Reversed phase has been the HPLC mode most used
for analysis of plant proteins. Cereal proteins, among
the most difficult of these proteins to isolate and char-
acterize, are now routinely analyzed by this method.
Both water- and fat-soluble vitamins (Chap. 20) can be
analyzed by reversed-phase HPLC [2-5], and the
availability of fluorescence detectors has enabled
researchers to quantitate very small amounts of the
different forms of vitamin By (vitamins) in foods and
biological samples. Figure 13.4 shows the separation
of several of these vitamins in a rice bran extract
achieved by reversed-phase ion-pair HPLC [16].

Reversed-phase ion-pair HPLC can be used to
resolve carbohydrates on C;3 bonded-phase columns
[10], and the constituents of soft drinks (caffeine,
aspartame, etc.) can be rapidly separated. Reversed-
phase HPLC using a variety of detection methods,
including RI, UV, and light scattering, has been applied
to the analysis of lipids [2-5, 11]. Antioxidants, such as
BHA and BHT, can be extracted from dry foods and
analyzed with simultaneous UV and fluorescence
detection [2, 3]. Phenolic flavor compounds (such as
vanillin) and pigments (such as chlorophylls, carot-
enoids, and anthocyanins) are also easily analyzed
[2-5, 11]. A typical chromatogram of carotenoids pres-
ent in a carrot extract is shown in Fig. 13.5. Reversed-
phase ion-pair chromatography also is used for the
separation of synthetic food colors (e.g., FD&C Red
No. 40 and FD&C Blue No. 1) [4].

Chlorogenic acid, an antioxidant with antidiabetic
effects, is also analyzed by RP-HPLC, as is the nutrient
quality of sweet potatoes, which contain 3-carotene, in
addition to many other beneficial components. The
Scoville scale for hot peppers is based on capsicum
content, which may also be measured by HPLC. This
is particularly relevant to the modern food industry, as
hot food has gained popularity around the world.

13.3.3 Hydrophobic Interaction

With the use of special matrices, hydrophobic interac-
tion chromatography (HIC) offers the possibility to
separate many compounds, including many non-
denatured proteins, by less harsh eluents and condi-
tions. The technique is based on the presence of
hydrophobic groups on or near the surface of the sam-
ple molecules that can interact with the hydrophobic
column matrix under high saline (but non-denaturing)
conditions. The sample is then eluted by lowering the
salt concentration of the eluent. This allows for the col-
lection of active proteins, such as enzymes, which can
then be studied further in the lab [19].

B.L. Reuhs
a
.|
o
o (0] =
z|l| =
= Zl| =l 3
o
- z
J _ P L/
l ! | I | 1 | ] |
0 10 20 30 40
Retention Time (min)
b
=
o
S -
o
Z =
g a

L I | 1 | 1 | I 1
0 10 20 30 40

Retention Time (min)

Analysis of vitamin B; compounds by
reversed-phase HPLC with fluorescence
detection. Some of the standard compounds
(a) are present in a sample of rice bran extract
(b). Sample preparation and analytical
procedures are described in reference Stoll
etal. [17]. Abbreviations: PL pyridoxal, PLP
pyridoxal phosphate, PM pyridoxamine, PMP
pyridoxamine phosphate, PN pyridoxine,
PNG pyridoxine p-D-glucoside (Reprinted in
part with permission from Tomaz and
Queiroz [19]. Copyright 1991 American
Chemical Society)

13.3.4 lon Exchange

13.3.4.1 Stationary and Mobile Phases

Packing materials for ion-exchange HPLC are usually
functionalized organic resins, such as sulfonated or
aminated poly(styrene-divinylbenzene) (Chap. 12,
Sect. 12.4.3). Macroporous resins are most effective for
HPLC columns due to their rigidity and permanent
pore structure. Pellicular packings also are utilized,
particularly in the CarboPac™ (Dionex) series, in
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Reversed-phase HPLC separation of
a-carotene (AC) and p-carotene (BC) isomers
in (a) fresh and (b) canned carrots using a
5-pm C; stationary phase. Peak 1, 13-cis AC;
2, unidentified cis AC; 3, 13’ —cis AC; 4, 15-cis
BC; 5, unidentified cis AC; 6, 13-cis BC; 7,
all-trans AC; 8, 9-cis AC; 9, all-trans BC; 10,
9-cis BC (Reprinted with permission from
Lessin et al. [20]. Copyright 1997 American
Chemical Society)

which the nonporous, latex resin beads are coated with
functionalized microbeads. The mobile phase in ion-
exchange HPLC is usually an aqueous buffer, and sol-
ute retention is controlled by changing mobile phase
ionic strength and /or pH. Gradient elution (gradually
increasing ionic strength) is frequently employed.

13.3.4.2 Applications of lon-Exchange HPLC
Ion-exchange HPLC has many applications, ranging
from the detection of simple inorganic ions, to analysis
of carbohydrates and amino acids, to the preparative
purification of proteins oligosaccharides.

13.3.4.2.1 lon Chromatography

Ion chromatography is simply high-performance ion-
exchange chromatography using a relatively low-
capacity stationary phase (either anion- or
cation-exchange) and, usually, a conductivity detector.
All ions conduct an electric current; thus, measurement
of electrical conductivity is an obvious way to detect
ionic species. Because the mobile phase also contains
ions, however, background conductivity can be rela-
tively high. One step toward solving this problem is to

use much lower capacity ion-exchange packing materi-
als, so that more dilute eluents may be employed. In
non-suppressed or single-column ion chromatogra-
phy, the detector cell is placed directly after the col-
umn outlet, and eluents are carefully chosen to
maximize changes in conductivity as sample compo-
nents elute from the column. Suppressed ion chroma-
tography utilizes an eluent that can be selectively
removed by the use of ion-exchange membranes [11].
Suppressed ion chromatography permits the use of
more concentrated mobile phases and gradient elution.
Ion chromatography can be used to determine inor-
ganic anions and cations, transition metals, organic
acids, amines, phenols, surfactants, and sugars. Some
specific examples of ion chromatography applied to
food matrices include the determination of organic and
inorganic ions in milk, organic acids in coffee extract
and wine, chlorine in infant formula, and trace metals,
phosphates, and sulfites in foods. Figure 13.6 illustrates
the simultaneous determination of organic acids and
inorganic anions in coffee by ion chromatography.

13.3.4.2.2 lon-Exchange Chromatography
of Carbohydrates and Proteins

Both cation- and anion-exchange stationary phases
have been applied to HPLC of carbohydrates. The
advantage of separating carbohydrates by anion
exchange is that retention and selectivity may be
altered by changes in eluent composition.
Carbohydrate analysis has benefited greatly by the
development of a system that involves anion-
exchange HPLC at high pH (>12) and detection by a
pulsed amperometric detector (PAD). Pellicular col-
umn packings (see Sect. 13.2.3.2.2), consisting of non-
porous latex beads coated with a thin film of strong
anion exchanger, provide the necessary fast exchange,
high efficiency, and resistance to strong alkali. These
systems may be used in a variety of applications, from
routine quality control to basic research. One common
application is the determination of oligosaccharide
distributions in corn syrups and other starch hydroly-
sates (Fig. 13.7).

Amino acids have been resolved on polymeric ion
exchangers for more than 40 years (see Chap. 24, Sect.
24.3.1.2). Ion exchange is one of the most effective
modes for HPLC of proteins and, recently, has been rec-
ognized as valuable for the fractionation of peptides.

13.3.5 Size Exclusion

Size-exclusion chromatography (SEC) fractionates
solutes solely on the basis of size, with larger mole-
cules eluting first. Due to the limited separation vol-
ume available in this chromatographic mode, as
explained in Chap. 12 (Sect. 12.4.4), the resolution
capacity of a size-exclusion column is relatively small;
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Ion-chromatographic analysis of organic acids
and inorganic anions in coffee. Ten anions
(listed) were resolved on an IonPac AS5A
column (Dionex) using a sodium hydroxide
gradient and suppressed conductivity
detection (Courtesy of Dionex Corp.,
Sunnyvale, CA)
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Anion exchange analysis of isoamylase-
treated waxy corn starch. The enzyme
de-branches the amylopectin, and the
chromatogram represents the branch chain-
length distribution, from four sugars in length
and up. The analysis was performed with
anion-exchange HPLC (Dionex™), with a
pulsed amperometric detector

13.7

thus, the “high-performance” aspect of HPLC is not
really applicable. The main advantage gained from
use of small particle packing materials is speed.
Relatively small amounts of sample can be analyzed
or separated and collected in <60 min compared to
<24-h separations using conventional low-pressure
systems. A second advantage is that the sample

concentration is higher and the relative volume is
lower, so there is much less eluent to remove.
13.3.5.1 Column Packings and Mobile

Phases

Size-exclusion packing materials or columns are
selected so that matrix pore size matches the molec-
ular weight range of the species to be resolved.
Prepacked columns of microparticulate media
are available in a wide variety of pore sizes.
Hydrophilic packings, for use with water-soluble
samples and aqueous mobile phases, may be
surface-modified silica or methacrylate resins.
Poly(styrene-divinylbenzene) resins are useful for
nonaqueous size-exclusion chromatography of
synthetic polymers.

The mobile phase in this mode is chosen for sam-
ple solubility, column compatibility, and minimal
solute-stationary phase interaction. Otherwise, it has
little effect on the separation. Aqueous buffers are
used for biopolymers, such as proteins and polysac-
charides, both to preserve biological activity and to
prevent adsorptive interactions. Tetrahydrofuran or
dimethylformamide is generally used for size-
exclusion chromatography of other polymer samples,
to ensure sample solubility.

13.3.5.2 Applications of High-Performance
SEC

Hydrophilic polymeric size-exclusion packings are
used for the rapid determination of average molecu-
lar weight and molecular weight range of polysac-
charides, including amylose, amylopectin, and other
soluble gums such as xanthan, pullulan, guar, and
water-soluble cellulose derivatives. Molecular
weight distribution can be determined directly from
high-performance size-exclusion chromatography, if
LALLS or MALLS is used for detection [7]. The appli-
cation of aqueous size-exclusion chromatography to
two commercially important polysaccharides, xan-
than and carboxymethyl cellulose, is discussed in
detail in reference [7].

SEC analysis is useful to better understand various
food components and systems. SEC analysis of tomato
cell wall pectin from hot- and cold-break tomato prepa-
rations (Fig. 13.8) showed that the cell wall pectin was
not differentially degraded by the different processing
procedures. Size-exclusion HPLC has been shown to
be a rapid, one-step method for assessing soybean cul-
tivars on the basis of protein content (proteins in the
extracts of non-defatted flours from five soybean culti-
vars were separated into six common peaks, and culti-
vars could be identified by the percent total area of the
fifth peak). A size-exclusion liquid chromatographic
method also has been applied to the determination of
polymerized triacylglycerols in oils and fats [7].
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13.3.6 Affinity

Affinity chromatography is based on the principle
that the molecules to be purified can form a selec-
tive but reversible interaction with another molecular
species that has been immobilized on a chromato-
graphic support. Although almost any material can
be immobilized on a suitably activated support, the
major ligands are proteins, including lectins (Chap.
24, Sect. 24.2.3.2.2), nucleic acids, and dyes (Chap. 12,
Sect. 12.4.5). Affinity chromatography is used to purify
many glycoproteins. Affinity chromatography using
immobilized folate-binding protein is an effective
tool in purifying sample extracts for HPLC analysis of
folates in foods (e.g., reference [21]).

13.4 SUMMARY

HPLC is a chromatographic technique of great versa-
tility and analytical power. A basic HPLC system con-
sists of a pump, injector, column, detector, and data
system. The pump delivers mobile phase through the
system. An injector allows sample to be placed into
the flowing mobile phase for introduction onto the
column. The HPLC column consists of stainless steel
or polymer hardware filled with a separation packing
material. Various auxiliary columns, particularly guard
columns, may be used prior to the analytical column.
Detectors used in HPLC include UV-Vis absorption,
fluorescence, RI, electrochemical, and light scattering,
as well as coupled analytical systems, such as a mass
spectrometer. Detection sensitivity or specificity some-
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Analysis of tomato cell wall pectin from

hot- and cold-break tomato preparations by
size-exclusion chromatography. The solid lines
are from a refractive index detector response.
The lines with markers result from a post
chromatography analysis. Aliquots of
collected fractions were analyzed by a
colorimetric chemical assay that is specific for
pectic sugars

times can be enhanced by chemical derivatization of
the analyte. Computer-controlled data station systems
offer data collection and processing capabilities and
can run the instrument when an automated system
is needed. A broad variety of column packing materi-
als have contributed greatly to the widespread use of
HPLC. These column packing materials may be cat-
egorized as silica-based (porous silica, bonded phases,
pellicular packings) or polymeric (microporous, mac-
roporous, or pellicular/nonporous). The success of
silica-based bonded phases has expanded the appli-
cations of normal-phase and reversed-phase modes
of separation in HPLC. Separations also are achieved
with ion-exchange, size-exclusion, and affinity chro-
matography. HPLC is widely used for the analysis of
small molecules and ions, such as sugars, vitamins,
and amino acids, and is applied to the separation and
purification of macromolecules, such as proteins and
polysaccharides.

13.5 STUDY QUESTIONS

1. Why might you choose to use HPLC rather
than traditional = low-pressure  column
chromatography?

2. What is a guard column and why is it used?

3. Give three general requirements for HPLC col-
umn packing materials. Describe and distin-
guish among porous silica, bonded phases,
pellicular, and polymeric column packings,
including the advantages and disadvantages of
each type.

4. What is the primary function of an HPLC
detector (regardless of type)? What factors
would you consider in choosing an HPLC
detector? Describe three different types of
detectors and explain the principles of opera-
tion for each.

5. You are performing HPLC using a stationary
phase that contains a polar nonionic functional
group. What type of chromatography is this,
and what could you do to increase the retention
time of an analyte?

6. Why are external standards commonly used for
HPLC (unlike in GC, for which internal stan-
dards are more commonly used)?

7. Ion chromatography has recently become a
widely promoted chromatographic technique
in food analysis. Describe ion chromatography
and give at least two examples of its use.

8. Describe one application each for ion-exchange
and size-exclusion HPLC.

Acknowledgment Dr. Baraem Ismail is acknowledged for
her preparation of Table 13.1.



226

B.L. Reuhs

REFERENCES

10.

11.

12.

. Bidlingmeyer BA (1993) Practical HPLC methodology

and applications. Wiley, New York

. Matissek R, Wittkowski R (eds) (1993) High performance

liquid chromatography in food control and research.
Behr’s Verlag, Hamburg, Germany

. Nollet LML, Toldra F (eds) (2012) Food analysis by HPLC,

3rd edn. Marcel Dekker, New York

. Macrae R (ed) (1988) HPLC in food analysis, 2nd edn.

Academic, New York, NY

. Harris DC (2015) Quantitative chemical analysis, 9th edn.

W.H. Freeman and Co., New York

.Hanai T (2004) HPLC: a practical guide. The Royal

Society of Chemistry, Cambridge

. Swadesh ] (ed) (2000) HPLC: practical and industrial

applications, 2nd edn. CRC, Boca Raton, FL

. Lough WJ, Wainer IW (eds) (2008) High performance lig-

uid chromatography: fundamental principles and prac-
tice. Springer, New York

. LaCourse WR (2000) Column liquid chromatography:

equipment and instrumentation (fundamental review).
Anal Chem 72: 37R-51R

Gertz C (1990) HPLC tips and tricks. LDC Analytical,
Riviera Beach, FL

Snyder LR, Kirkland JJ, Glajch JL (2012) Practical HPLC
Method Development. John Wiley & Sons, Hoboken,
New Jersey

Ishii D (ed) (1988) Introduction to microscale high-
performance liquid chromatography. VCH Publishers,
New York

13.

14.

15.

16.

17.

18.

19.

20.

21.

Dorsey ]G, Cooper WT, Siles BA, Foley JP, Barth HG
(1996) Liquid chromatography: theory and methodology
(fundamental review). Anal Chem 68:515R-568R

Waters Corporation (2014) Beginners Guide to UPLC:
Ultra-Performance Liquid Chromatography (Waters
Series) 1st edn. Milford MA

Unger KK (1990) Packings and stationary phases in chro-
matographic techniques. Marcel Dekker, New York
Gregory JF, Sartain DB (1991) Improved chromatographic
determination of free and glycosylated forms of vitamin
Bg in foods. ] Agric Food Chem 39:899-905

Stoll DR, Wang X, Carr PW (2008) Comparison of the
practical resolving power of one-and two-dimensional
high-performance liquid chromatography analysis of
metabolomics samples. Anal Chem 80(1):268-278
Synder LR, Glajch JL, Kirkland JJ (1997) Practical HPLC
method development, 2nd edn. Wiley, New York

Tomaz CT, Queiroz JA (2013) Hydrophobic interaction
chromatography, In Liquid chromatography: fundamen-
tals and instrumentation, Eds. Fanali S, Haddad PR,
Poole, Schoenmakers P, Lloyd DK. Elsevier, Amsterdam,
p 122-141

Lessin W], Catignani GL, Schwartz SJ (1997)
Quantification of cis-trans isomers of provitamin A carot-
enoids in fresh and processed fruits and vegetables.
J Agric Food Chem 45:3728-3732

Pfeiffer C, Rogers LM, Gregory JF (1997) Determination
of folate in cereal-grain food products using tri-
enzyme extraction and combined affinity and reverse-
phase liquid chromatography. ] Agric Food Chem 45:
407-413



Check for
updates

chapter

Gas Chromatography
Michael C. Qian (-)

Department of Food Science and Technology,
Oregon State University,

Corvallis, OR 97331-6602, USA

e-mail: michael.gian@oregonstate.edu

Devin G. Peterson
Department of Food Science and Technology,
The Ohio State University,

Columbus, OH 43210, USA
e-mail: peterson.892@osu.edu

Gary A. Reineccius

Department of Food Science and Nutrition,
University of Minnesota,

St. Paul, MN 55108-6099, USA

e-mail: greinecc@umn.edu

S. Nielsen (ed.), Food Analysis, Food Science Text Series, 227
DOI 10.1007 /978-3-319-45776-5_14, © Springer International Publishing 2017


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-45776-5_14&domain=pdf
mailto:michael.qian@oregonstate.edu
mailto:peterson.892@osu.edu
mailto:greinecc@umn.edu

14.1
14.2

14.3

Introduction

Sample Preparation for Gas Chromatography
14.2.1 Introduction

14.2.2 Isolation of Analytes from Foods
14.2.3 Sample Derivatization

Gas Chromatographic Hardware

and Columns

14.3.1 Gas Supply System

14.3.2 Injection Port

14.3.3 Oven

14.3.4 Column and Stationary Phases
14.3.5 Detectors

14.4 Chromatographic Theory
14.4.1 Introduction
14.4.2 Separation Efficiency
14.5 Applications of GC
14.5.1 Residual Volatiles in Packaging
Materials
14.5.2 Multidimensional GCx GC-MS
for the Generation of
Reference Compounds
14.6 Summary
14.7 Study Questions
References



Chapter 14 « Gas Chromatography

229

14.1 INTRODUCTION

The first publication on gas chromatography (GC) was
in 1952 [1], while the first commercial instruments
were manufactured in 1956. James and Martin [1] sep-
arated fatty acids by GC, collected the column effluent,
and titrated the individual fatty acids for quantitation.
GC has advanced greatly since that early work and is
now considered to be a mature field that is approach-
ing theoretical limitations.

The types of analysis that can be done by GC are
very broad. GC has been used for the determination of
fatty acids, triglycerides, cholesterol and other sterols,
gases, solvent analysis, water, alcohols, and simple
sugars, as well as oligosaccharides, amino acids and
peptides, vitamins, pesticides, herbicides, food addi-
tives, antioxidants, nitrosamines, polychlorinated
biphenyls (PCBs), drugs, flavor compounds, and many
more. The fact that GC has been used for these various
applications does not necessarily mean that it is the
best method—often better choices exist. GC is ideally
suited to the analysis of thermally stable volatile sub-
stances. Substances that do not meet these require-
ments (e.g., sugars, oligosaccharides, amino acids,
peptides, and vitamins) are more suited to analysis by
a technique such as high-performance liquid chroma-
tography (HPLC) or supercritical fluid chromatogra-
phy (SFC). Yet gas chromatographic methods appear in
the literature for these substances after derivatization.

This chapter will discuss sample preparation for
GC, GC hardware, columns, and chromatographic
theory as it is uniquely applied to GC. Texts devoted to
GC in general [2-4] and food applications in particular
[5, 6] should be consulted for more detail.

14.2 SAMPLE PREPARATION FOR GAS
CHROMATOGRAPHY

14.2.1 Introduction

One cannot generally directly inject a food product
into a GC without some sample preparation. The high
temperatures of the injection port will result in the
degradation of nonvolatile constituents and create a
number of false GC peaks corresponding to the volatile
degradation products formed. In addition, very often
the constituent of interest must be isolated from the
food matrix simply to permit concentration such that
it is at detectable limits for the GC or to isolate it from
the bulk of the food. Thus, one must generally do some
type of sample preparation, component isolation, and
concentration prior to GC analysis.

Sample preparation often involves grinding,
homogenization, or otherwise reducing particle size.
There is substantial documentation in the literature
showing that foods may undergo changes during sam-

ple storage and preparation. Many foods contain active
enzyme systems that will alter the composition of the
food product. This is very evident in the area of flavor
work [7-9]. Inactivation of enzyme systems via high-
temperature short-time thermal processing, sample
storage under frozen conditions, drying the sample, or
homogenization with alcohol may be necessary.
Microbial growth or chemical reactions may occur
in the food during sample preparation. Chemical reac-
tions often will result in false peaks on the GC. Thus,
the sample must be maintained under conditions such
that degradation does not occur. Microorganisms often
are inhibited by certain chemicals (e.g., sodium fluo-
ride), thermal processing, drying, or frozen storage.

14.2.2 Isolation of Analytes from Foods

14.2.2.1 Introduction
The isolation procedure may be quite complicated
depending upon the constituent to be analyzed. For
example, if one were to analyze the triglyceride-bound
fatty acids in a food, one would first have to extract the
lipids (free fatty acids; mono-, di-, and triglycerides; ste-
rols; fat-soluble vitamins, etc.) from the food (e.g., by
solvent extraction) and then isolate only the triglyceride
fraction (e.g., by adsorption chromatography on silica).
The isolated triglycerides then would have to be treated
to first hydrolyze the fatty acids from the triglycerides
and subsequently to form esters to improve gas chro-
matographic properties. The two latter steps might be
accomplished in one reaction by transesterification
(e.g., boron trifluoride in methanol) as described in
Chap. 17, Sect. 17.3.6.2, and Chap. 23, Sect. 23.6.2. Thus,
many steps involving several types of chromatography
may be used in sample preparation for GC analysis.
The analysis of volatiles in foods (e.g., packaging
or environmental contaminants, alcohols, and flavors
or off-flavors) can be achieved by GC. These materials
for GC analysis may be isolated by headspace analysis
(static or dynamic), simple solvent extraction, distilla-
tion, preparative chromatography (e.g., solid-phase
extraction, column chromatography on silica gel), or
some combination of these basic methods. Table 14.1
summarizes various methods of isolation described in
some detail in Sect. 14.2.2. The procedure used for a
particular food will depend on the food matrix as well
as the compounds to be analyzed. The primary
considerations are to isolate the compounds of interest
from nonvolatile food constituents (e.g., carbohy-
drates, proteins, vitamins) or those that would inter-
fere with GC (e.g., lipids). Some of the chromatographic
methods that might be applied to this task have been
discussed in the basic chromatography chapter (Chap.
12) of this text. Methods for the isolation of volatile
substances will be covered briefly as they pertain to the
isolation of components for gas chromatographic
analysis.
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It should be emphasized that the isolation proce-
dure used is critical in determining the results
obtained. An improper choice of method or poor
technique at this step negates the best gas chromato-
graphic analysis of the isolated analytes. The influ-
ence of isolation technique on gas chromatographic
analysis of aroma compounds has been demonstrated
[10]. These biases are discussed in the sections that
follow and in more detail in books edited by Marsili
[11] and Mussinan and Morello [12]. While these
books relate to the analysis of aroma compounds in
foods, the techniques for the isolation of these vola-
tiles are the same as used in the analysis of other vola-
tiles in foods.

14.2.2.2 Headspace Methods

One of the simplest methods of isolating volatile com-
pounds from foods is by direct injection of the head-
space vapors above a food product. There are two
types of headspace sampling: static headspace sam-
pling and dynamic headspace sampling.

Static (i.e., direct) headspace sampling has been
used extensively when rapid analysis is necessary and
major component analysis is satisfactory. In static head-
space sampling, a food sample is placed into a vessel,
and the vessel is closed with an inert septum. At equi-
librium, the headspace of the sample is taken using a
gas-tight syringe and then directly injected onto the
GC. Examples of method applications include measure-

14 .1

table

Methods to isolate analytes from food for gas chromatography analysis

General types Specific methods

Description

Advantages/applications

Disadvantages/limitations

Headspace  Direct headspace  Headspace taken from sample  Good for rapid analysis of Low sensitivity
sampling sampling in closed vessel for direct very low-boiling point
injection into GC compounds
Dynamic Sample is purged with inert Collects volatiles, no matter  With cryogenic trap,
headspace gas to strip volatiles from the the polarity or boiling point.  usually must further
sampling (purge sample and retained by With adsorbent trap, no extract with organic
and trap) absorbent or cryogenic traps.  further extraction is required,  solvent and dry to
The voldtiles are then desorbed  and the system is readily concentrate. With
from the trap thermally or by automated adsorbent trap, get
organic solvent for GC analysis differential adsorption
affinity and limited
capacity
Distillations ~ Steam distillation ~ Use steam at atmospheric Convenient and efficient Solvent extraction is
methods (at normal pressure or in vacuum to heat required on dilute
pressure or in and codistill volatiles from the aqueous solution
vacuum) sample collected
Simultaneous Product steam and solvent Time savings due to one-step ~ Get artifact formation
distillation and vapors are intermixed and isolation and concentration.  due to elevated
extraction (SDE) condensed. The solvent Less solvent use vs. what is temperature
extracts organic volatiles from  needed to condense the
condensed steam sample in regular steam
distillation
Solvent Simple batch Use typically organic solvent  Efficient if multiple Need to remove
exfraction extraction with, e.g., separatory funnel,  extractions and excessive nonvolatiles from the
to extract analytes of interest  shaking used extracted sample
info the solvent
Continuous Use organic solvent or CO2 More efficient than batch Need to remove
extraction with equipment to make extraction nonvolatiles from

continuous

extracted sample.
Requires elaborate
equipment

Solvent-assisted
flavor evaporation

(SAFE)

Sample with extracting solvent
are added slowly to the SAFE
device. Volatiles and solvent
are distilled and collected in
the cold trap

High efficiency. Operate at
low temperature. Minimum
thermal artifact formation

Need special device
and high vacuum
system
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| table |

General types Specific methods

(Continued)

Description Advantages/applications Disadvantages/limitations

Solid-phase Compared fo traditional
extraction liquidtoliquid extraction: less
(SPE) solvent, glassware, and time
required, better precision and
accuracy, minimum solvent
evaporation for further
analysis, readily automated
Simple solid-phase  The liquid sample is passed
extraction (SPE) through the column of filter
disk with chromatography
stationary phase. Solutes with
affinity are retained on the
phase. After rinsing the column
with water or weak solvent, a
strong eluent is used to elute
analytes of interest
Solid-phase Stationary phase is bound to  Simple operation. No solvent  Poor reproducibility.
microextraction fine fused silica filament. The  contamination or disposal. Lotto-lot variation: Short
(SPME) filament is immersed in the Many phases of fiber life of filament. Fiber is
sample or headspace of the available, so analytes with highly selective, sample
sample and then pulled into wide range of polarity and safuration, competitive
the metal sheath that is volatility can be analyzed absorption. Highly
forced through the septum influenced by other
of GC. Volatiles are volatiles in the sample
thermally desorbed from the
filament
Solid-phase Similar to SPME, but the Similar to SPME, but less Lack of commercia
dynamic extraction  polymer is coated inside a issues with analyte saturation  device
(SPDE) special needle used to draw and competition
headspace of food. Volatiles
are absorbed to the phase
and then released when the
needle is injected into GC
Stir bar sorptive Magnetic stir bar is enclosed in - Higher sensitivity and Limited phase available,
extraction (SBSE)  a glass coated with absorbent  accuracy than SPME. Highly  instrumentation is
film. The bar spins in the automated. Can extract less  expensive, high
sample and absorbs analytes  volatile compounds operation cost, not good
and then the stir bar is for solid samples (use
transferred to thermal HS-SBSE)
desorption unit and delivered to
GC column
Direct Inject 2-3-ul sample directly Simple, if the sample and Thermal degradation of
injection into the GC column column allow for this nonvolatiles. Damage to

the column. Decreased
separation if water in
the sample.
Contamination of the
column and injection
port by nonvolatiles
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ment of hexanal as an indicator of oxidation [13, 14] and
2-methylpropanal, 2-methylbutanal, and 3-methylbu-
tanal as indicators of nonenzymatic browning [15]. The
determination of residual solvents in packaging materi-
als also may be approached by this method.
Unfortunately, this method does not provide the sensi-
tivity needed for trace analysis. Instrumental con-
straints typically limit headspace injection volumes to
5 mL or less. Therefore, only volatiles present in the
headspace at concentrations greater than 10-7-g/1 head-
space would be at detectable levels (using a flame ion-
ization detector (FID)). Furthermore, the static
headspace only allows the investigation of very low-
boiling compounds.

Dynamic headspace sampling (i.e., purge and
trap) has found wide usage in recent years (Fig. 14.1).
In dynamic headspace method, the sample is purged
with an inert gas, such as nitrogen or helium, which
strips volatile constituents from the sample. This
method may involve simply passing large volumes of
headspace vapors through a cryogenic trap or, alterna-
tively, an adsorption trap. A cryogenic trap (if properly
designed and operated) will collect headspace vapors
irrespective of compound polarity and boiling point.
However, water is typically the most abundant volatile
in a food product, and, therefore, this distillate must be
extracted with an organic solvent, dried, and then con-
centrated for analysis. These additional steps add anal-
ysis time and provide opportunity for sample
contamination and loss. A more commonly used tech-
nique is to use adsorbent traps. Adsorbent traps offer
the advantages of providing a water-free volatile iso-
late (trap material typically has little affinity for water)
and are readily automated. Tenax, charcoal, or synthetic
porous polymers (Porapaks® and Chromosorbs®) are
frequently used trapping materials. These polymers
exhibit good thermal stability and reasonable capacity.
The trapped volatiles are then recovered from the trap
with a suitable solvent or by thermal desorption. For
automated purge-trap system, the adsorbent traps are
generally placed in a closed system and loaded,
desorbed, and so on via the use of automated multiport
valving systems. The automated closed system
approach provides reproducible GC retention times
and quantitative precision necessary for some studies.
The primary disadvantage of adsorbent traps is their
differential adsorption affinity and limited capacity.
Therefore, the GC profile may only poorly represent the
actual food composition due to biases introduced by
the purging and trapping steps.

14.2.2.3 Distillation Methods

Distillation processes are quite effective at isolating
volatile compounds from foods for GC analysis.
Product moisture or outside steam is used to heat and
codistill the volatiles from a food product. The most
frequently used distillation method is steam distillation
at atmospheric pressure or in vacuum. Steam

Purge & trap accessory
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Purge head
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Desorption tube

Dry
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distillation at normal pressure is a common method
for isolating essential oils from plant materials such as
hop oil. For most food analysis, this means that a very
dilute aqueous solution of volatiles results, and a sol-
vent extraction must be performed on the distillate to
permit concentration for analysis. The distillation
method most commonly used today is simultaneous
distillation and extraction (SDE), modified from orig-
inal Nickerson-Likens distillation head (Fig. 14.2) In
this apparatus, a sample is boiled in one side flask and
a small amount of extracting solvent in another. The
product steam and solvent vapors are intermixed and
condensed; the solvent extracts the organic volatiles
from the condensed steam. The solvent and extracted
distillate return to their respective flasks and are dis-
tilled to again extract the volatiles from the food. Its
one-step isolation-concentration of flavor constituents
allows a dramatic time saving over the separated
operation and, because of their continuous recycling, a
great reduction of organic solvents used. The draw-
back inherent in SDE is artifact formation. The ele-
vated temperature applied during distillation may
lead to lipid oxidation, Maillard browning, or Strecker
reaction, which introduces errors. Also, the SDE sys-
tem can be operated under vacuum, but it is not easy
to regulate. Furthermore, some food aroma com-
pounds, such as furaneol, may have low recovery by
the SDE method [16]. While the distillation method is
convenient and efficient, the volatile isolate can be
contaminated by: (1) artifacts formed from solvents
used in extraction, antifoam agents, and steam supply
(contaminated water), (2) thermally-induced chemical
changes, and (3) leakage of contaminated laboratory
air into the system.
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Simultaneous distillation and extraction
system for sample distillation

14.2

14.2.2.4 Solvent Extraction

Solvent extraction is often the preferred method for
the recovery of volatiles from foods. Recovery of vola-
tiles will depend upon solvent choice and the solubil-
ity of the analytes being extracted. Solvent extraction
typically involves the use of an organic solvent (unless
sugars, amino acids, or some other water-soluble com-
ponents are of interest).

Solvent extractions may be carried out in quite elab-
orate equipment, such as supercritical CO, extractors, or
can be as simple as a batch process in a separatory fun-
nel. Batch extractions can be quite efficient if multiple
extractions and extensive shaking are used [17]. The
continuous extractors (liquid-liquid) are more efficient
but require more costly and elaborate equipment.

Extraction with organic solvents limits the method
to the isolation of volatiles from fat-free foods (e.g.,
wines; some breads, fruits, and berries; some vegetables;
and alcoholic beverages). Even for the fat-free food sys-
tems, a small amount of fats, waxes, or other nonvolatile
compounds can be extracted. These nonvolatile materi-
als need to be removed; otherwise, they will interfere
with subsequent concentration and GC analysis.

The nonvolatile compounds can be removed using
high vacuum distillation, molecular distillation, or
solvent-assisted flavor evaporation (SAFE) distillation.
SAFE is a compact and versatile distillation apparatus
(Fig. 14.3) which can offer fast and reliable isolation of
volatiles from complex matrices [18]. During SAFE dis-
tillation, samples with extracting solvent are introduced
slowly into the flask (top left) at low temperature under
high vacuum, and volatiles and solvents are evaporated
instantly and condensed in a cold trap (right, typically
liquid nitrogen), leaving nonvolatiles in another flask.
SAFE is highly efficient and can be used to isolate vola-
tiles from solvent extracts or even directly from foods or
beverages. The drawback is that compounds with high
boiling points may not be completely recovered.

14.2.2.5 Solid-Phase Extraction

The extractions discussed above involve the use of two
immiscible phases (water and an organic solvent).
However, a newer and very rapidly growing alternative
to such extractions is solid-phase extraction (SPE) [19,
20]. In one version of this technique, a liquid sample
(most often aqueous based) is passed through a column
(2-10 mL vol) filled with chromatographic packing or a
filter disk (25-90 mm in diameter) that has the chro-
matographic packing embedded in it. The chromato-
graphic packing (i.e., stationary phase coated on silica
solid supports) may be any of a number of different
materials (e.g., ion-exchange resins or a host of different
reversed- or normal-phase HPLC column packings).

When a sample is passed through the cartridge or
filter, analytes that have an affinity for the chromato-
graphic phase will be retained on the phase, while
those with little or no affinity will pass through. The
phase is next rinsed with water, perhaps a weak sol-
vent (e.g., pentane), and then a stronger solvent (e.g.,
dichloromethane). The strong eluent is chosen such
that it will remove the analytes of interest.

SPE has been a very popular method for sample
extraction and cleanup. Many SPE columns are com-
mercially available in different phases and formats.
C18, amino, and silica gel are commonly used phases
for food component analysis. C18 cartridges have high
retention for nonpolar compounds, whereas highly
cross-linked styrene-divinylbenzene (DVB) copolymers
can extract a wide range of nonpolar and polar com-
pounds. The new generation of polymers (Oasis® HLB,
copolymer of divinylbenzene and N-vinylpyrrolidone)
can even extract lipophilic, hydrophilic, acidic, and
basic compounds with a single cartridge and perform
fractionation based on the functional group [21].

Overall, solid-phase extraction has numerous
advantages over traditional liquid-liquid extractions
including: (1) less solvent required, (2) speed, (3) less
glassware needed (less cost and potential for
contamination), (4) better precision and accuracy, (5)
minimum solvent evaporation before GC analysis,
and (6) being readily automated. However, SPE
method development requires tedious empirical pro-

14 . 3 Solvent-
fia assisted
oo
evaporation
(SAFE)
distillation

system
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cedures to achieve the best separation and recovery for
an analyte.

Another version of this method is called solid-
phase microextraction (SPME). This method was
developed originally for environmental work [22,
23]. In this adaptation, the phase is bound onto a fine
fused silica or metal filament (e.g., fiber) (approxi-
mately the size of a 10-pl syringe needle, Fig. 14.4).
The fiber is immersed in a sample or in the head-
space above a sample. After the desired extraction
time, the fiber is pulled into a protective metal
sheath, removed from the sample, and forced
through the septum of a gas chromatograph where
the adsorbed volatiles are thermally desorbed from
the fiber (Fig. 14.5).

Many different phases of fiber are commercially
available, and compounds with a wide range of polar-
ity or volatility can be analyzed. PDMS (polydimeth-
ylsiloxane) is a nonpolar phase coating and can be
used to extract nonpolar compounds. Polar analytes
can be extracted with polar phases (e.g., polyacrylate
and Carbowax® coatings). Divinylbenzene (DVB)
coating is good for many volatile compounds. The
coating has various film thicknesses. Thicker film
fibers (100 pm) are better for volatiles, whereas thinner
film fibers (7 and 30 pm) are better for larger mole-
cules. Multiphase fibers (such as Carboxen®/PDMS,
Carboxen®/DVB/PDMS) are also available to extract
both polar and nonpolar compounds. A Carboxen®/
PDMS fiber is good for highly volatile compounds,
particularly for volatile sulfur compounds [24]. A

Plunger

— Barrel
+— Plunger retaining screw
— Z-slot

|~ Hub-viewing window

Adjustable needle
guide/depth gauge

Tensioning spring | I
Sealing septum

Septum-piercing needle
Fiber attachment tubing
Fused-silica fiber—

Schematic of a solid-phase microextraction
(SPME) device [21] (Courtesy of Dr. Janusz
Pawliszyn, Dept. of Chemistry, University of
Waterloo, Waterloo, Ontario, Canada)

2-cm 50/30 DVB/Carboxen®/PDMS fiber is fre-
quently used for volatile and semi-volatile flavor anal-
ysis in food system.

SPME has been widely used to extract volatile and
semi-volatile organic compounds from environmen-
tal, biological, and food samples [25-29]. The main
advantages of this technique are the simplicity of oper-
ation and no solvent contamination or disposal. With
the autosampler, high precision and sample through-
put can be achieved. However, depending on the fiber
used, the compounds extracted can be highly selec-
tive. Furthermore, SPME has limited absorption capac-
ity, and the fiber can be easily saturated. Thus, other
volatile compounds in the sample can compete for the
active site and cause competitive absorption. Other
drawbacks are relatively poor reproducibility, fiber
lot-to-lot variation, sensitivity to solvents, life time of
the fiber, and difficulty in quantification.

Solid-phase dynamic extraction (SPDE) is
another technique for volatile extraction. SPDE is simi-
lar to SPME, except the phase is coated inside a special
needle. A gas-tight syringe is used for SPDE to draw
the headspace of food and the volatiles are absorbed
by the phase. The process can be repeated many times
by moving the plunger up and down to achieve maxi-
mum absorption. The needle then can be injected into
GC where the volatiles are thermally desorbed for
analysis. Different phases are available. The volume of
the phase is about 4.5 pl compared with only 0.6 pl for
SPME, so the SPDE has less issue with analyte satura-
tion and competition.

Stir bar sorptive extraction (SBSE) is a relatively
new technique for volatile extraction. In SBSE
(Fig. 14.6), a magnet stir bar is enclosed in a glass
coated with a thick film of polymers such as
polydimethylsiloxane (PDMS). The bar spins in the
sample solution and absorb the analytes. Subsequently,
the stir bar is transferred to a compact thermal desorp-
tion unit (TDU) mounted on a gas chromatograph
(GCQ). The analytes are thermally desorbed in the TDU
and delivered to a GC column (Fig. 14.7). The stir bar
also can just hang in the headspace for volatile extrac-
tion the same way as the SPME.

The stir bar has 50250 times more volume of
absorbent than SPME. The PDMS volume is about
0.5 pl with SPME compared to 24-126 pl with
SBSE. Due to the increased volume of absorbent phase,
SBSE has much higher sensitivity than SPME and has
minimum competition and saturation effects [30, 31].
The high sensitivity (ppt to ppg) and flexibility of
PDMS-based SBSE for nonpolar and medium polar
compounds make it an effective and time-saving
method for extracting trace volatile compounds from
complex matrices [31]. Food samples even containing
fat (<3 %) or alcohol (<10 %) can be efficiently extracted
with this technique.
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SBSE is considered to be superior to SPME in
terms of sensitivity and accuracy for determinations at
trace level in difficult matrices. The PDMS phase is
robust; it does not absorb water, alcohol, or pigment;
and it is very good for flavor extraction of alcoholic
beverages [32, 33]. PDMS-based SBSE had been suc-
cessful applications in trace analysis in environmental,
food, and biomedical fields [34-37]. However, the
PDMS phase is not selective for polar compounds.

In addition to PDMS nonpolar phase, polyacrylate
(PA) stir bar and the ethylene glycol (EG)-silicone stir
bar are also commercially available. These phases, par-
ticularly EG-silicone, extract polar compounds more
efficiently than the PDMS due to their polar nature. In
addition, the EG-silicone can efficiently extract nonpo-
lar compounds due to the properties of silicone materi-
als. The use of new phase stir bars has been applied to
different analytical fields including food and wine [38].

permission of Supelco, Bellefonte, PA.)

14.2.2.6 Direct Injection

It is theoretically possible to analyze some foods by
direct injection of the food into a gas chromatograph.
Assuming one can inject a 2-3-pl sample into a GC and
the GC has a detection limit of 0.1 ng (0.1 ng/2 pl), one
could detect volatiles in the sample at concentrations
greater than 50 ppb. Problems with direct injection
arise due to: (1) thermal degradation of any nonvola-
tile food constituents in the injector, (2) decreased sep-
aration efficiency due to water in the food sample, and
(3) contamination of the column and injection port by
nonvolatile materials. Despite these concerns, direct
injection is sometimes used to determine oxidation in
vegetable oils [39, 40]. A relatively large volume of oil
(50-100 pl) can be directly injected into an injection

Schematic showing the steps involved in the use of a solid-phase microextraction (SPME) device (Reprinted with

Diagram of
stir bar
sorptive
extraction
(SBSE) device
(Courtesy of
Gerstel, Inc.,
Linthicum,
MD)

14.6

port of a GC that has been packed with glass wool.
Since vegetable oils are reasonably thermally stable
and free of water, this method is particularly well
suited to oil analysis.

There are numerous other approaches for the iso-
lation of volatiles from foods. Some are simple varia-
tions of these methods, while others are unique.
Several review articles are available that provide a
more complete view of methodology [11, 12, 41].

14.2.3 Sample Derivatization

The compounds one wishes to determine by GC must
be thermally stable under the GC conditions
employed. Thus, for some compounds (e.g., pesti-
cides, aroma compounds, polychlorinated biphenyls
(PCBs), and volatile contaminants) the analyst can
simply isolate the components of interest from a food
as discussed above and directly inject them into the
GC. For compounds that are thermally unstable, too
low in volatility (e.g., sugars and amino acids), or
yield poor chromatographic separation due to polar-
ity (e.g., phenols or acids), a derivatization step must
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be included prior to GC analysis (see also Chaps. 19
and 23). A listing of some of the reagents used in pre-
paring volatile derivatives for GC is given in
Table 14.2. Most commonly used derivatizations are:
(1) silylation for alcohols, cholesterol, and carbohy-
drates, (2) esterification for fatty acids, and (3) oxime
formation and derivatization for aldehydes and
ketones. The conditions of use for these reagents are
often specified by the supplier or can be found in the

Glass Magnet

Stir bar coated with
PDMS

Thermal desorption
unit. This unit is
directly connected to
the injector port of
the GC or GC/MS

Design of a commercial stir bar sorptive
extraction device (Courtesy of Gerstel,
Inc., Linthicum, MD) (www.gerstel.com)
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literature [42]. Derivatization can be performed in lig-
uid extract, or on an SPE extraction column, on an
SPME fiber, or on SBSE, to allow automated extrac-
tion, derivatization, and GC analysis.

143 GAS CHROMATOGRAPHIC
HARDWARE AND COLUMNS

The major parts of a GC are the gas supply system,
injection port, oven, column, detector, electronics,
and recorder/data handling system (Fig. 14.8). The
hardware as well as operating parameters used in any
GC analysis must be accurately and completely
recorded. The information that must be included is
presented in Table 14.3.

14.3.1 Gas Supply System

The gas chromatograph will require at least a supply
of carrier gas and, most likely, gases for the detector
(e.g., hydrogen and air for a FID). The gases used must
be of high purity and all regulators, gas lines, and fit-
tings of good quality. High-quality pressure regulators
must be used to provide stable and continuous gas
supply. The regulators should have stainless steel
rather than polymer diaphragms since polymers will
give off volatiles that may contribute peaks to the ana-
lytical run. All gas lines must be clean and contain no
residual drawing oil. Nitrogen, helium, and hydrogen
gases are typically used as the carrier gas (i.e., mobile
phase) to transport the analytes in the GC column. The
carry gas line should have traps (moisture trap, oxy-

14.2
fable Reagents used for making volatile derivatives of food components for GC analysis
Reagent Chemical group Food constituent

Silyl reagents
Trimethylchlorosilane/hexamethyldisilazane
BSA [N, Obis(trimethylsilyl) acetamide
BSTFA (N, O-bis (trimethylsilyl) trifluoroacetamide)
+BuDMCS (tbutyldimethylchlorosilyl/imidazole)
TMSI (N-trimethylsilylimidazole)

Hydroxy, amino carboxylic acids

Sugars, sterols, amino acids

Esterifying reagents
Methanolic HCI
Methanolic sodium methoxide
N,N-Dimethylformamide dimethyl acetal
Boron trifluoride methanol

Carboxylic acids

Fatty acids, amines, amino acids,
triglycerides, wax esters,
phospholipids, cholesteryl esters

Miscellaneous

Acetic anhydride/pyridine

N-Trifluoroacetylimidizole/N-
heptafluorobutyrlimidizole

Alkylboronic acids

O-Alkylhydroxylamine

Alcoholic and phenolic

Hydroxy and amines

Phenols, aromatic hydroxyl
groups, alcohols
Same as above

Polar groups on neighboring atoms
Compounds containing both

Ketosteroids, prostaglandins

hydroxyl and carbonyl groups
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gen trap, and hydrocarbon trap) in line to remove any
moisture and contaminants from the incoming gas.
These traps must be periodically replaced to maintain
effectiveness.

14.3.2 Injection Port

14.3.2.1 Hardware

The injection port serves the purpose of providing a
place for sample introduction, its vaporization, and
possibly some dilution and splitting. Liquid sam-
ples make up the bulk of materials analyzed by GC,
and they are always done by syringe injection (man-
ual or automated). The injection port contains a soft
septum that provides a gas-tight seal but can be
penetrated by a syringe needle for sample
introduction.

Samples may be introduced into the injection port
using a manual syringe technique or an automated
sampling system. Manual sample injection is generally
the largest single source of poor precision in GC analy-
sis. Ten-microliter syringes are usually chosen since they
are more durable than the microsyringes, and sample
injection volumes typically range from 1 to 3 pl. These
syringes will hold about 0.6 pl in the needle and barrel
(this is in addition to that measured on the barrel). Thus,
the amount of sample that is injected into the GC
depends upon the proportion of this 0.6 pl that is
included in the injection and the ability of the analyst to

Diagram of a gas chromatographic system (Courtesy of Agilent Technologies, Inc., Santa Clara, CA)

i W/RCW Gas chromatographic hardware and
operating conditions to be recorded for all
GC separations

Parameter Description
Sample Name and injection volume
Injection Type of injection (e.g., split versus

splitless and conditions
(injection port flow rates))
Phase, length, diameter, film
thickness, and manufacturer
Solid support, size mesh, coating,
loading (%)

Capillary column

Packed columns

Tempercttures |niector, detector, oven, and any

programming information
Carrier gas Flow rate (velocity) and type
Detector Type

accurately read the desired sample volume on the
syringe barrel. This can be quite variable for the same
analyst and be grossly different between analysts. This
variability between injections and the small sample vol-
umes injected are the reasons internal (vs. external) stan-
dards are common for GC (see Chap. 12, Sect. 12.5.3).

14.3.2.2 Sample Injection Techniques

The sample must be vaporized in the injection port to
pass through the column for separation. This
vaporization can occur quickly by flash evaporation
(standard injection ports) or slowly in a gentler man-
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ner (temperature-programmed injection port or on-
column injection). The choice depends upon the
thermal stability of the analytes. Due to the various
sample as well as instrumental requirements, there are
several different designs of injection ports available.

14.3.2.2.1 Split Injection

Capillary columns have limited capacity, and the injec-
tion volume may have to be reduced to permit efficient
chromatography. The injection port may serve the
additional function of splitting the injection so that
only a portion of the analyte goes on the column (i.e.,
split injection) (Fig. 14.9, split vent valve open). The
injection port is operated about 20 °C warmer than the
maximum column oven temperature (commonly at
250 °C). The sample may be diluted with carrier gas to
accomplish a split (1: 50-1: 100 preferred, split ratio =
(column flow) /(column flow + venting flow), whereby
only a small portion (1 part) of the analyte (more
exactly, 1 part of gas flow) goes on the column, and the
majority (49/50 or 99/100 parts) of the analytes are
vented to the split vent. High split ratio typically gives
a sharp, narrow peak.

14.3.2.2.2 Splitless Injection
To increase the sensitivity, a splitless injection mode can
be used. In splitless injection, the split vent valve is

Total flow
controller

-

closed and all of the analyte goes on the column
(Fig. 14.5). Similar to the split injection, the temperature
of the injector is operated at 20 °C higher than the maxi-
mum column oven temperature. Splitless injection
requires to set up the initial column temperature
10-20 °C lower than the boiling point of the sample sol-
vent, so the solvent can recondense in the column for
acceptable chromatography of early eluting compounds
(called solvent effect).

14.3.2.2.3 Programmed Temperature
Vaporization Injection

For programmed temperature vaporization injection
(PTV) ports, the sample is introduced into an ambient
temperature port and then it is temperature pro-
grammed to some desired temperature. Since the
sample is not introduced to the hot injector, the tech-
nique is desired for temperature-sensitive analytes. In
addition, this technique is very useful to inject large
amount sample when it is used together with split/
splitless injection mode (solvent vent) to increase the
sensitivity. For example, 10 pl of liquid sample can be
injected at low temperature using a high split ratio to
let the solvent to vent out, and then the injection mode
can be changed to “splitless” as the injector is heated
up to evaporate and transfer analytes onto the
column.

Septum purge
flow controller

Purge vent

104 ml/min

—p 3 ml/min septum purge flow

— 3 ml/min

1

L

—

Split Vent

— 100 mi/min

mi/min
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Purge control
solenoid

Column head
pressure control
(back-pressure
regulator)

To detector

Schematic of a GC injection port (Courtesy of Agilent Technologies, Inc., Santa Clara, CA)
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14.3.2.2.4 On-Column Injection

On-column injection is a technique whereby the sam-
ple is directly introduced into the column for which
the temperature is at that of the GC oven. The sample
is then slowly volatized as the oven heats up. The ini-
tial oven temperature needs to be below the boiling
point of the solvent. This technique is good for ther-
mally labile analytes.

14.3.2.2.5 Thermal Desorption Injection

The volatiles can be introduced onto the head of a GC
column for chromatographic separation directly from
food samples through thermal desorption. The sample
is heated in a thermal desorption unit, and the volatiles
are carried through to a split/splitless injector.
Cryofocusing with liquid nitrogen or CO; either in the
injector or column is needed to attain sharp peaks.
Alternatively, the volatiles can be retained using an
absorbent such as a Tenax® trap during the purge stage
and then thermally desorbed onto the column. The sam-
ples can be extracted with SPME or SBSE techniques
described previously (Sect. 14.2.2.5) and then thermally
desorbed onto the column for analysis. This technique
has gained popularity to analyze volatile aroma com-
pounds in foods including friuts [36, 43] and wine [45].

14.3.3 Oven

The oven controls the temperature of the column. In
GC, one takes advantage of both an interaction of the
analyte with the stationary phase and the boiling point
for separation of compounds. Thus, the injection is
often made at a lower oven temperature and is then
temperature programmed to some elevated tempera-
ture. While analyses may be done isothermally, tem-
perature-programmed runs are most common. It
should be obvious that higher temperatures will cause
the sample to elute faster and, therefore, be at a cost of
resolution.

Oven temperature program rates can range from
as little as 0.1 °C/min to the maximum temperature
heating rate that the GC can provide. Arate of 2-10 °C/
min is most common.

The capillary column (Sect. 14.3.4.2) also can be
directly heated with an insulated heating wire based on
low thermal mass (LTM) technology. A temperature
sensor is mounted on the column. The column, the heat-
ing wire, and the sensor are all coiled together and
wrapped with alumina foil. The column can be uni-
formly heated very rapidly to improve the separation
and efficiency. Since the system does not have much
void volume and other insulation materials, it cools
very quickly. The total heating and cooling cycle is
much shorter than the traditional standard GC oven,
which makes it ideal for fast GC analysis. The module is
available with almost any standard capillary GC
column.

14.3.4 Column and Stationary Phases

The GC column may be either packed or capillary.
Early chromatography was done on packed columns,
but the advantages of capillary chromatography with
regard to separation efficiency (see Sect. 14.4.2) so
greatly outweigh those of packed column chromatog-
raphy that few packed column instruments are sold
any longer. While some use high-resolution gas chro-
matography (HRGC) to designate capillary GC, GC
today means capillary chromatography to most
individuals.

14.3.4.1 Packed Columns

The packed column is most commonly made of stain-
less steel or glass and may range from 1.6 to 12.7 mm in
outer diameter and be 0.5-5.0 m long (generally 2-3 m).
Itis packed with a granular material consisting of a “lig-
uid” coated on an allegedly inert solid support. The
solid support is most often diatomaceous earth (skele-
tons of algae) that has been purified, possibly chemi-
cally modified (e.g., silane treated), and then sieved to
provide a definite mesh size (60/80,80/100, or 100/120).

The liquid loading is usually applied to the solid
support at 1-10% by weight of the solid support.
While the liquid coating can be any one of the
approximately 200 available, the most common are
silicone-based phases (methyl-, phenyl-, or cyano-sub-
stituted) and Carbowax™ (ester based).

The liquid phase and the percent loading are deter-
mined by the analysis desired. The choice of liquid is
typically such that it is of similar polarity to the ana-
lytes to be separated. Loading influences time of analy-
sis (retention time is proportional to loading), resolution
(generally improved by increasing phase loading,
within limits), and “bleed.” The liquid coatings are
somewhat volatile and will be lost from the column at
high temperatures (this is dependent upon the phase
itself). This results in an increa