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PRAISE FOR CERAMIC MATERIALS

Praise for Ceramic Materials

“The unprecedented completeness of this book makes it a bible on ceramic materials.
It is a must read textbook for researchers, graduate students, and undergraduate
students who are interested in ceramics.” —Zhong Lin Wang, Regents’ Professor,
The Hightower Chair in Materials Science and Engineering, Georgia Institute of
Technology

“...an outstanding introduction to the subject, clearly written, very detailed, and
actually fun and quite easy to read for anyone with some basic scientific background.
Each chapter contains several exercises, which this reviewer found to be very helpful.
I also found extremely useful the shaded boxes on almost every page with short
definitions plus “people in history.” After being exposed to many books on ceramic
science during my 40-year career, I finally found a book with which I can restart my
ceramic education again.” —Dr. Antoni Tomsia, Lawrence Berkeley National
Laboratory

“...avaluable resource for the materials science and engineering community, both
as a textbook and as a general reference to this important field ... recommended
reading and a serious study source for anyone interested in ceramics....” —Professor
Richard W. Siegel, Director, Rensselaer Nanotechnology Center, Rensselaer Poly-
technic Institute

“The book is just wonderful, and one can only envy what the authors have done!
It is the best book I have seen to date. Very clearly written with excellent examples
and explanations [as well as] beautiful figures and photographs.” —Professor Safa
Kasap, Canada Research Chair in Electronic and Optoelectronic Materials, University
of Saskatchewan

“This new book. . .covers all important topics including history, microstructures,
tools, defects, mechanical properties, and processing of ceramics for understanding
and solving the problems of ceramic science and engineering,....” —Professor Yuichi
Ikuhara, The University of Tokyo

“This is a comprehensive text covering, as the title suggests, both the science and
engineering of ceramic materials. What I particularly like about the presentation of the
material is that it is broken down into useful themed sections where related topics are
grouped together.... This will be a very useful text for MSE undergraduate ceramic
courses and for post graduates starting M.Sc. or Ph.D. work and who are new to the
field of ceramic materials.” —Professor John Kilner, BCH Steele Chair in Energy
Materials, Department of Materials, Imperial College London

“Ceramic Materials: Science and Engineering is a very thorough book.... Its
uniqueness lies in the coverage of fundamentals...[as well as] properties and
applications. . .at an unparalleled level, while also providing excellent sections on
defects and processing.... Carter and Norton’s book is a must have in the ceramics
field.” —Juan Claudio Nino, UFRF Professor, Department of Materials Science and
Engineering, University of Florida, Gainesville

“It is no mean task to compete with Kingery et al.’s classic textbook on the subject,
but the authors have managed to provide a fresh new perspective on the subject with
their unique and student-friendly writing style coupled with spectacular graphics and



micrographs ... a truly remarkable text that is bound to become a benchmark in
the field.” —Professor N. Ravishankar, Materials Research Centre, Indian Institute
of Science

“...an excellent introductory textbook and basic reference for students and
professionals interested in the field of technical ceramics.... There are two aspects
which set this book apart from most specialty engineering textbooks. First, this book is
replete with micrographs, photographs, and diagrams that complement the refresh-
ingly easy-to-read text. Second, the authors discuss the field of technical ceramics
in a societal context that will help novices understand why ceramics are important
to our past and future. In summary, I highly recommend this text.” —Doreen
Edwards, Dean and Professor of Materials Science, Inamori School of Engineering
at Alfred University

“As a practitioner of ceramic science and technology over the last 25 years, I was
truly amazed with the easy to understand and quite innovative presentation approach
of various contents in the book.... This book provides a comprehensive look at various
topics from the fundamental aspects of ceramics to the properties required for various
applications.... I am sure this book will serve a key reference to students, technology
developers, and end users all over the world.” —Dr. Mrityunjay (Jay) Singh, Chief
Scientist, Ohio Aerospace Institute, NASA Glenn Research Center
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This text is dedicated to our wives
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Preface to the First Edition

In today’s materials science curriculum, there is often only time for one course on
ceramic materials. Students will usually take courses on mechanical properties,
thermodynamics and kinetics, and the structure of materials. Many will also have
taken an introductory overview of materials science. In each of these courses, the
students will have encountered ceramic materials. The present text assumes back-
ground knowledge at this introductory level but still provides a review of such critical
topics as bonding, crystal structures, and lattice defects.

The text has been divided into seven parts and 37 chapters: we will explain the
thinking behind these decisions. Part I examines the history and development of
ceramic materials: how they have literally shaped civilization. We include this
material in our introductory lectures and then make the two chapters assigned reading.
Part II discusses the bonding, structure, and the relationship among phases. Students
often find this part of the course to be the most difficult because structures are
implicitly 3-dimensional. However, so many properties depend on the structure
whether crystalline or amorphous. We have limited the number of structures to what
we think the students can manage in one course, we give references to texts that the
students can spend a lifetime studying and recommend our favorite software package.
Part III consists of two chapters on our tools of the trade. Most ceramics are heated at
some stage during processing. Unfortunately heat treatments are rarely exactly what
we would like them to be; the heating rate is too slow, the furnace contaminates the
sample, the environment is not what we want (or think it is), etc. Techniques for
characterizing materials fill books and the students are familiar with many already
from their studies on metals. So, the purpose of this chapter is, in part, to encourage the
student to find out more about techniques that they might not have heard of or might
not have thought of applying to ceramics; you could certainly skip Part III and make it
assigned reading especially if the students are taking overlapping courses. Part IV
discusses defects in ceramics and aims at providing a comprehensive overview while
again not being a dedicated book on the subject. Part IV leads straight into Part V—a
basic discussion of mechanical properties applied specifically to ceramics. The last
two parts contain just over half the chapters. The two topics are Processing (Part VI)
and Properties (Part VII) and are, of course, the reason we study ceramic materials.
The warning is—these topics form the second half of the book because the student
should understand the materials first, but it then becomes too easy to miss them in a
one-semester course due to lack of time. We know, we have done this and the students
miss the part that they would often appreciate most. Chapter 36 is probably the most
fun for half the students and both the authors; Chapter 37 is the most important for all
of us.

Many modern ceramists will acknowledge their debt to the late David Kingery.
His pioneering 1960 text was one of the first to regard ceramics as a serious scientific
subject. Both his book and his research papers have been referenced throughout the
present text. Our definition of a ceramic material follows directly from Kingery’s
definition: a nonmetallic, inorganic solid. Nonmetallic refers to the bonding: in
ceramics, it is predominantly covalent and/or ionic. Ceramics are always inorganic
solids although they also may be major or minor components of composite materials.



Throughout the text we ask the question “what is special for ceramics?” The answer
varies so much that it can be difficult to generalize, but that is what we are attempting
where possible. Having said that, ceramics are always providing surprises. Indium tin
oxide is a transparent conductor of electricity. Yttrium barium copper oxide is a
superconductor at 90 K. Doped gallium nitride is revolutionizing home lighting and
is becoming a critical component for all traffic lights. Neodynium-doped garnet is the
basis of many solid-state lasers.

A feature of this text is that we keep in mind that many of today’s high-tech
ceramic materials and processing routes have their origin in the potter’s craft or in the
jeweler’s art, and materials that are new to the materials scientist may be old friends to
the mineralogist and geologist. Throughout the text we will make connections to these
related fields. The history of ceramics is as old as civilization, and our use of ceramics
is a measure of the technological progress of a civilization.

The text covers ceramic materials from the fundamentals to industrial applications
including a consideration of safety and their impact on the environment. We also
include throughout the text links to economics and art. So many choices in ceramics
have been determined by economics. We often think of ceramics as being inexpensive
materials: bottles, bricks, and tiles certainly are. Ceramics are also the most valuable
materials we have: per gram, emerald still holds the record.

No modern materials text can be complete without considering materials at the
nanoscale. Nanoceramics appear throughout this text, but we decided not to create a
special chapter on the topic. What we have done is to highlight some of these topics as
they appear naturally in the text. It is worth noting that nanoscale ceramics have been
used for centuries; it is just recently that we have had a name for them.

The figures generally contain much more information than is given in the text.
We use this fact in some of the homework questions and hope that the extra detail will
encourage the students to delve into the literature to learn more about the topic. One
place to start this search is, of course, with the original citation if there is one. These
citations are grouped together at the end of the text, in part for this purpose, but also to
recognize the contributions of our colleagues.

On the website (www.ceramat.org), we are developing supplementary material
including an extensive list of suggestions for filling any weak or missing areas in
the student’s background and will update these suggestions periodically. We give
annotated references to the original studies that have been quoted in the text. We also
include further examples of images that supplement those in the text. The Web site
will also house two sets of questions to complement those at the end of each chapter.
One set consists of shorter questions that we use in pop quizzes but are also useful for
students, especially those working alone, to assess their own progress. The second set
includes questions, which we use for homework and take-home exams.

After reviewing some history, we consider bonding and structures (Chapters 3—8).
Essentially, this set of chapters examines the science that underpins our definition of a
ceramic material. The way atoms are connected together by covalent or ionic bonds is
illustrated by considering simple and complex structures. We introduce glasses as a
natural subsection of complex structures rather than as a separate branch of ceramics.
Window glass is a ceramic material, just like lithium niobate, mica or silicon. The
difference is that glasses are not crystalline: crystalline quartz has more in common
with amorphous silica glass than it does with alumina. The final chapter in this
sequence is important in most branches of materials science: which ceramics are
compatible with other ceramics, which are not, and which of these materials react to
form new compounds. We emphasize that these are equilibrium phase diagrams and
that ceramics often need high temperatures and long times to attain equilibrium.
(Geological times are needed in some cases.)

The next two topics (Chapters 9—10) examine two tools (in the broadest sense) that
we will use: we need to prepare the ceramic material and this usually involves heating.
Then we need to characterize it.

PrREFACE TOo THE FIRST EDITION
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In Chapters 11 thru 15 we explore the whole topic of defects in ceramics, from
point defects to voids, and elaborate on why they are important in the rest of the text.
In Chapter 13 the combination of surfaces, nanoparticles and foams builds on the
common theme of the surface as a defect but does not treat it in isolation from
properties or real ceramic processing. The positioning of the next three chapters
(Chapters 16-18) on mechanical properties was decided because of the authors’
bias. This allows us to integrate mechanical behavior into processing, thin films,
glass ceramics, and such in the immediately following chapters.

We begin the section on processing with a discussion of minerals and then consider
the different forms and shapes of ceramic powders. The topic of glass is separated into
Chapters 21 and 26 with the use of organic chemistry, the principles of shaping, and
the processes that occur during shaping (sintering, grain growth and phase
transformations) separating them. In this text we do not want to separate processing
from the science; where we have separated them, this is only done to help the student
absorb the concepts serially rather than in parallel! We discuss making films and
growing crystals in Chapters 27-29. This group of chapters really gets to the heart of
ceramic processing and mixes liquids (whether due to a solvent or to melting) in with
the powders. We do not emphasize the mechanical aspects but make it clear that a full
understanding requires that we think about them and not just for hot-pressing or for
crystalline ceramics.

The remaining eight chapters cover the applications of ceramics with the emphasis
on what property is being exploited, how we optimize it, and just how far we can still
go with these materials; remember how the development of glass optical fibers has
changed society forever in less than 40 years. Again our bias is clear. Ceramics are
amazing materials and the underlying physics is fascinating but the subject of physics
can easily obscure this excitement. Physicists are often not fully aware of the value of
chemistry and all too often underestimate the feel a ceramist has for these materials.
Before concluding the text with the most rapidly changing topic of industry and the
environment in Chapter 37, we examine two groups of ceramics that affect us all even
though we may not think about them—ceramics in biology/medicine and ceramics as
gemstones. Whether as objects of beauty or symbols of something more lasting,
polished natural single crystals of ceramics have inspired awe for centuries and
challenged scientists for nearly as long.

We would like to thank our students and postdocs, past and present, who have
helped us so much to appreciate and enjoy ceramic materials. The students include
Katrien Ostyn, Karen Morrissey, Zvi Elgat, Bruno De Cooman, Yonn Rasmussen
(formerly Simpson), David Susnitzky, Scott Summerfelt, Lisa Moore (formerly Tietz),
Chris Scarfone, Ian Anderson, Mike Mallamaci, Paul Kotula, Sundar Ramamurthy,
Jason Heffelfinger, Matt Johnson, Andrey Zagrebelny, Chris Blanford, Svetlana
Yanina, Shelley Gilliss, Chris Perrey, Jeff Farrer, Arzu Altay, Jessica Riesterer,
Jonathan Winterstein, Maxime Guinel, Dan Eakins, Joel LeBret, Aaron Lal.onde,
and Tyler Pounds. The postdocs include John Dodsworth, Monica Backhaus-Ricoult,
Hermann Wendt, Werner Skrotski, Thomas Pfeiffer, Mike Bench, Carsten Korte,
Joysurya Basu and Divakar Ramachandran and especially Ravi Ravishankar and
Stuart McKernan. We thank Carolyn Swanson for carefully drawing so many
diagrams for this text and Janet McKernan for her expert proofreading, continued
patience, and rare common sense. Janet generated the index, negotiated hyphens, and
tried to remove all our errors and typos; those that remain that should not or are
missing that should be present are solely the responsibility of the authors, We thank
our many colleagues for providing figures and understanding on some of the special
topics. In particular, we thank Richard Hughes, Rosette Gault, Peter Ilsley, Liz
Huffman, and Fred Ward.

We thank our colleagues and collaborators. David Kohlstedt who introduced CBC
to ceramics. Herman Schmalzried who is not only our guru on solid-state reactions but
the model of a truly wonderful Professor and mentor. Gisela Schmalzried who
provided meals and company during many visits to Hannover, Gottingen and
Buntenbock. Paul Hlava has been our guide and guru on everything to do with gems



and minerals: he is one of the world’s natural teachers. MGN thanks Brian Cantor for
hosting his sabbatic at Oxford University where parts of this text were written.
Likewise, CBC thanks Eva Olssen at Chalmer’s University, Yoshio Bando at NIMS,
and Paul Midgley, Colin Humphreys and the Master and Fellows of Peterhouse at
Cambridge University.

Storrs, CT, USA C. Barry Carter
Pullman, WA, USA M. Grant Norton
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PREFACE TO THE SECOND EDITION

Preface to the Second Edition

As nearly everything we said in the Preface to the first edition still holds, we suggest
you read that first. The text is divided into seven parts. The first three parts discuss the
fundamentals of ceramic materials. In the next two parts we consider defects and how
they determine the mechanical behavior of ceramics. The sixth part is really critical to
ceramics—how they are processed. In the final part, we relate all these earlier
considerations to the properties, performance, and applications of ceramics.

Our definition of a ceramic material still follows directly from Dave Kingery’s:
A ceramic is a nonmetallic, inorganic solid. Nonmetallic refers to the bonding, where
in ceramics it is predominantly covalent and/or ionic. The approach throughout
the text is unchanged, as we repeatedly ask the question: “What is special about
ceramics?” After all, those are the main messages that you should take from a textbook
entitled Ceramic Materials.

We remind our students to think of the special cases that are not as unique as we
once thought.

m [TO is a transparent conductor of electricity, but it is not the only oxide with this
property.

= YBCO is a superconductor at 90 K, but other oxides are superconductors at much
higher temperatures.

® GaN is in the home, your flashlight, and your traffic lights (or at least it will be
when your town catches up).

As with many aspects of materials science, we always need to be willing to
readjust our thinking. For example, some of yesterday’s insulators are today’s wide-
band-gap semiconductors; and it is always important to be able to connect to the
broader influences, such as the potter’s craft and the jeweler’s art, to understand that
ceramic materials are the foundation of many businesses. Many people around the
world make a living by making and using ceramics.

As you’ll see, there is still no chapter devoted to “nano” ceramics. Nanoceramics
have been with us for centuries. They are spread throughout the text, although some-
times they may be difficult to see. We have added a full chapter on energy production
and storage and then enhanced our discussion of industry. The hope is that students will
be able to read these chapters on their own and work on the questions when they have
time. Most semester- or quarter-long courses will not reach Chapter 38!

Yes, we have tried to be a little provocative at times. The title to Chapter 12 asks a
question. It could be rephrased as: “Are the Properties of Dislocations Unimportant?”
Then you’d get a resounding “No!” but that is too obvious. We ask students to
think about why we linked three topics in the title of Chapter 15. Why do we ask
“Conducting Charge or Not” rather than state “Electrical Properties?” Because the
latter would be wrong, of course. The titles may not be (aren’t) perfect, but we hope
the students will think about them before, during, and after reading the chapter.

We continue to work on the website (www.ceramicmaterials.org) to include sup-
plementary material, and teachers should feel free to contact the authors directly
(cbarrycarter@gmail.com and mgrantnorton@gmail.com). We thanked our students
and postdocs, past and present, and several colleagues in the original Preface. None of
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that gratitude is diminished. To this group, we would like to add (and apologize for
earlier omissions) Eray Aydil, Bill Gerberich, Uwe Kortshagen, Joe Michael, Dave
Williams (of course), Su Ha, Julia Nowak, Timothy Turba, Caleb Ellefson, and Jona-
than Winterstein, who was an undergraduate with M.G.N. and a Ph.D. student with C.B.
C. and survived! Timothy took classes with C.B.C. and then was a Ph.D. student with M.
G.N.! We also thank Sanjit Bhowmick, Maria Josefina Arellano-Jimenez, and Uttara
Sahaym, our recent postdocs.

We are pleased to thank our new colleagues and collaborators at the University of
Connecticut (including Mark Aindow and Pamir Alpay—editors on the Journal of
Materials Science with us) and in the EU-supported MACAN project (especially
Mehmet A. Giilgiin and Wayne Kaplan).

Finally, we would like to thank some of those who have helped us in so many other
ways: Walter Dennis Carter and the late Mary Isabel Carter; Benjamin Carter; Emily,
Robert, Oscar, and Vincent Hein; Adam and Aditya Carter; Mamta Tahiliani; Betty
Gilbert and the late John Gilbert; and Ted Norton.

PREFACE TO THE SECOND EDITION



FOREWORD

Foreword

Ceramics are both the oldest materials made by humans and among the most recent
and most sophisticated today. Not so long ago, students used to be taught—much like
the Greeks were taught that everything was made of earth, fire, and wind—that there
are three types of material: metals, plastics, and ceramics. This division clearly doesn’t
even come close to classifying, let alone describing, the enormous variety of materials
available to either the engineer or the artist today. Nor does it begin to give a feel for
the untold wealth that has been generated from utilizing the properties of ceramics to
create products that have enriched so many people’s lives in recent years. Indeed, it is
impossible to imagine anything in today’s most advanced technology—including
cellular networks, mobile devices, computers, airplanes, electrical systems, and
cars—that doesn’t depend on the properties of ceramics and the ability to manufacture
them with exquisite control.

The processing of ceramic materials—by which we mean the selection of constit-
uent powders and chemicals and their synthesis, forming, and shaping—was once a
high-level craft practiced after years of apprenticeship, with practical knowledge
passed down from one skilled person to the next. In many cases, the ingredients and
the processing were secrets and little more than alchemy, as is wonderfully told in the
delightful book, The Arcanum. The author, Janet Gleeson, recounts the trials and
tribulations of Johann Frederick Bottger, a brilliant eighteenth-century apothecary and
alchemist who worked in isolation in Meissen (under the penalty of death) to discover
the secrets for making porcelain.

During the early decades of the last century, this craft began to change with
the work of Norton, culminating in a series of books, most notably Refractories
(McGraw-Hill, First Edition, 1931). Combining advances in other fields, Refractories
brought together the central ideas of shaping, phase equilibria, sintering, and
properties that are the cornerstones of much of ceramics today. That set the stage
for a series of rapidly accumulating scientific breakthroughs in topics central to
understanding the behavior of ceramics. The next seminal book was Kingery’s
Introduction to Ceramics, published in 1960 (Wiley), which was later expanded and
extensively revised. For many years, it is probably the case that no course in ceramics
at the college or university level around the world was complete unless it was based on
this seminal text.

As new ceramic materials have been identified and characterized and new devices
developed based on one or another of the exceptional properties of ceramics, the
scientific and technical literature has exploded. This has generated new subfields of
ceramics and has identified new intellectual problems, as well as producing many
highly specialized texts. Concurrently, there have been staggering advances in char-
acterization that enable us to see all the way from the atomic arrangement in crystals
and their grain boundaries to the magnetic and electrical structure of ceramics and how
they change with temperature or field.

How can all these advances be communicated and the knowledge passed on?
In these times, when technical information, and in some cases even the detailed
derivation of equations, can be readily accessed and downloaded from the World
Wide Web, it is becoming apparent that there are two main types of undergraduate
and introductory graduate textbook: one, a comprehensive but limited-in-scope text



using a consistent mathematical description together with full derivation of equations;
and the other, a text that effectively introduces concepts and ideas. With technological
advances in printing and the plummeting cost of high-quality images, these concept-
based texts are becoming more affordable and suitable for publication in multiple
forms.

This beautifully and profusely illustrated text, Ceramic Materials, belongs to the
second category. It encompasses the intellectual breadth of ceramics as we know it
today, introducing the field in its broadest sense to any interested student. It was
thought that long gone are the days when a single book could cover the field of
materials science in any detail, but this text with superbly crafted and clear
illustrations does indeed cover the entire field of ceramics. Other, more specialized
texts describe or reproduce the mathematical development of the phenomenon under-
lying the behavior and properties of ceramics. This text takes a different tack,
introducing the key concepts through words, diagrams, images (black and white as
well as color), and photographs. Only when it is necessary to explain an essential
concept are equations presented—in many cases, just a few equations or even a single
one, such as the Herring-Nabarro creep equation. Also, in contrast to the majority of
texts, each of the photographs is of exceptional quality, sometimes stunning, and so
there is little or no ambiguity as to what the photographs are illustrating or why they
are being used. Many of the concepts in ceramic materials are, of course, common
to other areas of materials science, such as crystal structures, crystal shapes, grain
boundaries, defects, and diffusion, to mention a few. Thus, a substantial portion of this
text can be profitable reading for students in other areas of materials science.

As in the first edition, the subject matter is grouped into seven major parts, as listed
in the table of contents, but this new edition includes a chapter on the applications of
ceramics in clean energy technology, including oxide fuel cells, lithium-ion batteries,
ultra-capacitors, and ceramics as catalysts. It also has an expanded chapter on the role
of ceramics in industry. The other notable change is that many of the diagrams and
illustrations are now in color, adding vividness to the text and further emphasizing
the important role they play in communicating the ideas and descriptions in the text.
The only drawback of this second edition is that, like the original, it is rather heavy to
carry around, so I look forward to the iPad edition!

David Clarke

Gordon McKay Professor of Materials
School of Engineering and Applied Sciences
Harvard University
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Introduction

CHAPTER PREVIEW

In materials science we often divide materials into distinct classes. The primary classes of solid
materials are ceramics, metals, and polymers. This classification is based on the types of atoms
involved and the bonding between them. The other widely recognized classes are semiconductors
and composites. Composites are combinations of more than one material and often involve ceramics,
such as fiberglass. Semiconductors are materials with electrical conductivities that are very sensitive
to minute amounts of impurities. As we’ll see later, most materials that are semiconductors are
actually ceramics. An example is gallium nitride, the blue-green laser diode material.

In this chapter we define what we mean by a “ceramic.” We also describe some of the
general properties of ceramics. The difficulty when drawing generalizations, particularly in this
case, is that it is always possible to find an exception to the rule. It is because of the wide range of
properties exhibited by ceramics that they find application in such a variety of areas. A general
theme throughout this textbook is the importance of the interrelationship between the way in
which a ceramic is processed, its microstructure, and its properties. We give some examples of

these interrelationships in this chapter to illustrate their importance.

1.1 DEFINITIONS

If you look in any introductory materials science book you
find that one of the first sections describes the classifica-
tion scheme. In classical materials science, materials are
grouped into five categories:

Metals
Polymers
Ceramics
Semiconductors
Composites

Nk =

The first three are based primarily on the nature of the
interatomic bonding, the fourth on the materials conduc-
tivity, and the last on the materials structure—not a very
consistent start.

Metals, both pure and alloyed, consist of atoms
held together by delocalized electrons that overcome the
mutual repulsion between the ion cores. Many main-group
elements and all of the transition and inner transition
elements are metals. They also include alloys—combinations
of metallic elements or metallic and nonmetallic elements
(such as those in steel, which is an alloy of primarily Fe
and C). Some commercial steels, such as many tool steels,
contain ceramics. These are the carbides (e.g., Fe;C and
W¢C) that produce hardening and enhance wear resistance,
but they also make it more brittle. The delocalized electrons

C.B. Carter and M.G. Norton, Ceramic Materials: Science and Engineering,

give metals many of their characteristic properties (e.g., good
thermal and electrical conductivity). It is because of their
bonding that many metals have close packed structures and
deform plastically at room temperature.

Polymers are macromolecules formed by covalent bond-
ing of many simpler molecular units called mers. Most
polymers are organic compounds based on carbon, hydrogen,
and other nonmetals such as sulfur and chlorine. The bonding
between the molecular chains determines many of their
properties. Cross linking of the chains is key to the vulcani-
zation process that turned rubber from an interesting but
not very useful material into, for example, tires that made
traveling by bicycle much more comfortable and were
important in the production of the automobile. The terms
“polymer” and ““plastic” are often used interchangeably. How-
ever, many of the plastics that we are familiar with are actually
combinations of polymers and often include fillers and other
additives to give the desired properties and appearance.

Ceramics are usually associated with “mixed”
bonding—a combination of covalent, ionic, and sometimes
metallic. They consist of arrays of interconnected atoms;
there are no discrete molecules. This characteristic
distinguishes ceramics from molecular solids such as
iodine crystals (composed of discrete I, molecules) and
paraffin wax (composed of long-chain alkane molecules).
It also excludes ice, which is composed of discrete
H,0 molecules and often behaves just like many ceramics.
The majority of ceramics are compounds of metals or

DOI 10.1007/978-1-4614-3523-5_1, © Springer Science+Business Media New York 2013



metalloids and nonmetals. Most frequently they are oxides,
nitrides, and carbides. However, we also classify diamond
and graphite as ceramics. These forms of carbon are
inorganic in the most basic meaning of the term: they
were not prepared from a living organism. Richerson
(2000) says “most solid materials that aren’t metal, plastic,
or derived from plants or animals are ceramics.”

Semiconductors comprise the only class of material
based on a property. They are usually defined as having
electrical conductivity between that of a good conductor
and an insulator. The conductivity is strongly dependent
upon the presence of small amounts of impurities—the key
to making integrated circuits. Semiconductors with wide
band gaps (greater than about 3 eV), such as silicon
carbide and boron nitride, are becoming of increasing
importance for high-temperature electronics; for example,
SiC diodes are of interest for sensors in fuel cells. In the
early days of semiconductor technology, such materials
would have been regarded as insulators. Gallium nitride
(GaN), a blue-green light-emitting diode (LED) material is
another ceramic that has a wide band gap. Annual sales
of GaN-based LEDs exceed $7.5 billion, which is greater
than the total sales of gallium arsenide (GaAs) devices.

Composites are combinations of more than one mate-
rial or phase. Ceramics are used in many composites, often
as the reinforcement. For example, one of the reasons a
B-2 stealth bomber is stealthy is that it contains over 22 t of
carbon/epoxy composite. In some composites the ceramic
is acting as the matrix (ceramic matrix composites, or
CMCs). An early example of a CMC—dating back over
9,000 years—is brick. These often consisted of a fired clay
body reinforced with straw. Clay is an important ceramic
and is the backbone of the traditional ceramic industry.
In concrete, both the matrix (cement) and the reinforce-
ment (aggregate) are ceramics.

The most widely accepted definition of a ceramic is
given by Kingery (1976): a ceramic is a nonmetallic,
inorganic solid. Thus, all inorganic semiconductors are
ceramics. By definition, a material ceases to be a ceramic
when it is melted. At the opposite extreme, if we cool some
ceramics enough they become superconductors. All of the
so-called high-temperature superconductors (HTSCs)
(those that lose all electrical resistance at liquid-nitrogen
temperatures) are ceramics. Trickier is glass, such as is
used in windows and optical fibers. Glass fulfills the stan-
dard definition of a solid: it has its own fixed shape but is
usually a supercooled liquid. This property becomes evi-
dent at high temperatures, when it undergoes viscous
deformation. Glasses are clearly special ceramics. We
may crystallize certain glasses to make glass-ceramics
such as those found in Corningware®™. This process is
referred to as “ceramming” the glass (i.e., making it into
a ceramic). We stand by Kingery’s definition and have to
live with some confusion. We thus define ceramics in
terms of what they are not.

It is also not possible to define ceramics, or indeed any
class of material, in terms of specific properties.

® We can’t say “ceramics are brittle” because some can
be superplastically deformed and some metals can be
more brittle: a rubber hose or banana at 77 K shatters
under a hammer.

® We can’t say “ceramics are insulators” unless we put a
value on the band gap (E,) where a material is not a
semiconductor.

® We can’t say “ceramics are poor conductors of heat”
because diamond has the highest thermal conductivity
of any known material.

Before we leave this section, let’s consider a little his-
tory. The word ceramic is derived from the Greek keramos,
which means “potter’s clay” or “pottery.” Its origin is a
Sanskrit term meaning “to burn.” The early Greeks used
the word keramos when describing products obtained by
heating clay-containing materials. The term has long
included all products made from fired clay, including:

Bricks

Fireclay refractories
Sanitary-ware
Tableware

Silica refractories were first made in 1822. Although
they contained no clay, the traditional ceramic process
of shaping, drying, and firing was used to make them.
Therefore, the term “ceramic,” although retaining its orig-
inal sense of a product made from clay, began to include
other products made by the same manufacturing process.
The field of ceramics (broader than the materials them-
selves) can be defined as the art and science of making and
using solid articles that contain as their essential compo-
nent a ceramic. This definition covers the purification of
raw materials, the study and production of the chemical
compounds concerned, their formation into components,
and the study of structure, composition, and properties.

1.2 GENERAL PROPERTIES

Ceramics generally have specific properties associated
with them, although as we just noted this can be a mis-
leading approach to defining a class of material. However,
we look at some properties and see how closely they match
our expectations of what constitutes a ceramic.

Brittleness. This property is recognized from personal
experience, such as dropping a glass beaker or a dinner
plate. The reason that the majority of ceramics are brittle
is the mixed ionic-covalent bonding that holds the constit-
uent atoms together. At high temperatures (above the glass
transition temperature), glass no longer behaves in a brittle
manner; it behaves as a viscous liquid. That is why it is
easy to form glass into intricate shapes. What we can say,
then, is that most ceramics are brittle at room temperature
but not necessarily at elevated temperatures.

INTRODUCTION



Poor electrical and thermal conduction. The valence
electrons are tied up in bonds and are not free as they are
in metals. In metals, it is the free electrons—the electron
gas—that determines many of their electrical and thermal
properties. Diamond, which we classified as a ceramic in
Section 1.1, has the highest thermal conductivity of any
known material. The conduction mechanism is due to
phonons, not electrons, as we describe in Chapter 34.
Ceramics can also have high electrical conductivity:

The oxide ceramic ReOs5 has an electrical conductivity at
room temperature similar to that of Cu.

The mixed oxide YBa,Cu;O; is an HTSC; it has zero
resistivity below 92 K.

These are two examples that contradict conventional
wisdom when it comes to ceramics.

Compressive strength. Ceramics are stronger in compres-
sion than in tension, whereas metals have comparable
tensile and compressive strengths. This difference is
important when we use ceramic components for load-
bearing applications. It is necessary to consider the stress
distributions in the ceramic to ensure that they are com-
pressive. An important example is in the design of concrete
bridges, where the concrete, a CMC, must be kept in
compression. Ceramics generally have a low degree of
toughness, although combining them in composites can
dramatically improve this property.

Chemical insensitivity. A large number of ceramics are
stable in both harsh chemical and thermal environments.
Pyrex glass is used widely in chemistry laboratories
specifically because it is resistant to many corrosive
chemicals, stable at high temperatures (it doesn’t soften
until 1,100 K), and resistant to thermal shock because of
its low coefficient of thermal expansion (33 x 1077K™h.
It is also widely used in bakeware.

Transparent. Many ceramics are transparent because they
have a large E,. Examples include sapphire watch covers,
precious stones, and optical fibers. Glass optical fibers
have percent transmission > 96%/km. Metals are trans-
parent to visible light only when they are very thin,
typically < 0.1 um.

Although it is always possible to find at least one
ceramic that shows atypical behavior, the properties we
have mentioned here are in many cases different from
those exhibited by metals and polymers.

1.3 TYPES OF CERAMIC AND THEIR
APPLICATIONS

Using the definition given in Section 1.1, you can see that a
large number of materials are ceramics. The applications for
these materials are diverse, from bricks and tiles to electronic
and magnetic components. These applications use the wide
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range of properties exhibited by ceramics. Some of these
properties are listed in Table 1.1 together with examples of
specific ceramics and applications. Each of these areas is
covered in more detail later. The functions of ceramic
products are dependent on their chemical composition and
microstructure, which determines their properties. The inter-
relationship between structure and properties is a key ele-
ment of materials science and engineering.

You may find that, in addition to dividing ceramics
according to their properties and applications, it is com-
mon to classify them as traditional or advanced.

® Traditional ceramics include high-volume items such
bricks and tiles, toilet bowls (whitewares), and pottery.

m Advanced ceramics are newer materials, such as laser
host materials, piezoelectric ceramics, and ceramics
for dynamic random access memories (DRAMs),
among others, which are often produced in small
quantities at higher prices.

There are other characteristics that separate these
categories.

Traditional ceramics are usually based on clay and
silica. There is sometimes a tendency to equate traditional
ceramics with low technology, although advanced
manufacturing techniques are often used. Competition
among producers has caused processing to become more
efficient and cost-effective. Complex tooling and machin-
ery is often used and may be coupled with computer-
assisted process control.

Advanced ceramics are also referred to as “special,”
“technical,” or “engineering” ceramics. They exhibit supe-
rior mechanical properties, corrosion/oxidation resistance,
or electrical, optical and/or magnetic properties. Whereas
traditional clay-based ceramics have been used for over
25,000 years, advanced ceramics have generally been
developed only within the last 100 years.

Figure 1.1 compares traditional and advanced ceramics in
terms of the type of raw materials used, the forming and
shaping processes, and the methods used for characterization.

1.4 MARKET

Ceramics is a multibillion-dollar industry. Worldwide sales
are about $100 billion ($10'") per year; the U.S. market
alone is over $35 billion ($3.5 x 10'%) annually. (As with
all economic data, there are variations from year to year).
The general distribution of industry sales is as follows.

55% Glass

17% Advanced ceramics
10% Whiteware

9% Porcelain enamel
7% Refractories

2% Structural clay
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TABLE 1.1 Properties and Applications for Ceramics

Property Example Application
Electrical BioRu,0-, Conductive component in thick-film resistors
Doped ZrO, Electrolyte in solid-oxide fuel cells
Indium tin oxide (ITO) Transparent electrode
SiC Furnace elements for resistive heating
YBaCuO-, Superconducting quantum interference devices (SQUIDs)
SnO, Electrodes for electric glass melting furnaces
Dielectric a-Al,O3 Spark plug insulator
PbZrg 5Tig.5s03 (PZT) Micropumps
SiO, Furnace bricks
(Ba,Sr)TiO3 Dynamic random access memories (DRAMs)
Lead magnesium niobate (PMN) Chip capacitors
Magnetic v-Feos03 Recording tapes
Mng_4Zng eFex04 Transformer cores in touch tone telephones
BaFe 5049 Permanent magnets in loudspeakers
Y2.66Gdo 34F€4.90Alg 68MNg 09012 Radar phase shifters
Optical Doped SiO, Optical fibers
a-Al,O3 Transparent envelopes in street lamps
Doped ZrSiO4 Ceramic colors

Doped (Zn,Cd)S
Pby_xLax(Zr;Ti1_)1_x40g (PLZT)
Nd doped Y3Als04»

Mechanical TiN
SiC
Diamond
SizNy
Al,O3

Thermal SiO,
Al,O3 and AIN
Lithium-alumino-silicate glass ceramics
Pyrex glass

Fluorescent screens for electron microscopes
Thin-film optical switches

Solid state lasers

Wear-resistant coatings

Abrasives for polishing

Cutting tools

Engine components

Hip implants

Space shuttle insulation tiles
Packages for integrated circuits
Supports for telescope mirrors
Laboratory glassware and cookware

In the United States, sales of structural clay in the form
of bricks amount to $160 million per month. Financially,
however, the ceramics market is clearly dominated by
glass. The major application for glass is windows. World
demand for flat glass is about 40 billion square feet—
worth over $40 billion. Overall market distribution in the
United States is:

32% Flat glass

18% Lighting

17% Containers

17% Fiberglass

9% Television tubes, cathode ray tubes (CRTs)
5% Consumer glassware

1% Technical/laboratory

1% Other

Advanced ceramics form the second largest sector
of the industry. More than half of this sector is comprised

of electrical

and electronic ceramics and ceramic

packages.

36% Capacitors/substrates/packages
23% Other electrical/electronic ceramics
13% Other

12% Electrical porcelain

8% Engineering ceramics

8% Optical fibers

High-temperature ceramic superconductors, which

would fall into the category of advanced ceramics, are
not presently a major market area. They constitute less
than 1% of the advanced ceramics market. Significant
growth has been predicted because of their increased use
in microwave filters and resonators with particular appli-
cation in cell phones.

Engineering ceramics, also called structural ceramics,
include wear-resistant components such as dies, nozzles,

.............................................................................. 1 INTRODUCTION
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FIGURE 1.1. Comparison of various aspects of traditional and
advanced ceramics.

and bearings. Bioceramics (e.g., ceramic and glass-ceramic
implants and dental crowns) account for about 20% of this
market. Dental crowns are made of porcelain and over
30 million are made in the United States each year.

Whiteware sales, which include sanitary ware (e.g.,
toilet bowls, basins) and dinnerware (plates, cups), account
for about 10% of the total market for ceramics. The largest
segment of the whiteware market, accounting for about
40%, comprises floor and wall tiles. In the United States
we use about 2.5 billion (2.5 x 109) square feet of ceramic
tiles per year. Annual sales of sanitary ware in the United
States total more than 30 million pieces.

Porcelain enamel is the ceramic coating applied to
many steel appliances such as kitchen stoves, washers
and dryers. Porcelain enamels have much wider appli-
cations as both interior and exterior paneling in buildings,
for example in subway stations. Because of these wide-
spread applications it is perhaps not surprising that the
porcelain enameling industry accounts for more than
$3 billion per year.

More than 50% of refractories are consumed by the
steel industry. The major steel-making countries are China,
Japan, and the United States. Structural clay products
include bricks, sewer pipes, and roofing tiles. These are
high-volume, low-unit-cost items. Each year about eight
billion bricks are produced in the United States with a
market value of over $1.5 billion.
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1.5 CRITICAL ISSUES FOR THE FUTURE

Although glass dominates the global ceramics market, the
most significant growth is in advanced ceramics. There are
many key issues that need to be addressed to maintain this
growth and expand the applications and uses of advanced
ceramics. It is in these areas that there will be increasing
employment opportunities for ceramic engineers and
materials scientists.

Structural ceramics include silicon nitride (SizNy),
silicon carbide (SiC), zirconia (ZrO,), boron carbide
(B4C), and alumina (Al,O3). They are used in applications
such as cutting tools, wear components, heat exchangers,
and engine parts. The relevant properties of structural
ceramics are high hardness, low density, high-temperature
mechanical strength, creep resistance, corrosion resistance,
and chemical inertness. Three key issues must be solved to
expand the use of structural ceramics.

m Reducing the cost of the final product
® Improving reliability
® Improving reproducibility

Electronic ceramics include barium titanate (BaTiOs),
zinc oxide (ZnQO), lead zirconate titanate [Pb(Zr,Ti;_,)Ozs],
aluminum nitride (AIN), and HTSCs. They are used in
applications as diverse as capacitor dielectrics, varistors,
micro-electro-mechanical systems (MEMS), substrates,
and packages for integrated circuits. There are many
challenges for the future.

® Integrating with existing semiconductor technology
= Improving processing
® Enhancing compatibility with other materials

Bioceramics are used in the human body. The response
of these materials varies from nearly inert to bioactive to
resorbable. Nearly inert bioceramics include alumina
(Al,03) and zirconia (ZrO,). Bioactive ceramics include
hydroxyapatite and some special glass and glass-ceramic
formulations. Tricalcium phosphate, which dissolves in
the body, is an example of a resorbable bioceramic.
Three issues will determine future progress.

® Matching mechanical properties to human tissues
® [ncreasing reliability
® Improving processing methods

Coatings and films are generally used to modify the
surface properties of a material (e.g., a bioactive coating
deposited on the surface of a bio-inert implant). They may
also be used for economic reasons: we may want to apply a
coating of an expensive material on a lower cost substrate
rather than make the component entirely from the more
expensive material. An example is applying a diamond
coating on a cutting tool. In some cases, we use films or



coatings simply because the material performs better in
this form. An example is the transport properties of thin
films of HTSCs, which are improved over those of the
material in bulk form. Some issues need to be addressed.

® Understanding film deposition and growth
® Improving film/substrate adhesion
® Increasing reproducibility

Composites may use ceramics as the matrix phase and/
or the reinforcing phase. The purpose of a composite is
to display a combination of the preferred characteristics of
each of the components. In CMCs, one of the principal
goals has been to increase fracture toughness through
reinforcement with whiskers or fibers. When ceramics
comprise the reinforcement phase in, for example, metal
matrix composites, the result is usually an increase in
strength, enhanced creep resistance, and greater wear resis-
tance. Three issues must be solved.

® Reducing processing costs

® Developing compatible combinations of materials
(e.g., matching coefficients of thermal expansion)

® Understanding interfaces

Nanoceramics can be either well established or at an
early stage in their development. For example, they are
widely used in cosmetic products (e.g., sunscreens), and
they are critical in many catalytic applications. Their use in
fuel cells, coatings, and other devices, in contrast, is often
quite new. There are three main challenges.

= Making them

® Integrating them into devices through either top-down
or bottom-up approaches

m Ensuring that they do not have a negative impact on
society

1.6 RELATING MICROSTRUCTURE,
PROCESSING, AND APPLICATIONS

The field of materials science and engineering is often
defined by the interrelationships of four topics: synthesis
and processing; structure and composition; properties; and
performance. To understand the behavior and properties
of any material, it is essential to understand its structure.
Structure can be considered on several levels, all of which
influence final behavior. At the finest level is the electron
configuration, which affects such properties as color, electri-
cal conductivity, and magnetic behavior. The arrangement of
electrons in an atom influences how it will bond to another
atom; and this, in turn, has an impact on the crystal structure.

The arrangement of the atoms or ions in the material also
needs to be considered. Crystalline ceramics have a very
regular atomic arrangement, whereas in noncrystalline

or amorphous ceramics (e.g., oxide glasses) there is no
long-range order. Locally, though, we may identify similar
polyhedra. Such materials often behave differently relative
to their crystalline counterparts. It is not only perfect lattices
and ideal structures that have to be considered but also the
presence of structural defects, which are unavoidable in all
materials, even amorphous ones. Examples of such defects
include impurity atoms and dislocations.

Polycrystalline ceramics have a structure consisting of
many grains. The size, shape, and orientation of the grains
play a key role in many of the macroscopic properties of
these materials (e.g., their mechanical strength). In most
ceramics, more than one phase is present, with each phase
having its own structure, composition, and properties.
Control of the type, size, distribution, and amount of
these phases within the material provides a means to con-
trol its properties. The microstructure of a ceramic is often
a result of the way it was processed. For example, hot-
pressed ceramics often have very few pores, whereas this
may not be the case in sintered materials.

The interrelationship between the structure, processing,
and properties are evident throughout this text. They are
illustrated here by five examples.

1. The strength of polycrystalline ceramics depends
on the grain size through the Hall-Petch equation.
Figure 1.2 shows strength as a function of grain size
for MgO. As the grain size decreases, the strength
increases. The grain size is determined by the size of
the initial powder particles and the way in which they
were consolidated. The grain boundaries in a poly-
crystalline ceramic are also important. The strength
then depends on whether the material is pure, contains
a second phase or pores, or just contains glass at the
grain boundaries. The relationship is not always obvi-
ous for nanoceramics.

2. Transparent or translucent ceramics require that we
limit the scattering of light by pores and second-phase
particles. Reduction in porosity may be achieved by
hot-pressing to ensure a high-density product. This
approach has been used to make transparent polarized
lead-lanthanum-zirconate-titanate (PLZT) ceramics for
electrooptical applications, such as in flash-blindness
goggles, shown in Figure 1.3, which were developed
during the 1970s by Sandia National Laboratories in the
United States for use by combat pilots.

3. Thermal conductivity of commercially available poly-
crystalline AIN is usually lower than that predicted
by theory because of the presence of impurities (mainly
oxygen), which scatter phonons. Adding rare earth or
alkaline metal oxides (e.g., Y,O5; and CaO, respec-
tively) can reduce the oxygen content by acting as a
getter. These oxides are mixed in with the AIN powder
before it is shaped. The second phase, formed between
the oxide additive and the oxide coating on the AIN
grains, segregates to triple points, as shown in
Figure 1.4.

INTRODUCTION
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FIGURE 1.2. Dependence of fracture strength of MgO (at 20°C) on
grain size.

FIGURE 1.3. Pilot wearing the flash-blindness goggles (in the “off”
position).

4. Softferrites (e.g., Mn, _sZngFe,0,) are used in a range of
devices, such as the yoke that moves the electron beam
in an “old-fashioned” television tube. The permeability
of soft ferrites is a function of grain size, as shown in
Figure 1.5. Large, defect-free grains are preferred
because we need to have very mobile domain walls.
Defects and grain boundaries pin the domain walls and
make it more difficult to achieve saturation
magnetization.

5. Alumina ceramics are used as electrical insulators
because of their high electrical resistivity and low

200 nm

FIGURE 1.4. Transmission electron microscopy (TEM) image of grain
boundaries in AIN showing an yttria-rich second-phase particle at the
triple junction. The curved bands within the larger grain are planar
defects that may accommodate impurity oxygen.
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FIGURE 1.5. Variation of permeability with average grain diameter of
manganese-zinc ferrite with uncontrolled porosity.

dielectric constant. For most applications, pure alu-
mina is not used. Instead, we blend the alumina
with silicates to reduce the sintering temperature.
These materials are known as debased aluminas
and contain a glassy silicate phase between alumina
grains. Debased aluminas are generally more conduc-
tive (lower resistivity) than pure aluminas, as shown in
Figure 1.6. Debased aluminas (containing 95% Al,05)
are used in spark plugs.
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FIGURE 1.6. Dependence of resistivity on temperature for various
compositions of alumina.

1.7 SAFETY

When working with any material, safety considerations
should be uppermost. There are several important
precautions to take when working with ceramics.

Toxicity of powders containing, for example, Pb, Cd, or
fluorides should be known. When shipping the material,
the manufacturer supplies information on the hazards
associated with their product. It is important to read this
information and keep it accessible. Some standard
resources that give information about the toxicity of
powders and their “acceptable” exposure levels are given
in the References at the end of the chapter.

Small particles should not be inhaled. The effects have
been well known, documented, and then often ignored since
the 1860s. Proper ventilation, improved cleanliness, and
protective clothing have significantly reduced many of the
industrial risks. Care should be taken when handling any
powders (both toxic and nontoxic materials). The most
injurious response is believed to be when the particle size
is <1 um; larger particles either do not remain suspended in
the air sufficiently long to be inhaled or, if inhaled, cannot
negotiate the tortuous passage of the upper respiratory tract.
The toxicity and environmental impact of nanopowders has
not been clearly addressed but is the subject of various
studies, such by the Royal Society (2004), and ongoing
research at universities where a particular focus is on carbon
nanotubes, which are often injected into mice.

High temperatures. Much of ceramic processing involves
the use of high temperatures. The effects of high

TABLE 1.2 Color Scale of Temperature

Color Corresponding T (°C)
Barely visible red 525
Dark red 700
Cherry red, just beginning to appear 800
Clear red 900
Bright red, beginning orange 1,000
Orange 1,100
Orange-white 1,200
Dull white 1,300
Bright white 1,400

temperatures on the human body are obvious. What is not
so obvious is how hot something actually is. Table 1.2 gives
the color scale for temperature. From this tabulation, you can
see that an alumina tube at 400°C does not show a change
in color, although it still burns skin. Other safety issues
involved with furnaces are addressed in Chapter 9.

Organics are used as solvents and binders during pro-
cessing. Traditionally, organic materials have played little
role in ceramic processing. Nowadays, however, they are
widely used in many forms of processing. Again, the
manufacturer provides safety data sheets on any products
it ships. This information is important and should always
be read carefully.

As arule, the material safety data sheets (MSDSs) should
be readily accessible for all the materials you are using.
In fact, many states require that they are kept in the laboratory.

1.8 CERAMICS ON THE INTERNET

There is a great deal of information about ceramics on the
Internet. Here are just some of the many useful websites.

= www.acers.org American Ceramic Society. Member-
ship information, meetings, books.

= www.acers.org/cic/propertiesdb.asp Ceramic Knowl-
edge Center. This database has links to many other
sources of property information including the National
Institute of Standards and Technology (NIST) and
National Aeronautics and Space Administration
(NASA) materials databases.

® www.ceramics.com Links to many technical and
industrial sites.

= www.ceramicforum.com Website for the ceramics
professional.

= www.ecers.org European Ceramics Society.

= www.ceramicsindustry.com Source of industry data.

= www.porcelainenamel.com/ Porcelain Enamel Institute.

1.9 ON UNITS

We have attempted to present all data using the Systeme
International d’Unités (SI). The basic units in this system
are listed in Tables 1.3, 1.4, 1.5, and 1.6 together with
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TABLE 1.3 Sl Base Units

Base quantity Name Symbol
Length Meter m

Mass Kilogram kg
Time Second s
Electric current Ampere A
Thermodynamic temperature Kelvin K
Amount of substance Mole mol
Luminous intensity Candela cd

1.9 OnNn UNiITs

derived quantities. The primary exceptions where non-SI
units are encountered is in the expression of small
distances and wavelengths, where the A (angstrom) 1is
used by electron microscopists and X-ray crystallo-
graphers and the eV (electron volt) as a unit of energy for
band gaps and atomic binding energies. We have not used
the former but do use the latter for convenience. In the
ceramics industry, customary U.S. units are commonly
encountered. For example, temperature is often quoted in
Fahrenheit (°F) and pressure in pounds per square inch
(psi). Conversions for SI units and some of the special
British and U.S. units are in Table 1.7 and 1.8.

TABLE 1.4 Sl Derived Units

Derived quantity Name Symbol
Area Square meter m?2
Volume Cubic meter m®
Speed, velocity Meter per second m/s
Acceleration Meter per second squared m/s?

Wave number

Mass density

Specific volume
Current density
Magnetic field strength

Amount-of-substance concentration

Luminance
Mass fraction

Reciprocal meter m

Kilogram per cubic meter kg/m®
Cubic meter per kilogram m/kg
Ampere per meter A/m?
Ampere per meter A/m

Mole per cubic meter mol/m3
Candela per square meter cd/m?
Kilogram per kilogram kg/kg = 1

TABLE 1.5 Sl Derived Units with Special Names and Symbols

Expression in terms  Expression in terms

Derived quantity Name Symbol of other Sl units of Sl base units
Plane angle Radian rad — m/m=1

Solid angle Steradian sr — m?/m? = 1
Frequency Hertz Hz — s

Force Newton N — mkg.s 2
Pressure, stress Pascal Pa N/m? m~" kg.s72
Energy, work, quantity of heat Joule J N.m m? kg.s 2
Power, radiant flux Watt w Jis m? kg s 3
Electric charge, quantity of electricity Coulomb C — sA

Electric potential difference, Volt Y W/A m2kgs 3 A"
electromotive force

Capacitance Farad F CIV m—2 kg~ s* A2
Electric resistance Ohm Q V/A m2kgs 3 A2
Electric conductance Siemens S AN m2kg ' s A?
Magnetic flux Weber Wb V.s m2kgs 2 A"
Magnetic flux density Tesla T Wb/m? kgs2A~!
Inductance Henry H Wb/A m2kgs 2 A2
Celsius temperature Degree Celsius °C — K

Luminous flux Lumen Im cd.sr m?m=2cd=cd
llluminance Lux Ix Im/m? m?2m*cd=m?cd
Activity (of a radionuclide) Becqueral Bq — s

Absorbed dose, specific energy Gray Gy Jikg m2/s?
(imparted), kerma

Dose equivalent Sievert Sv Jikg m?/s?
Catalytic activity Katal kat — s~ mol




TABLE 1.6 Sl Derived Units with Names and Symbols that Include Other Sl Derived Units

Derived quantity Name Symbol
Dynamic viscosity Pascal second Pas
Moment of force Newton meter N m
Surface tension Newton per meter N/m
Angular velocity Radian per second rad/s
Angular acceleration Radian per second squared rad/s
Heat flux density, irradiance Watt per square meter W/m?
Heat capacity, entropy Joule per Kelvin J/IK
Specific heat capacity, specific entropy Joule per kilogram Kelvin J/(kg K)
Specific energy Joule per kilogram J/kg
Thermal conductivity Watt per meter Kelvin W/(m K)
Energy density Joule per cubic meter J/m?®
Electric field strength Volt per meter Vim
Electric charge density Coulomb per cubic meter C/m®
Electric flux density Coulomb per square meter C/m?
Permittivity Farad per meter F/m
Permeability Henry per meter H/m
Molar energy Joule per mole J/mol
Molar entropy, molar heat capacity Joule per mole Kelvin J/(mol K)
Exposure (x and vy rays) Coulomb per kilogram Clkg
Absorbed dose rate Gray per second Gy/s
Radiant intensity Watt per steradian W/sr
Radiance Watt per square meter steradian W/(m? sr)
Catalytic (activity) concentration Katal per cubic meter kat/m®

TABLE 1.7 Conversion Factors Between Sl Base Units and Other Systems

SI units Related units Special British and U.S. units

Length: 1 m 10"° A 3.28 ft

Mass: 1 kg 2.205 b

1t 0.984 UK (long) ton 1.103 U.S. (short) ton
Time: 1s 2.778 x 107*h, 1.667 x 1072 min

Absolute temperature: yK

y-273.15°C

32 + 1.8 (y-273.15)°F

TABLE 1.8 Conversion Factors Between Sl Derived Units and Other Systems

SI units Related units Special British and U.S. units
Area: 1 m? 10* cm? 10.76 ft?
Volume: 1 m® 10% cm® 35.3 ft3
Density: 1 kg/m® 1072 g/cm?® 6.24 x 1072 Ib/ft3
Force: 1 N 10° dyn —
9.807 N 1 kgf (kilogram force) 2.205 Ibf
Pressure, stress: 10° Pa 1 bar 14.5 psi

750 mmHg (torr) 0.987 atm.
Energy, work, quantity of heat
1J 107 erg or 0.239 cal —
105.5 MJ — 10° Btu
0.1602 aJ 1eV —
Power: 1 W 0.86 kcal/h 1.341 x 103 hp

Dynamic viscosity: 1 dPa.s

Surface tension, surface energy: 1 N/m
Magnetic field strength: 1 A/m
Magnetic flux density: 1 T

1 P (poise) 10% cP

108 dyn/cm 10° erg/cm
4n x 107° Oe

10* G (gauss)
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The SI base unit of temperature is the Kelvin (K). TABLE 1.9 Decade Power Notation®
We use both K and °C in this text. The degree Celsius is

. . . L . Factor Prefix Symbol Factor Prefix Symbol
equal in magnitude to the Kelvin, which implies that the 4 4

numerical value of a temperature difference or temperature 10: yotta M 107; dec'_ d
. . c o s 10 zetta Z 10 centi c
interval whose value is expressed in °C is equal to the 10t oxa E 10-3 il .
numerical value of the same temperature difference or 101 peta P 10-6 micro "
interval when its value is expressed in K. 10%2 tera T 109 nano n

Several of the figures that we have used were obtained 10 giga G 10-12 pico p
from sources where the original data were not in SI units. 108 mega M 1018 femto f
In many cases, we have converted the units into SI units  10° kilo k 10718 atto a
using conversions and rounding in accordance with ASTM  10? hecto h 1072 zepto z
Standard E 380. Any variations from this procedure are 10’ deca da 1072 yocto y

noted in the appropriate place.

The decade power notation is a convenient method of
representing large and small values within the SI units.
Examples that you will encounter in this book include nm
(107" m) and pF (10~ 2 F). The full decade power notation
scheme is given in Table 1.9.

& Factors that are not powers of 1000 are discouraged

CHAPTER SUMMARY

We adopted the definition of a ceramic as a nonmetallic, inorganic solid. This definition
encompasses a wide range of materials, many of which are described as semiconductors elsewhere.
The definition of ceramics we adopted is not quite complete in that glass—which behaves like a
solid at room temperature and below but has the structure of a liquid—is actually a very important
ceramic. More than half the ceramic industry is devoted to producing glass. The second largest
segment of the ceramics market is advanced ceramics (also called special, engineering, or technical
ceramics). This area is exciting and includes many of the newer materials, such as HTSCs,
bioceramics, and nanoceramics. These areas are predicted to experience significant growth.

PEOPLE AND HISTORY

In most of the chapters we include a short section relating to the history of the topic, usually one-line biographies of
our heroes in the field—some of whom have defined the subject. If the section is a little short in some chapters, the
names/events may be listed in another chapter. The purpose of this section is to remind you that although our
subject is old it is also quite young, and many of the innovators never thought of themselves as ceramists.

EXERCISES
1.1 Which of the following materials could be classified as a ceramic. Justify your answer. (a) Solid argon (Ar);
(b) molybdenum disilicide (MoSi,); (c) NaCl; (d) crystalline sulfur (S); (e) ice; (f) boron carbide (B4C).

1.2 Is silicone rubber (widely used as a caulking material in bathrooms and kitchens) a ceramic or a polymer?
Explain your reasoning.

1.3 Thereare several phases in the Fe-C system. One phase is the y-Fe (austenite), which can contain up to about 8 at. % C.
Another phase is cementite, which contains 25 at.% C. Is either of these two phases a ceramic? Justify your answer.

1.4 The following definition has been proposed: “All ceramics are transparent to visible light.” Is this a good way to
define a ceramic? Explain your reasoning.

1.5 In the distribution of industry sales of advanced ceramics (Section 1.4), 13% was listed as “Other.” Suggest
applications that might be included in this group.

1.6 Ceramic tile accounts for about 15% of the floor tile market. (a) What alternatives are available? (b) What
advantages/disadvantages do ceramics have over the alternatives? (c) What factors do you think influence the
total amount of ceramic floor tiles used?

1.7 Gerber, the baby food manufacturer, is replacing most of its glass baby food jars with plastic. Miller Brewing
Co. now sells some of its popular beers in plastic containers. Compare glass and plastics in terms of their
application for packaging food and beverages.
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The steel industry is the major consumer of refractories. What other industries might be users of this ceramic product?

Pearls and garnets are both examples of gems. We classify garnet as a ceramic. Would you classify pearl as a
ceramic? Briefly justify your answer.

Some nuclear reactors use MOX fuel. What is MOX and is it a ceramic?

In Section 1.2 we identified ReO; as a ceramic with high electrical conductivity. Where in the periodic table of
elements is Re? Do you think this position is related to its electrical conductivity? Briefly explain your answer to
the second part of this question.

Pyrex® glass is highly resistant to strong acids such as HCl and HNO5;. What company makes Pyrex®?

Aluminum nitride (AIN) has high thermal conductivity. What company or companies make AIN? Are any of
these companies located in the United States?

In the text, we use the following acronyms: ASTM, NIST, and NASA. Define each of these acronyms and
briefly describe why each of these organizations might have an interest in ceramics.

Convert the following values into nanometers: (a) 10 pm; (b) 0.3 mm; (c) 0.01 cm; (d) 2,000 am; (e) 0.02 m;
() 0.2 dm.

Small particles were reviewed in a 2004 report by the Royal Society. Briefly summarize by referring to more
recent reports how our understanding of toxicity has developed.

You are familiar with potter’s clay. Explore the web or otherwise to help you to explain what jeweler’s clay is.
Also, how does potter’s clay differ from brickmaker’s clay? What is fireclay? Are any of these materials ceramics?

How do the materials hydroxyapatite and tricalcium phosphate relate to diet?
More difficult task: Explain Table 1.2 quantitatively.

Use your library to access the following journals: J Eur. Ceram. Soc., J Am. Ceram. Soc., ] Mater. Res., and ] Mater.
Sci. Which ceramic material was most reported/published in January of this year? Why do you think that happened?
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Some History

CHAPTER PREVIEW

In this chapter we present a brief history of ceramics and glasses. Because of the length of time
over which they have been important to human existence it would be possible, indeed it has been
done, to fill entire volumes on this one topic. In a one-semester course we don’t have the luxury
of spending so much time on any one topic, but history is important. In ceramics, it helps if we
understand why certain events/developments occurred, and when and how they did. We’re
really interested in setting the scene for many of the subsequent chapters. The earliest ceramics
that were used are flint and obsidian. They exhibit conchoidal fracture like many modern-day
ceramics, such as cubic zirconia and glasses. This property enabled very sharp edges to be
formed, which were necessary for tools and weapons. During the latter period of the Stone Age
(the Neolithic period) pottery became important. Clay is relatively abundant. When mixed with
water, it can be shaped and then hardened by heating. We describe the different types of pottery
and how the ceramics industry developed in Europe. The Europeans were not responsible for
many of the early inventions in pottery; they were mostly trying to copy Chinese and Near East
ceramics. Europe’s contribution was to industrialize the process. We also describe some of the
major innovations in ceramics that occurred during the twentieth century, such as the float-glass
process, bioceramics, and the discovery of high-temperature superconductivity. These
developments are important in defining the present status of the field and give some indications
of areas where future innovations may occur. We finish the chapter by giving information about
museums that have major collections of ceramic materials, and we list the relevant professional

societies.

2.1 EARLIEST CERAMICS:
THE STONE AGE

Certain ancient periods of history are named after the
material that was predominantly utilized at that time.
The Stone Age, which began about 2.5 million years ago,
is the earliest of these periods. Stone, more specifically
flint, clearly satisfies our definition of a ceramic, given in
Chapter 1.

Flint is a variety of chert, which is itself cryptocrystal-
line quartz. Cryptocrystalline quartz is simply quartz
(a polymorph of SiO,) that consists of microscopic crystals.
It is formed from silica that has been removed from silicate
minerals by chemical weathering and carried by water as
ultrafine particles in suspension. Eventually, it settles out
as amorphous silica gel containing a large amount of water.
Over time, the water is lost and small crystals form, even at
low temperatures. During settling, the chemical conditions
are changing slowly. As they change, the color, rate of
deposition, and texture of the precipitate can also change.
As a result, cryptocrystalline quartz occurs in many
varieties, which are named based on their color, opacity,

C.B. Carter and M.G. Norton, Ceramic Materials: Science and Engineering,

banding, and other visible features. Flint is a black variety of
chert. Jasper is a red/brown variety.

Flint is easily chipped, and the fracture of flint is
conchoidal (shell-like), so that sharp edges are formed.
The earliest stone tools are remarkably simple, almost
unrecognizable unless they are found together in groups
or with other objects. They were made by a process called
percussion flaking, which results in a piece (a flake) being
removed from the parent cobble (a core) by a blow from
another stone (a hammer-stone) or hard object. Both the
flake and the core have fresh surfaces with sharp edges and
can be used for cutting. Although pebble tools have a
cutting edge, they are extremely simple and unwieldy.
These basic tools changed, evolved, and improved through
time as early hominids began to remove more flakes from
the core, completely reshaping it and creating longer,
straighter cutting edges. When a core assumes a distinctive
teardrop shape, it is known as a hand ax, the hallmark
of Homo erectus and early Homo sapiens technology.
Figure 2.1 is an example of a stone tool made by percus-
sion flaking and then finished by pressure flaking. It was
found in Washington State.

DOI 10.1007/978-1-4614-3523-5_2, © Springer Science+Business Media New York 2013
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Christian Thomsen first proposed the division of the
ages of prehistory into the Stone Age, Bronze Age, and
Iron Age for the organization of exhibits in the National
Museum of Denmark in 1836. These basic divisions are
still used in Europe, the United States, and in many other

FIGURE 2.1. Stone tool made by percussion flaking and finished by
pressure flaking.

Years Before Stone
Present Industry
Neolithic 10 ,000
Paiirhc Blade tools
Middl i
Pﬂll:ﬂ]iﬂiit‘ %ﬂ;)kugtf;ill:
100,000
200,000
_ 500,000
Lower
Paleolithic
Clactonian
chopping tools
1,000,000
Acheulean
handaxes
Old
2,000,000 pebbl?:‘:g]s
Basal
Paleolithic
3,000,000
6,000,000

areas of the world. In 1865, English naturalist John
Lubbock further divided the Stone Age. He coined the
terms Paleolithic for the Old Stone Age and Neolithic the
New Stone Age. Tools of flaked flint characterize the
Paleolithic period, whereas the Neolithic period is
represented by polished stone tools and pottery. Because
of the age and complexity of the Paleolithic further
divisions were needed. In 1872, the French prehistorian
Gabriel de Mortillet proposed subdividing the Paleolithic
into Lower, Middle, and Upper. Since then, an even earlier
subdivision of the Paleolithic has been designated with the
discovery of the earliest stone artifacts in Africa. The Basal
Paleolithic includes the period from around 2.5 million
years ago until the appearance and spread of hand axes.
These different periods are compared in Figure 2.2.

Stone tools that were characteristic of a particular
period are often named after archeological sites that
typified a particular technological stage.

Archaeological Hominid Major
Sites Species Events
Farming
Lascaux Pincevent Art
Dolni Vestonice
Homo sapiens
Tabun sapiens
Shanidar
; ; Homo sapiens
Flasies River neanderthalensis
Verteszdllos :
Kalambo Falls Archaic Burial of dead
Homo sapiens
Oldest dwellings
Torraiba
Terra Amata Use of fire
Olorgesailie
Zhoukoudien Spread
Trinil out of Africa
Handaxes
Homo erectus
Koobi Fora
Olduvai Homo habilis Large brains
Swartkrans First stone tools
Hadar
Australopithecus
Laetoli
Ardipithecus Oldest hominid
fossils

FIGURE 2.2. Chronology of the Stone Age.
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® Oldowan pebble tools were found in the lowest and
oldest levels of Olduvai Gorge.

m Acheulean hand axes are named after the Paleolithic
site of St. Acheul in France, which was discovered in
the nineteenth century.

® (Clactonian chopping tools are named after the British site
of Clacton-on-Sea, where there is also the earliest defini-
tive evidence for wood technology in the prehistoric
record—the wood was shaped using flint tools.

m Mousterian flake tools are named after a site in France.
The later blade tools are flakes that are at least twice as
long as they are wide.

Another important ceramic during the Stone Age was
obsidian, a dark gray natural glass precipitated from volca-
nic lava. Like other glasses, it exhibits conchoidal fracture
and was used for tools and weapons back into the Paleo-
lithic period.

2.2 CERAMICS IN ANCIENT CIVILIZATIONS

The oldest samples of baked clay include more than 10,000
fragments of statuettes found in 1920 near Dolni
Vestonice, Moravia, in the Czech Republic. They portray
wolves, horses, foxes, birds, cats, bears, and women. One
of the prehistoric female figures, shown in Figure 2.3, had
remained almost undamaged. It was named the “Venus of
Vestonice” and is believed to have been a fertility charm.
The absence of facial features on this and other “Venus”
figures is causing many anthropologists to rethink the role

FIGURE 2.3. A 25000-year old baked clay Pavlovian figurine called the
“Venus of Vestonice,” which was found in 1920 in Dolni Vestonice in
the Czech Republic.
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these figures might have played in prehistoric society. The
statuette stands about 10 cm tall and has been dated as far
back as 23,000 Bce. One of the most recent archeological
finds was made in the caves of Tuc d’Audobert in France,
where beautifully preserved clay bison have been found
that are estimated to be 12,000 years old.

The earliest archeological evidence of pottery produc-
tion dates back to about 10,000 Bct and the discovery of
fragments from a cave dwelling near Nagasaki, Japan. This
type of pottery is called Jomon pottery because of the
characteristic surface patterns, which were made with a
twisted cord. Jomon means ‘“cord pattern.” The pottery
featured patterns made with sticks, bones, or fingernails.
These vessels, like those produced in the Near East about
10,000 years ago, were fired at a low temperature com-
pared to modern-day pottery production.

By 6,400 BCE, pottery-making was a well-developed
craft. Subsequent developments in the history of ceramics
are shown in Figure 2.4. We describe some of them in
more detail later in the chapter.

2.3 CLAY

Silicate minerals make up the vast majority of the earth’s
crust, which is not surprising if we consider:

® The abundance of Si and O (Figure 2.5)
m The high strength of the Si—O bond (Table 2.1)

Because silicate and aluminum silicate minerals
are widely available, they are inexpensive and form the
backbone of the traditional high-volume products of the
ceramic industry. Their abundance also explains why
earthenware products are found in nearly every part of
the world. The situation is very different with regard to
kaolinite, the essential ingredient, along with feldspar
and quartz, needed to make porcelain, by far the finest
and most highly prized form of ceramic. Kaolin deposits
are more localized. There are excellent deposits, for
example, in southwest England. In the United States,
most kaolin comes from the Southeast, between central
Georgia and the Savannah River area of South Carolina.

Clay minerals remain the most widely used raw
materials for producing traditional ceramic products. The
total U.S. production of clays is about 40 million tons per
year, valued at $1.5 billion.

The clay minerals are layered or sheet silicates with a
grain size <2 pm. Chemically, they are aluminosilicates.
In nature, mica (shown in Figure 2.6) is constructed by
stacking layers together to form sheets. Kaolinite has a
related structure but tends to have smaller ‘“grains.”
Rocks that contain large amount of kaolinite are known
as kaolin. When the sheets are separated by films of water,
the platelets slide over one another to give plasticity to the
mixture. This plasticity is the basis for the use of clay for
pottery. Moreover, when the clay—water mixture dries, it



about 22000 BCE = Earliest known fired clay figures

about 8000 BCE » Fired vessels in Near East

Slip coatings, ochre red and black decoration, impressed designs,

by about rouletting, incised decoration, control of oxidation-reduction during firing
6000 BCE manganese and spinel black pigments, coil and slab contruction
in Near East

burnishing, joining, paddle and anvil shaping, carving and trimming
clays prepared by decanting suspension

about 4000 BCE = Egyptian faience

about 1600 BCE = vapor glazing, prefritted glazes

wheel throwing
earthenware molds
craft shops

1500 BCE = glass making
alkaline glazes

about 1000 BCE = glazed
stoneware in China

Han Dynasty (206 BCE -
221 CE) » white
porcelain

10th C = clay-quartz-frit ware in Egypt

13th C * enameled minai ware

lustre painting

14th C » white tile

16th C = Iznik tile
Blue on white wares

about 700 BCI
Greek black-

on-red ware

about 100 BCE
more lead glazes

Tang Dynasty (618-906)
extensive porcelain
exported from China

Sung Dynasty (960-1279)
celadon and jun ware

9th C » tin glazed
ware in Baghdad
lustre painting

Ming Dynasty (1368-1644)
Blue on white porcelain

17th C » Arita ware
rebuilding of Ching-to-Chen
during Kang Hsi reign

13thCe
tin glazed majolica
in Spain, Italy

15th C e
German
stoneware
salt glazing
English slipware

1708 = Bottger porcelain

about 1720 » modern
European hard porcelain

15th C =
polychrome painting
16th C»
paintings of history
and stories

17th C # fine
terra cotta

wares in England

Engine turning 17th C e

faience in Europe
blue and white delft ware

1764 » Wedgwood
Jasperware

20thC »
Hand-crafted
tin-glazed ware

J2thCe
Hand-crafted stoneware

1575-1587 = Medici porcelain
17th C » Gombroon ware

about 1695 # soft paste porcelain
at St. Cloud

1742 = soft paste porcelain
at Chelsea

1796 » Spode’s English

bone china

1857 » Beleek
frit porcelain

Beginning of opaque “famille-rose”enamels
18th C = fine white semi-vitreous

19th C e Parian porcelain

FIGURE 2.4. The “flow” of ceramic history illustrates the mainstreams of earthenware, terra cotta, and stoneware; of “triaxial” hard-paste porcelain; of
quartz-based bodies; and of tin-glazed ware. Some important shaping and decorative techniques are illustrated, but the diagram is far from complete.
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FIGURE 2.5. Abundance of common elements in the earth’s crust.

TABLE 2.1 Bond Strengths with Oxygen

Bond Strength (kJ/mol)
Ti-O 674
Al-O 582
Si-O 464
Ca-O 423
Mn*2-0 389
Fe*2-0 389
Mg-O 377

FIGURE 2.6. Large “grains” of mica clearly show the lamellar nature of
the mineral. Two orientations are present in this one piece, which is

about 10 cm wide.

becomes hard and brittle and retains its shape. On firing at
temperatures about 950°C, the clay body becomes dense
and strong. We describe the structures of some of the

important clay minerals, including kaolin, in Chapter 7.
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2.4 TYPES OF POTTERY

Pottery is broadly divided into

m Vitrified ware
m Nonvitrified ware

The classification depends upon whether the clay was
melted during the firing process into a glassy (vitreous)
substance. Within these divisions we have:

m FEarthenware. Made from red “earthenware clay” and
fired at fairly low temperatures, typically between
950°C and 1,050°C. It is porous when not glazed,
relatively coarse, and red or buff-colored, even black,
after firing. The term “pottery” is often used to signify
earthenware. The major earthenware products are
bricks, tiles, and terra cotta vessels. Earthenware dat-
ing back to between 7,000 and 8,000 BCE has been
found, for example, in Catal Hilyuk in Anatolia
(today’s Turkey).

m Stoneware. Similar to earthenware but fired to a higher
temperature (around 1,200-1,300°C). It is vitrified, or
at least partially vitrified, and so it is nonporous and
stronger. Traditional stoneware was gray or buff-
colored, although the color can vary, ranging from
black—through red, brown, and gray—to white.
Fine white stoneware was made in China as early as
1,400 Bce (Shang Dynasty). Johann Friedrich Bottger
and E.W. von Tschirnhaus produced the first European
stoneware in Germany in 1707. It was red. Later Josiah
Wedgwood, an Englishman, produced black stoneware
called basalte and white stoneware colored by metal
oxides, called jasper.

m Porcelain. Invented by the Chinese and produced dur-
ing the T’ang Dynasty (618-907 cE). It is a white, thin,
and translucent ceramic that possesses a metal-like
ringing sound when tapped. Porcelain is made from
kaolin (also known as china clay), quartz, and feldspar.
Fired at 1,250-1,300°C, it is an example of vitreous
ware. The microstructure of porcelain is quite compli-
cated. Figure 2.7 shows a backscattered electron
image, obtained using a scanning electron microscope
(SEM), of the microstructure of a “Masters of Tabriz”
tile (1436 cg). It shows that it contains many large
grains of quartz immersed in a continuous glass phase.

m Soft-paste porcelain. Porcelain with low clay content
that results in a low alumina (Al,O53) content. The most
common form of soft-paste porcelain is formed of a
paste of white clay and ground glass. This formulation
allows a lower firing temperature but provides a less
plastic body. Not being very tough, it is easily
scratched and more rare than hard-paste porcelain.

® Hard-paste porcelain. Porcelain with a relatively high
alumina content derived from clay and feldspar, which
permits good plasticity and formability but requires a
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high firing temperature (1,300-1,400°C). Bottger
produced the first successful European hard-paste por-
celain in 1707-1708 consisting of a mixture of clay
and gypsum. This work laid the foundation for the
Meissen porcelain manufacture in Saxony (Germany)
in 1710.

® Bone china. This has a recipe similar to that for hard-
paste porcelain but with an addition of 50% animal
bone ash (calcium phosphate). This formulation
improves strength, translucency, and whiteness of the
product and was perfected by Josiah Spode at the end
of the eighteenth century. It was then known as
“English China” or “Spode China.”

2.5 GLAZES

To hermetically seal the pores of goods made of earthen-
ware, an additional processing step called glazing was
introduced around or probably even before 3,000 BCE by
the Egyptians. It involved coating the fired objects with an
aqueous suspension consisting of finely ground quartz
sand mixed with sodium salts (carbonate, bicarbonate,
sulfate, chloride) or plant ash. The ware was then refired,
usually at a lower temperature, during which the particles
would fuse into a glassy layer.

Two other types of glaze, which also date back several
millennia, have been applied to earthenware. They are the
transparent lead glaze and the opaque white tin glaze.

FIGURE 2.7. Microstructure of a “Masters of Tabriz” tile showing many
large grains of crystalline SiO..

2.5.1 Lead Glaze

The addition of lead reduces the melting or fusion point of
the glaze mixture, which allows the second firing to be at
an even lower temperature. The first lead-rich glazes were
probably introduced during the Warring States period
(475-221 BcE). The lead oxide (PbO) content was about
20%. During the Han Dynasty (206 BCE to cg 200), higher
lead oxide contents were typical, up to 50-60%. Lead
glazing was subsequently widely used by many
civilizations. However, lead from the glaze on tableware
may be leached by food. Table 2.2 shows lead released
from two glazes that were made to match those of two
Eastern Han Dynasty lead glazes. The glaze formulations
were remade and fired by CERAM (formerly the British
Ceramic Research Association) in the United Kingdom.
The amount of lead released in a standard leach test is
determined by filling the glazed ceramic item with 4%
acetic acid at 20°C for 24 h. The acid is then analyzed
for Pb by flame atomic absorption spectrometry. The pres-
ent U.S. Food and Drug Administration limit for Pb release
from small hollowware is 2 ppm.

Some historians believe that lead release from glazes
on pitchers and other food and beverage containers and
utensils poisoned a large number of Roman nobility and
thus contributed (together with lead from water pipes) to
the fall of the Roman Empire (see, e.g., Lindsay 1968).
Lead poisoning was responsible for high mortality rates in
the pottery industry even during the nineteenth century.
Many countries have now outlawed lead glazing unless
fritted (premelted and powdered) glazes are utilized that
prevent the lead from being easily leached. The possibility
of leaching a heavy metal from a glass is a concern today in
the nuclear-waste storage industry.

2.5.2 Tin Glaze

The Assyrians, who lived in Mesopotamia (today’s North-
ern Iraq), probably discovered tin glazing during the
second millennium BcE. It was utilized for decorating
bricks but eventually fell into disuse. It was reinvented
again in the ninth century ce and spread into Europe via
the Spanish island of Majorca, after which it was later
named (Majolica). Centers of majolica manufacture devel-
oped in Faenza in Italy (Faience) and in 1584 at the famous
production center at Delft in The Netherlands (Delftware).
Tin glazing became of industrial importance at the end of
the nineteenth century with the growth of the ceramic
sanitary ware industry.

TABLE 2.2 Composition of Han Lead Glazes (wt%) and Lead Metal Release (ppm)

PbO  SiO, Al:O3 FeO3 TiO, CaO MgO KO Na,O BaO CuO SnO, CI S Pb release
Glaze1 59.7 295 3.7 1.3 0.2 1.9 0.5 0.9 0.2 0.2 1.2 0.2 22 — 42
Glaze2 435 334 39 2.0 0.6 2.0 0.7 0.5 0.4 7.7 3.0 1.2 — 0.6 120

.............................................................................. 2 SoME HisTorY



2.6 DEVELOPMENT OF A CERAMICS
INDUSTRY

Quantity production of ceramics began during the fourth
millennium BcE in the Near East. Transition to a large-
scale manufacturing industry occurred in Europe during
the eighteenth century. At the beginning of the century,
potteries were craft institutions. But this situation was
transformed at several important sites:

m Vincennes and Sevres in France
®m Meissen in Germany
= Staffordshire in England

By the end of the eighteenth century, the impact of
greater scientific understanding (e.g., chemical analysis
of raw materials) had changed the field of ceramics.
At the same time, the ceramic industry played an influen-
tial role in the industrial revolution and the development of
factory systems in England and across Europe. Ceramics
became an important and growing export industry that
attracted entrepreneurs and engineers to develop modern
production and marketing methods. A leader in this revo-
lution was Josiah Wedgwood.

In 1767 Wedgwood produced improved unglazed
black stoneware, which he called “basalte.” The famous
Wedgwood “jasperware” began production in 1775 and
consisted of the following.

One part flint

Six parts barium sulfate
Three parts potters’ clay
One-quarter part gypsum

Wedgwood was so excited by this new ceramic body
that he wrote to his partner: “The only difficulty I have is
the mode of procuring and conveying incog (sic) the raw
material . . .. I must have some before I proceed, and I dare
not have it in the nearest way nor undisguised.”

Jasper is white, but Wedgwood found that it could be
colored an attractive blue by the addition of cobalt oxide.
(The mechanism for color formation in transition metal
oxides is described in Chapter 32.) The manufacturing
process was soon changed (in part because of a sharp
increase in the cost of the blue pigment), and the white
jasper was coated with a layer of the colored jasper.
Wedgwood jasper remains sought after and highly
collectable.

Wedgwood also was instrumental in changing the way
manufacturing was done. He divided the process into many
separate parts and allowed each worker to become expert
in only one phase of production. This approach was revo-
Iutionary at the time and was designed to increase the
performance of each worker in a particular area and reduce
the requirement for overall skill. He was also concerned
with trade secrets; each workshop at his factory had a
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separate entrance so workers would not be exposed to
more than a limited number of valuable secrets.

In the increasingly competitive entrepreneurial econ-
omy of the eighteenth century, Wedgwood was one of
the leading figures to have the foresight and the willing-
ness to expend the necessary effort to promote the general
interests of the ceramics industry. In the early days of the
pottery industry in England, transport of raw materials in
and product out was done with pack animals. It was clear
that quantity production could not be achieved without
better transportation. Wedgwood organized a potters’ asso-
ciation to lobby for better roads and, more importantly, a
canal system. The opening of the Trent-Mersey Canal in
1760 ensured that Staffordshire would remain the center of
English pottery production.

As with many industries, the first stage of the Industrial
Revolution did not result in deterioration of working
conditions. A partly rural craft-based skill such as
pottery-making became an injurious occupation only as
industrialization progressed, bringing poor workers from
the countryside into overcrowded town centers. Occupa-
tional diseases were prevalent in the potteries. The main
problem was diagnosed at an early date—Ilead poisoning.
In 1949, British regulations forbade the use of raw lead
in glaze compositions. Prior to this regulation there had
been 400 cases of lead poisoning a year at the end of the
nineteenth century. Although experiments with leadless
glazes were recorded throughout the nineteenth century,
lead was essential. The safe solution adopted and approved
early in the twentieth century was a lead glaze of low
solubility, produced by making the glaze suspension out
of fritted lead.

Another serious health risk for potters was pneumoco-
niosis: flint dust particles when inhaled caused gradual and
often fatal damage to the lungs. It was a lingering disease
that took many decades to diagnose and control. Flint is
still used as a component in the bodies of many traditional
ceramic wares, but the risk of pneumoconiosis has been
virtually eliminated through proper ventilation and clean-
liness of workshops and the use of protective clothing.

In North America, the origin of pottery production
occurred in regions where there were deposits of earthen-
ware clay and the wood needed for the kilns. The abundance
of these raw materials were factors in the English colonialists
settling in Jamestown, Virginia in 1607. There is evidence
that pottery production began in Jamestown around 1625
(see Guillard 1971). Similar supplies were available in the
Northeast for the English potters accompanying the small
band of farmers and tradesmen who arrived in Plymouth in
the 1620s. In New England and Virginia, potters used a lead
glaze brushed onto the inside of the earthenware vessel to
make the porous clay watertight.

The important pottery centers in North America during
the mid-nineteenth century were Bennington, VT, Trenton,
NJ, and East Liverpool, OH. The geographical location
of each center formed a right triangle located in the
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Northeast. These locations had deposits of fine clay plus
river transportation, which provided easy access to
markets. By 1840, there were more than 50 stoneware
potteries in Ohio, earning Akron the tag “Stoneware City.”

In the past, ceramic production was largely empirical.
To maintain uniformity, producers always obtained their
raw materials from the same supplier and avoided chang-
ing any details of their process. The reason was that they
were dealing with very complex systems that they did not
understand. Nowadays, thanks to the result of ~100 years
of ceramics research, processing and manufacturing are
optimized based on an understanding of basic scientific
and engineering principles. Research in ceramics was
spurred on by two main factors:

m Development of advanced characterization techniques
such as X-ray diffraction and electron microscopy,
which provided structural and chemical information

® Developments in ceramic processing technology

2.7 PLASTER AND CEMENT

A special ceramic is hydraulic (or water-cured) cement.
World production of hydraulic cement is about 1.5 billion
tons per year. The top three producers are China, Japan,
and the United States. When mixed with sand and gravel,
we obtain concrete, the most widely utilized construction
material in industrialized nations. In essence, concrete is a
ceramic matrix composite (CMC) in which not just the
matrix but also the reinforcing material is ceramic.

Ancient Romans and Greeks, 2,000 years ago, pioneered
the use of cement. Its unique chemical and physical
properties produced a material so lasting that it stands
today in magnificent structures such as the Pantheon in
Rome. Roman cement consisted of a mixture of powdered
lime (CaO) and volcanic ash (a mixture of mainly SiO,,
Al,O3, and iron oxide)—called pozzolana—from Mount
Vesuvius, which buried the ancient city of Pompeii in 79
CE. This mixture hardens in
the presence of water.

Contemporary hydraulic
cement—for example
Portland cement (invented
by Joseph Aspdin and
named after a natural stone
from the island of Portland in England, which it
resembles)—has a composition similar to that of pozzola-
nic cement. The chief ingredients of Portland cement are
di- and tricalcium silicates and tricalcium aluminate. In the
reduced nomenclature given in Table 2.3, these ingredients
would be expressed as C,S, C3S, and C3A, respectively.
Portland cement is produced to have a specific surface area
of ~300 m?*/kg and grains between 20 and 30 pm. The
average composition is given in Table 2.4. In Chapter
8 we show you on a ternary phase diagram the composition
range of Portland cements.

Hydraulic
hardening.

PORTLAND CEMENTS

materials—water

TABLE 2.3 Reduced Nomenclature for Cement Chemistry

Lime CaO = C
Alumina Al,O3 = A
Silica SiO, = S
Water H,O = H

The setting reactions for Portland cement are similar to
those for the ancient pozzolanic cement. The first reaction
is the hydration of C3A. This reaction is rapid, occurring
within the first 4 h. It causes the cement to set.

C3A + 6H — C3AHg + heat 2.1

The C3AHg phase, or ettringite, is in the form of rods
and fibers that interlock. The second reaction, which
causes the cement to harden, is slower. It starts after
about 10 h and takes more than 100 days to complete.
The product is tobermorite gel, a hydrated calcium silicate
(CazSi,04.3H,0), which bonds everything together.

2C,S +4H — C3S,H3 + CH + heat 2.2)

2C3S 4+ 6H — C3S;H3 + 3CH + heat (2.3)

Protuberances grow from the gel coating and form
arrays of interpenetrating spines. Scanning electron
microscopy (SEM) has been one tool that has been used
to examine cement at various stages in the setting and
hardening process. Figure 2.8 shows an SEM image
recorded 8 days into the hardening process. The plate-
like features are calcium hydroxide (CH); the cement
(Ct) grains are already completely surrounded by the
tobermorite gel (called CSH in the figure).

The development of strength with time for Portland
cement is shown in Figure 2.9. The reactions give off
a lot of heat (Figure 2.10). In very large concrete
structures, such as the Hoover Dam at the Nevada—Arizona
border in the United
States, heat is a potential
problem. Cooling pipes
must be embedded in
the concrete to pump
the heat out. These
pipes are left in place as
a sort of reinforcement. In the case of the Hoover Dam,
the construction consisted of a series of individual con-
crete columns rather than a single block of concrete. It is
estimated that if the dam were built in a single continuous
pour, it would have taken 125 years to cool to ambient
temperatures. The resulting stresses would have caused the
dam to crack and possibly fail.

Plaster of Paris is a hydrated calcium sulfate (2CaSO,.
H,0). It is made by heating naturally occurring gypsum
(CaS04.2H,0) to drive off some of the water. When mixed
with water, plaster of Paris sets within a few minutes by a

causes setting and
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TABLE 2.4 Average Overall Composition of Portland Cement Clinker

By element Wt % By phase Reduced nomenclature ~ Name Wt. %
CaO 60-67 3Ca0.Si0, CsS Tricalcium silicate 45-70
SiO, 17-5 2Ca0.Si0, C,S Dicalcium silicate 25-30
Al,Ogz 3-9 3Ca0.Al,03 CsA Tricalcium aluminate 5-12
Fes03 0.5-6.0 4Ca0.Al,03.Fe;O3 C,AF Tricalcium aluminoferrite 5-12
MgO 0.1—4 CaS0,4.2H,0 CSH, Gypsum 3-5
Na,0O, K;0 0.5-1.3
SOs3 1-3
10
Heat
Evolution]  Setting

FIGURE 2.8. Reaction products in cement after 8 days hardening
(SEM image).
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FIGURE 2.9. Increase in compressive strength of Portland cement with
time.

cementation reaction involving the creation of interlocking
crystals:

1 3
CaSOy - EHZO + EHzo — CaS0Oy, - 2H,0 2.4)

To increase the setting time, a retarding agent (the protein
keratin) is added. Plaster of Paris is named after the French
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FIGURE 2.10. Heat evolution during the setting and hardening of
Portland cement.

city where it was made and where there are abundant gypsum
deposits. Following the Great Fire of London, in 1666, the
walls of all wooden houses in the city of Paris were covered
with plaster to provide fire protection. The earliest use of
plaster coating dates back 9,000 years and was found in
Anatolia and Syria. The Egyptians used plaster made from
dehydrated gypsum powder mixed with water as a joining
compound in the magnificent pyramids.

2.8 BRIEF HISTORY OF GLASS

The history of glass dates back as far as the history of
ceramics itself. We mentioned in Section 2.1 the use of
obsidian during the Paleolithic period. It is not known for
certain when the first glass objects were made. Around
3,000 Bce, Egyptian glassmakers systematically began
making pieces of jewelry and small vessels from glass;
pieces of glass jewelry have been found on excavated
Egyptian mummies. By about 1,500 Bcg, Egyptian
glassmakers during the reign of Tuthmosis III had devel-
oped a technique to make the first useable hollowware.
The glass was made from readily available raw
materials. In the clay tablet library of the Assyrian King
Ashurbanipal (669-626 BCE) cuneiform texts give glass
formulas. The oldest one calls for 60 parts sand, 180 parts
ashes of sea plants, and 5 parts chalk. This recipe produces



FIGURE 2.11. Glass workers in Bohemia, from the Travels of Sir John
Mandeville (ink and tempera on parchment, Flemish, early fifteenth
century).

a Na,0-CaO-SiO; glass. The ingredients are essentially the
same as those used today but the proportions are somewhat
different. Pliny the Elder (23—79 cE) described the composi-
tion and manufacture of glass in Naturalis Historia. During
Roman times glass was a much-prized status symbol. High-
quality glassware was valued as much as precious metals.

Figure 2.11 shows a Flemish drawing from the early
fifteenth century depicting glass workers in Bohemia (from
the Travels of Sir John Mandeville). It shows the legendary
pit of Mynon with its inexhaustible supply of sand.

And beside Acre runs a little river, called the Belyon [Abellin],
and near there is the Fosse of Mynon, all round, roughly a
hundred cubits broad; and it is full of gravel. And however
much be taken out in a day, on the morrow it is as full as ever it
was, and that is a great marvel. And there is always a great wind
in that pit, which stirs up all the gravel and makes it eddy about.
And if any metal be put therein, immediately it turns to glass. This
gravel is shiny, and men make good clear glass of it. The glass
that is made of this gravel, if it be put back in the gravel, turns
back into gravel, as it was at first. And some say it is an outlet of
the Gravelly Sea. People come from far countries by sea with
ships and by land with carts to get some of that gravel.

Sand is an important constituent of most oxide glasses.
Early glassmakers would have made effective use of natu-
ral resources and set up their workshops near a source of
raw materials. This practice was also adopted during the

time of Josiah Wedgwood and was the reason that the
ceramic industry developed in the north of England—not
in London, the capital. The illustration also shows the
entire cycle of producing a glass object, from obtaining
the raw materials to testing the final product.

One of the most common methods used to form glass is
glassblowing. Although this technique was developed over
2,000 years ago in Syria, the glassblowing pipe has not
changed much since then. The main developments are the
automated processes used to produce glass containers and
light bulbs in the thousands. We summarize the important
milestones in glass formation and production in Chapter 21.

In this section we consider two specific aspects of the
history of glass.

m [ ead crystal glass
= Duty on glass

These events occurred between the very early experi-
mentation with glasses in Egyptian and other ancient
civilizations and more modern developments in glass
such as optical fibers and glass-ceramics.

The Venetians used pyrolusite (a naturally occurring
form of MnQO,) as a decolorizer to make a clear glass. This
addition was essential because the presence of impurities,
chiefly iron, in the raw materials caused the glass to have an
undesirable greenish-brown color. The manganese oxidizes
the iron and is itself reduced. The reduced form of manga-
nese is colorless but when oxidized it is purple (Mn in the
+7 oxidation state). Manganese was used until quite recently
as a decolorizer; and some old windows may be seen,
particularly in Belgium and The Netherlands, where a pur-
ple color has developed owing to long exposure to sunlight,
which oxidized the manganese back to the purple form.

Lead-crystal glass is not crystalline, but the addition of
large amounts of lead oxide to an aluminosilicate glass
formulation produces a heavy glass with a high refractive
index and excellent transparency. Suitable cutting,
exploiting the relative ease with which lead glass can be
cut and polished, enhances the brilliance. The lead content,
in the form of PbO, in Ravenscroft’s lead crystal glass has
been determined to be about 15%. Nowadays, lead crystal
glasses contain 18-38% PbO. For tableware to be sold as
“lead crystal,” the PbO content must be about 25%.

Expansion of the British glass industry followed the
success of lead crystal glass; and during the eighteenth
century it achieved a leading position that it held for a
100 years. The beautiful drinking glasses of this period are
collectors’ items. English production was hindered only by
a steady increase of taxation between 1745 and 1787 to
pay for a war against France. The tax was levied on glass
by weight, and as the tendency had been to add more lead
oxide the production was checked. As a result, many
glassmakers moved to Ireland where glass was free from
duty, and glassworks were set up in Dublin and Waterford.

During the eighteenth and nineteenth centuries, the
British government regarded the glass industry as an
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inexhaustible fund to draw on in times of war and shortage.
A glass duty was first imposed by statute in 1695 and made
perpetual the following year, but it was so high it
discouraged manufacturers and was soon reduced by half.
The duties were repealed in 1698 because of reduced
consumption of coal and the rise in unemployment. In
1746, duties were again levied, but they were also imposed
on imported glassware. The Act of 1746 required a record
to be kept of all furnaces, pots, pot chambers, and
warehouses; and due notice had to be given when pots
were to be changed. That same year the regulations were
applied for the first time in Ireland, as a result of which
many of the flourishing glassworks established there to
avoid the excise duties began to decline. The duties seri-
ously delayed technological innovation, and in 1845 they
were repealed. The industry immediately entered a new
period of growth.

The Industrial Revolution started in England during
the latter part of the eighteenth century, but it did not
radically affect the glass industry in its early stages
because mechanical power was not required in the
glassworks. The impact of mechanization is shown best
by its development in the American glass industry. Ameri-
can workers were scarce and wages were much higher than
in Europe, and so means were sought to increase produc-
tivity. One of the important developments at this time
was a process for making pitchers by first pressing and
then free-hand blowing, patented by Gillinder in 1865.
This patent led to a period where American container
production changed from a craft industry to a mechanized
manufacturing industry.

To the early glassmakers, the nature of the structure of
glass was a mystery. But they did know that the addition of
certain components could modify properties. The most
successful model used to describe the structure of oxide
glasses is the random-network model devised by W.H.
Zachariasen (1932). We describe this model is some detail
in Chapter 21. Although the random-network model is over
60 years old, it is still extensively used to explain the
behavior and properties of oxide glasses; and it is widely
used in industry for developing and modifying glass
formulations.

2.9 BRIEF HISTORY OF REFRACTORIES

The development of refractories was important for many
industries, most notably for making iron and steel and for
glass production. The iron and steel industry accounts for
almost two-thirds of all refractories used. The discovery by
Sidney Gilchrist Thomas and his cousin Percy Gilchrist in
1878 that phosphorus could be removed from steel melted
in a dolomite-lined Bessemer converter (and subsequently
on a dolomite hearth) was an important development.
They solved a problem that had defeated the leading
metallurgists of the day. What is even more remarkable is
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that Thomas, who had originally wanted to be a doctor,
was a magistrate’s clerk at Thames police court in London.
Out of interest, he attended evening classes in chemistry
and later metallurgy at Birkbeck Mechanics Institute
(now Birkbeck College, University of London), where he
became aware of the phosphorus problem. It took three
attempts (over a 1-year period) by Thomas and Gilchrist
to report the successful outcome of their work to the Iron
and Steel Institute. A lesson in perseverance! When their
paper was finally presented (Thomas and Gilchrist 1879)
the success of their process had become widely known, and
they attracted an international audience.

Dolomite refractories are made from a calcined natural
mineral of the composition CaCO3;.MgCOj3. The produc-
tion of magnesite, a more slag-resistant refractory than
dolomite, began in 1880. Magnesite refractories consist
mainly of the mineral periclase (MgO), with a typical
composition in a ratio of MgO 83-93%/Fe,03 2-7%.
Historically, natural magnesite (MgCOj3) that was calcined
provided the raw material for this refractory. With
increased demands for higher temperatures and fewer pro-
cess impurities, higher purity magnesia from seawater
and brine has been used. This extraction process is
described in Chapter 19.

In 1931, it was discovered that the tensile strength
of mixtures of magnesite and chrome ore was higher than
that of either material alone, which led to the first
chrome-magnesite bricks. Chrome refractories are made
from naturally occurring chrome ore, which has a typical
composition in ratios of Cr,O3 30-45%/A1,05 15-33%/
Si0; 11-17%/FeO 3—-6%. Chrome—magnesite refractories
have a chrome/magnesia ratio of 70:30. Such bricks have
a higher resistance to thermal shock and are less liable
to change size at high temperatures than magnesite, which
they replaced in open-hearth furnaces. The new refractories
also replaced silica in the furnace roof, which allowed
higher operating temperatures, with the benefits that these
furnaces were faster and more economical than furnaces
with silica roofs.

Finally, not the least important development in
refractories was the introduction of carbon blocks to
replace fireclay (composition similar to kaolinite)
refractories in the hearths of blast furnaces making pig
iron. Early experience was so successful that the “all
carbon blast furnace” seemed a possibility. These hopes
were not realized because later experience showed
that there was sufficient oxygen in the upper regions of
the furnace to oxidize the carbon and hence preclude its
use there.

As in the history of other ceramics, the great progress in
refractories was partly due to developments in scientific
understanding and the use of new characterization
methods. Development of phase equilibrium diagrams
and the use of X-ray diffraction and light microscopy
increased understanding of the action of slags and fluxes
on refractories and also of the effect of composition on the
properties of the refractories.
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2.10 MAJOR LANDMARKS
OF THE TWENTIETH CENTURY

Uranium dioxide nuclear fuel. In 1954 and 1955, it was
decided to abandon metallic fuels and to concentrate on
UO, (sometimes referred to as urania) as the fuel for
power-producing nuclear reactors. The water-cooled,
water-moderated nuclear reactor would not have been pos-
sible without urania. Its important properties are:

1. Resistance to corrosion by hot water

2. Reasonable thermal conductivity (about 0.2-0.1 times
that of metals)

3. Fluorite crystal structure, which allows accommoda-
tion of fission products (see Section 6.5)

Reactor pellets are often cylinders that are about 1 cm
high and 1 cm in diameter with a theoretical density of
about 95%. Many pellets are loaded into a closely fitting
zirconium alloy tube that is hermetically sealed before
insertion into the reactor.

Following World War II (and the first use of nuclear
weapons), there was a lot of research in the field of nuclear
energy. Many of the people doing this research started with
the wartime Manhattan project. Almost all worked in a few
government-supported laboratories, such as those at Oak
Ridge (in Tennessee) or Argonne (in Illinois) or at com-
mercially operated laboratories that were fully government
supported. In other countries, most of the work was also
carried out in government laboratories (e.g., Chalk River in
Canada and Harwell in England). The excitement in
nuclear energy continued into the 1970s until the Three
Mile Island incident. Much of the interest and research in
nuclear energy and nuclear materials has waned in the
United States. Work continues in several countries,
though, including Japan, France, and Canada; and it may
resume elsewhere as energy demands grow.

Float-glass process. Flat, distortion-free glass has long
been valued for windows and mirrors. For centuries, the
production of plate glass was a labor-intensive process
involving casting, rolling, grinding, and polishing. The
process required much handling of the glass and had high
waste glass losses. As a result, plate glass was expensive
and a premium product. Drawing processes were used
extensively for window glass but were not suitable for
producing distortion-free sheets for the more demanding
applications. In 1959, Alastair Pilkington introduced the
float-glass process to make large unblemished glass sheets
at a reasonable cost. It took 7 years and more than $11
million (>$150 million today) to develop the process. We
describe the technical details of the float-glass process in
Chapter 21. Float-glass furnaces are among the largest
glass-melting tank furnaces in use today and can produce
800-1,000 t of finished glass per day. A float-glass pro-
duction line can be 700 ft long, with the tin path over 150 ft
in length. It can produce a sheet with a width of 12 ft.

The float-glass process dramatically decreased the cost of
glass and led to a tremendous increase in the use of glass in
modern architecture. Each year the float-glass process
produces billions of dollars worth of glass.

Pore-free ceramics. During and following World War II
new ceramics became important because of their special
properties. They were fabricated from single-phase
powders by sintering. This process differed from the clas-
sic silicate ceramic processing in that no liquid phase was
formed. In the early stages of their development, all such
ceramics were porous after firing and hence opaque.
Robert Coble found that addition of a small amount of
MgO inhibited discontinuous grain growth in Al,O5; and
permitted it to be sintered to a theoretical density to yield a
translucent product. The first commercial product using
this new property was called Lucalox (for transLUCent
ALuminum OXide). It is used primarily to contain the Na
vapor in the high-pressure Na-vapor lamps, which give
nighttime streets their golden hue. Operating at high tem-
perature, Na-vapor lamps have a luminous efficiency of
>100 ImW ', the highest of any light source (a 100 W
tungsten-filament lamp has an efficiency of ~18 ImW ™).
They have displaced almost all other light sources for
outdoor lighting. Na-vapor lamps are produced at an
estimated rate of 16 million per year. A new product, the
ceramic-metal halide lamp, utilizes the same ceramic
envelope. It has an intense white light and is just now
being introduced. Lumex ceramic utilizes much of the
same principles in its preparation. It is based on doped
yttrium oxide and is used as a scintillation counter in the
General Electric computed tomography X-ray scanner.

Nitrogen ceramics. Silicon nitride was first produced in
1857 (Deville and Wohler 1857) but remained merely a
chemical curiosity. It wasn’t until much later that it was
considered for engineering applications. During the period
1948-1952 the Carborundum Company in Niagara Falls,
New York, applied for several patents for the manufacture
and application of silicon nitride. By 1958, Haynes (Union
Carbide) silicon nitride was in commercial production for
thermocouple tubes, rocket nozzles, boats, and crucibles
for handling molten metal. British work in silicon nitride,
which began in 1953, was directed toward the ceramic gas
turbine. It was supposed that sea and land transport would
require turbines with material capabilities beyond those of
the existing nickel-based superalloys. This work led to the
development of reaction-bonded silicon nitride (RBSN)
and hot-pressed silicon nitride (HPSN). In 1971, the
Advanced Research Projects Agency (ARPA) of the U.S.
Department of Defense placed a $17 million contract with
Ford and Westinghouse to produce two ceramic gas
turbines, one a small truck engine and the other producing
30 MW of electrical power. The goal was to have ceramic
engines in mass production by 1984. Despite considerable
investment, there is still no commercial ceramic gas tur-
bine. The feasibility of designing complex engineering
components using ceramics has been demonstrated, and
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there has been increasing use of ceramics in engineering
applications. Unfortunately, there is not a viable commer-
cial process for manufacturing complex silicon nitride
shapes with the combination of strength, oxidation resis-
tance, and creep resistance required for the gas turbine,
together with the necessary reliability, life prediction, and
reproducibility.

Magnetic ferrites. The development of ceramic magnetic
materials for commercial applications really started in the
early 1930s. In 1932, two Japanese researchers, Kato and
Takei, filed a patent describing commercial applications of
copper and cobalt ferrites. J.L.. Snoeck of N.V. Philips
Gloeilampenfabrieken in Holland performed a systematic
and detailed study of ferrites in 1948. This work launched
the modern age of ceramic magnets. The following year,
Louis Néel, a French scientist, published his theory of ferri-
magnetism. This was an important step in the history of
magnetic ceramics because most of the ceramics that have
useful magnetic properties are ferrimagnetic. About one
million tons of ceramic magnets are produced each year.

Ferroelectric titanates. These materials are used as
capacitors, transducers, and thermistors, accounting for
about one-half the sales of electroceramics. The historical
roots leading to the discovery of ferroelectricity can be
traced to the nineteenth century and the work of famous
crystal physicists Weiss, Pasteur, Pockels, Hooke, Groth,
Voigt, and the brothers Curie. Beginning with the work on
Rochelle salt (1920-1930) and potassium dihydrogen
phosphate  (1930-1940), the study of ferroelectrics
accelerated rapidly during World War II with the discovery
of ferroelectricity in barium titanate. There then followed a
period of rapid proliferation of ferroelectric materials,
including lead zirconate titanate (PZT), the most widely
used piezoelectric transducer. Together with the discovery
of new materials, there was an increase in the understand-
ing of their structure and behavior, which led to new
applications for ferroelectric ceramics, including in
micro-electro-mechanical systems (MEMS).

Optical fibers. In 1964, Charles K. Kao and George A.
Hockman, at the now defunct Standard Telecommu-
nications Laboratory (STL) in the United Kingdom,
suggested sending telecommunications signals along
glass fibers. These early fibers had very high losses—the
difference in the amount of light that went in versus the
light that came out—compared to the fibers produced
today. Robert Maurer, Donald Keck, and Peter Schultz at
the Corning Glass Works in New York State produced the
first low-loss fibers in 1970. They were made by a process
known as modified chemical vapor deposition (MCVD)
and had losses of <20 dB/km. Today, losses typically are
0.2-2.0 dB/km. In 1988, the first transatlantic fiberoptic
cable, TAT-8, began carrying telephone signals from
America to Europe. The link is 6,500 km long and can
carry 40,000 conversations per fiber. Glass fibers are also
critical in today’s endoscopes.
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Glass Ceramics. S. Donald Stookey made the first
true glass-ceramic at Corning Glass Works in 1957.
He accidentally overheated a piece of Fotoform glass—a
photosensitive lithium silicate glass. The glass didn’t melt;
instead, it was converted to a white polycrystalline ceramic
that had much higher strength than the original glass. The
conversion from the glass to the crystalline ceramic was
accomplished without distortion of the articles and with
only minor changes in dimensions. Small silver crystals in
the glass acted as nucleation sites for crystallization. The
development of this new Pyroceram composition launched
Corning into the consumer products market. In 1958,
Comingware® was launched. Stookey went on to develop
a number of glass-ceramics, including one that was used as
a smooth-top cooking surface for stoves. The invention of
glass-ceramics is a good example of serendipity, but
Stookey had to be aware of the significance of what he
had made. There are many other examples of the role of
luck in the invention and development of new materials,
including Teflon, safety glass, and stainless steel.

Tough ceramics. Ceramics are inherently brittle with low
toughness. In 1975, Garvie, Hannink, and Pascoe
published a seminal article entitled “Ceramic Steel.”
They were the first to realize the potential of zirconia
(ZrO,) for increasing the strength and toughness of
ceramics by utilizing the tetragonal to monoclinic phase
transformation induced by the presence of a stress field
ahead of a crack.

A great deal of effort has been expended to devise
theories and develop mathematical frameworks to explain
the phenomenon. It is generally recognized that, apart from
crack deflection, which can occur in two-phase ceramics,
the t—m transformation can develop significantly
improved properties via two different mechanisms:
microcracking and stress-induced transformation toughen-
ing. We describe these mechanisms in Chapter 18. So far
three classes of toughened ZrO,-containing ceramics have
been made.

m Partially stabilized zirconia (PSZ)
m Tetragonal zirconia polycrystals (TZPs)
m Zirconia-toughened ceramics (ZTCs)

Bioceramics. The first suggestion of the application of
alumina (Al,O3) ceramics in medicine came in 1932,
although the field of bioceramics really didn’t develop
until the 1970s with the first hip implants using alumina
balls and cups. Studies showed that a ceramic ball was
more biocompatible than metals and provided a harder,
smoother surface that decreased wear. In 1982, the U.S.
Food and Drug Administration approved these materials
for use. Each year, about 135,000 hips are replaced in the
United States, with more than a million hip prostheses
using alumina components having been performed to
date. Alumina is an example of a nearly inert bioceramic.
Bioactive ceramics and glasses—materials that form a


http://dx.doi.org/10.1007/978-1-4614-3523-5_18

bond across the implant—tissue interface—were an impor-
tant development. The first and most studied bioactive
glass, known as Bioglass 45S5, was developed by Larry
Hench and coworkers at the University of Florida. The first
successful use of this material was as a replacement for the
ossicles (small bones) in the middle ear. A range of bioac-
tive glass-ceramics has also been developed.

Fuel cells. The British scientist Sir William Robert Grove
(1839) discovered the principle on which fuel cells are
based. Grove observed that after switching off the current
that he had used to electrolyze water, a current started to
flow in the reverse direction. The current was produced by
the reaction of the electrolysis products, hydrogen and
oxygen, which had been adsorbed onto the Pt electrodes.
Grove’s first fuel cell comprised two Pt electrodes, both
half immersed in dilute H,SO,: one electrode was fed with
O, the other with H,. Grove realized that this arrangement
was not a practical method for energy production. The first
practical fuel cell was developed in the 1950s at
Cambridge University in England. The cell used Ni
electrodes (which are much cheaper than Pt) and an alka-
line electrolyte. Pratt and Whitney further modified the
alkaline fuel cell in the 1960s for NASA’s Apollo program.
The cells were used to provide on-board electrical power
and drinking water for the astronauts. The alkaline fuel cell
was successful but too expensive for terrestrial
applications, and it required pure hydrogen and oxygen.
There are many types of fuel cell, but the one most relevant
to ceramics is the solid-oxide fuel cell (SOFC). The SOFC
uses a solid zirconia electrolyte, which is an example of a
fast-ion conductor. We discuss later how fuel cells convert
chemical energy into electrical energy.

High-temperature superconductivity. In 1986, Bednorz
and Miiller discovered high-temperature superconductivity
at the IBM Research Laboratory in Zurich, Switzerland.
Art Sleight had shown earlier that oxides could be
superconductors, but the required temperature was still
very low. The discovery that certain ceramics lose their
resistance to the flow of electrical current at temperatures
higher than metal alloys may be as important as the dis-
covery of superconductivity itself. Because of the signifi-
cance of their discovery, Bednorz and Miiller were
awarded the Nobel Prize for Physics in 1987—only a
year after their discovery. The impact of the discovery of
high-temperature superconductivity launched an unprece-
dented research effort. The 2-year period after Bednorz
and Miiller’s discovery was a frenzied time, with a host
of new formulations being published. Paul Chu and
colleagues at the University of Houston, Texas discovered
the most significant of these new ceramics, YBa,Cu30-, in
1987. This YBCO, or 123 superconductor as it is known, is
superconducting when cooled by the relatively inexpen-
sive liquid nitrogen. This opened up enormous possibilities
and led to expansive speculations on a future based on
these materials. The original promises have not been ful-
filled, but new applications are being developed, and the

field is still quite young. The current market is less than 1%
of the advanced ceramics market. Predictions indicate that
over the next 5 years annual growth rates of up to 20%
might be achieved.

2.11 MUSEUMS

There are many museums around the world that house
collections of ceramics. The list we give here is not exclu-
sive, but it does include some of the major collections as
well as sites that have important historical significance.

m Ashmolean Museum, Oxford, UK. A museum of the
University of Oxford. Founded in 1683, it is one of the
oldest public museums in the world. Important
collections include early Chinese ceramics and Japa-
nese export porcelain. www.ashmolean.org

m British Museum, London. One of the greatest
museums in the world. Contains a large, outstanding
collection of antiquities including numerous Stone
Age artifacts. Currently, the museum is housing the
Sir Percival David collection of Chinese ceramics, one
of the finest collections (~1,700 pieces) of Chinese
ceramics outside Asia. www.britishmuseum.org

® Corning Museum of Glass, Corning, NY, USA. One of
the outstanding glass collections in the world. More
than 33,000 objects representing the entire history of
glass and glassmaking. www.cmog.org

m Metropolitan Museum of Art, New York, NY. Ceramic
collections include Medici porcelain and Bottger por-
celain. The museum also has one of the finest glass
collections in the world. www.metmuseum.org

= Musée du Louvre, Paris. One of the greatest museums
of the world. Contains extensive collections of
antiquities, including many examples of ancient earth-
enware vessels, some dating from the Chalcolithic
period. www.louvre.fr

= Musée National de Céramique, Sévres, France. Collec-
tion includes examples of early European porcelains
including a Medici porcelain bottle made in 1581; the
first successful European effort to produce ware equiv-
alent to Persian and Chinese porcelain. Also contains
examples of French soft-paste porcelain as well as
earlier ceramics. www.ceramique.com

® The Palace Museum, Beijing. Housed in the Forbidden
City. Exhibits include a comprehensive history of the
development of Chinese ceramics. www.dpm.org.cn

m Ross Coffin Purdy Museum of Ceramics at the Ameri-
can Ceramic Society headquarters, Westerville, Ohio.
Houses a cross section of traditional and high-tech
ceramics produced during the last 150 years. www.
acers.org/acers/purdymuseum

= Smithsonian Institution, Washington, DC. The Freer
Gallery of Art and the Arthur M. Sackler Gallery
contain collections of ancient ceramics with
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important examples from China and the Near East.
www.asia.si.edu

m Victoria and Albert Museum, London. The world’s
largest museum of the decorative arts. Contains the
National Collections of glass and ceramics. The exten-
sive ceramic collection includes Medici porcelain
and early Chinese and Near East ceramics. www.
vam.ac.uk

m The World of Glass, St. Helens, UK. A museum and
visitor center in the hometown of Pilkington glass.
Pilkington plc originated in 1826 as the St. Helens
Crown Glass Company. Contains the Pilkington glass
collection. www.worldofglass.com

2.12 SOCIETIES

There are several professional ceramics societies in the
world. In the United States, the American Ceramic Society
(ACerS), founded in 1899, is the principal society for
ceramists. The society, which is based in Westerville,
Ohio, is divided into 10 divisions: Art, Basic Science,
Cements, Electronics, Engineering Ceramics, Glass and
Optical Materials, Nuclear and Environmental Technol-
ogy, Refractory Ceramics, Structural Clay Products,
Whitewares and Materials. The society organizes an
annual meeting and publishes the Journal of the American
Ceramic Society. The journal was created in 1918 and is
one of the most important peer reviewed journals in the
field. www.acers.org

Many other countries have professional societies for
those working in the field of ceramics.

= Institute of Materials, Minerals and Mining (IoM?)
www.iom3.org

m Deutsche Keramische Gesellschaft www.dkg.de

®m European Ceramic Society (ECerS) http://www.

ecers.org

Swedish Ceramic Society http://www.keram.se/sks

Ceramic Society of Japan www.ceramic.or.jp

Canadian Ceramics Society www.ceramics.ca

Chinese Ceramic Society www.ceramsoc.com

Society of Glass Technology www.sgt.org

2.13 CERAMIC EDUCATION

The first formal ceramics program (Clay-Working and
Ceramics) in the United States was established in 1894 at the
Ohio State University in Columbus, Ohio. It marked a change
from on-the-job training that was prevalent in the traditional
North American art potteries and family establishments of
earlier years toward formal university study. Ceramics was
also taught at Alfred University in New York and many other
schools across the nation. One of the most remarkable
ceramists of the time was Adelaide Robineau who taught at
Syracuse University in New York. Robineau was a studio
ceramist who devised her own clay bodies, concocted her
own glazes, threw the forms, and then decorated, glazed, and
fired them herself. Few women at the time were involved in
the technical aspects of ceramic production. It was considered
proper for women to be decorators only, rather than be part of
more technical pursuits or to throw on the wheel, a physically
demanding job regarded as better left to men.

From 1894 to 1930 a number of universities formed
their own ceramic engineering programs.

m New York State School of Clay-Working and
Ceramics at Alfred University: 1900

Rutgers University: 1902

University of Illinois: 1905

Towa State College: 1906

University of Washington: 1919

West Virginia University: 1921

North Carolina State University: 1923

Pennsylvania State College: 1923

Georgia Institute of Technology: 1924

Missouri School of Mines (now Missouri University of
Science and Technology): 1926

m University of Alabama: 1928

m Massachusetts Institute of Technology: 1930

The first materials science departments began to
appear at universities in the 1960s. Many of them were
based on existing metallurgy departments. At some of
the universities that had specific ceramics programs,
these activities were incorporated into the new materials
departments. Now, ceramic science and engineering is
mostly taught in Materials Science and Engineering
(MS&E) programs in the United States.

CHAPTER SUMMARY

The history of ceramics is intertwined with human history. Society and technology have been
affected by ceramics in many ways: from the first use of flint and obsidian during the Stone Age,
to the formation of vessels from clay, to the use of refractories in the iron and steel industry, to
the fabrication of optical fibers for high-speed communication ceramics. We mentioned many of
the more recent developments in the field of ceramics. The science behind these materials is

described in many of the later chapters.
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PEOPLE AND HISTORY

Aspdin, Joseph. He was an English mason and invented Portland cement in 1824. It was so named because of its
resemblance to white limestone from the island of Portland, England. The first Portland cement made in the
United States was produced at Coploy, Pennsylvania in 1872.

Bednorz, Johannes Georg (born 1950) and Karl Alexander Miiller (born 1927). Scientists at the IBM
research laboratory in Zurich, Switzerland, they discovered the phenomenon of high-temperature superconduc-
tivity. They began working together in 1982 and were both awarded the Nobel Prize for Physics in 1987.

Bottger, Johann Friedrich. Born in 1682, the young Bottger was apprenticed as an apothecary in Berlin,
where he claimed to have transformed mercury into gold, a feat he apparently demonstrated convincingly in
1701. When reports of this reached Frederick I, Bottger fled to Saxony, where in addition to his metallurgical
research he began his work in ceramics. He used von Tschirnhaus’ mirrors and lenses to produce a dense, red
stoneware and a European equivalent to white Chinese porcelain. He died in 1719. Walcha (1981) wrote an
authoritative history of Bottger and Meissen.

David, Sir Percival (1892—1964). An avid collector and researcher of Chinese ceramics, he presented his
collection to the University of London, which was opened to the public in 1952. The most famous pieces in
his collection are the pair of blue-and-white porcelain vases (called the David Vases) that he reunited in 1935.
These vases have a date inscription that records that in Ap 1351 a man called Zhang Wenjin from Yushan County
presented them to a Daoist temple in Xingyuan (modern-day Wuyuan County).

Kingery, W. David. He played a key role in creating the field of ceramic science. He authored Introduction
to Ceramics, first published in 1960, the “bible” for a generation of ceramists. Well known for his work in the
field of sintering, in his later years he worked extensively on the history of ceramics. He died in June 2000.

Orton, Edward, Jr. Born in 1863 in Chester, NY, he studied mining engineering at Ohio State University
(OSU). He was the founder of the ceramic engineering program at OSU in 1894 and a founder of the American
Ceramic Society. He died in 1932.

Pilkington, Sir Alastair. Born in 1920, he served in World War IL. In 1942, he was captured on the island of
Crete and spent the rest of the war as a prisoner of war. After finishing his studies at Cambridge University, he
joined the Pilkington Glass Company in 1947. By 1959, the float-glass process was a success and the production
of flat-glass revolutionized. He died in 1995.

Ravenscroft, George. He developed lead crystal glass during the last quarter of the seventeenth century to
rival the Venetian cristallo developed during the early sixteenth century. He was granted a patent in March 1674
for a “crystalline glass resembling rock-crystal.”

Seger, Hermann A. He was the world’s pioneer scientific ceramist. The English translation of Seger’s work,
The Collected Writings of Hermann Seger, was published in 1913 by the American Ceramic Society.

Simpson, Edward. Better known as “Flint Jack,” he was an Englishman and one of the earliest experimental
stone toolmakers. Using nothing more than a steel hammer, he created replicas of ancient stone tools, which he
sold during the late nineteenth century to museums and a Victorian public that was very interested in prehistoric
times. He was able to make the tools appear old and worn by using chemicals and a lapidary tumbler. In 1867, he
was sent to prison for theft.

von Tschirnhaus, Count Ehrenfried Walther. Born in 1651, he was a physicist famous for his experiments
with high temperatures and mineral fusions achieved by focusing sunlight in a solar furnace. He was made a
foreign member of the French Royal Academy in 1683. He died in 1708.

Wedgwood, Josiah. Born in 1730, the last child in a family of 12, he went into business for himself in
1759 in Staffordshire. One of the most remarkable innovators of the eighteenth century, he revolutionized the
process of manufacturing. He was a member of the Royal Academy and a member of the Lunar Society of
Birmingham, which included in its members many of the great innovators of that period, such as James Watt the
inventor of the steam engine. Mankowitz (1980) gives a detailed account of the life of Wedgwood and his
pottery.

Zachariasen, William Holder. Born in 1906, he was a Norwegian-American physicist who spent most of his
career working in X-ray crystallography. His description of the glass structure during the early 1930s became a
standard. He died in 1980.

EXERCISES

Gypsum, the raw material for Plaster of Paris, occurs in several varieties. The Greeks used a form of gypsum as
windows for their temples. What particular property would be important for this application? What form of
gypsum would be most suitable?

What do you think might be the role of CuO in the Han lead glaze (Table 2.2)?

Why do you think it was so important for the early ceramic industries to locate near the source of raw materials?
Does a similar situation occur today?

The largest concrete construction project in the world is the Three Gorges Dam in China. How much concrete
was used in this project?
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CHAPTER SUMMARY

Which company is the largest producer of glass optical fibers?

Corningware® is a glass-ceramic product that was once widely used for cookware but is rarely used now.
What were some of the problems with Corningware™? Would these problems be inherent to all glass-ceramics?

Solid oxide fuel cells (SOFCs) are not used in transportation applications (such as automobiles and buses). What
fuel cells are being used for these applications, and what are their advantages over the ceramic-based SOFCs?

The transition temperature (T.) for the YBCO superconductor is 95 K. Higher Ts are found with other ceramic
high-temperature superconductors, but these materials are not being used commercially. What are some of the
other materials, and what are some of the factors that are limiting their use?

The Hall of Mirrors (La Galerie des Glaces) at the Palace of Versailles in France was begun in 1678, well before
the development of the float-glass process. What technology was available during the seventeenth century for
producing flat plates of glass?

Concrete is a mixture of gravel (called aggregate) and cement. The spectacular 142-ft internal diameter dome of
the Pantheon in Rome is made of concrete. What material did the Romans use for aggregate in the construction
of the Pantheon? Could the material they used be classified as a ceramic?

Classify the oxides in Table 2.2 based on the location of the cation (metal ion) in the Periodic Table of Elements
(e.g., one group would be all the transition metal oxides). Discuss any trends you notice in your classification
scheme.

In Section 2.10 we highlighted the importance of pore-free ceramics. However, there are numerous applications
for highly porous ceramics. Identify two applications for porous ceramics. (Hint: There are many examples in
later chapters).

Make a list of companies that manufacture SOFCs. Are any of these companies publicly traded?

In industry, non-SI units are still widely used. In particular, temperature is often given in °F rather than °C.
Calculate the firing temperatures for earthenware and stoneware in °F and compare them to the melting
temperature of quartz in the same units.

Portland cement has a specific surface area (SSA) of ~300 m*/kg. How does this value compare to the SSA of
ceramic nanopowders such as fumed silica?

Using the four journals in question 1.20, what is the most widely studied nitride ceramic today? Why is this so?

What material would have been used to make the stone tool in Figure 2.1? Speculate on how the availability of
such material influenced the development of civilization. How do we use similar materials today?

Discuss what we mean by “bone china”. Why is this odd terminology?
Two other terms with interesting histories are majolica and faience. Explain.

In the eighteenth Century we might have named Sévres, Meissen and Staffordshire as three related regions. Explain
why. Using the internet or otherwise, explain which three towns or regions you would name today instead.
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Background You Need to Know

CHAPTER PREVIEW

We summarize three concepts fundamental to all materials science in this chapter: atomic
structure, thermodynamics, and kinetics. You should be familiar with these topics from intro-
ductory chemistry, physics, and materials science classes so we only give a brief review here.
Books are written on each of these topics. In ceramics, you can often avoid such books, but the
details become more critical as you delve deeper into the subject.

The properties of a material are determined, to a large extent, by how the constituent atoms
bond together. The nature of this bonding is determined by the electron configuration of the
atoms. The electron configuration of an atom also determines the properties of the atom and
materials that contain it. For example, the ceramic magnetite (Fe;O,4) is magnetic due to the
presence of unpaired electrons in the 3d level of Fe; you need to know what the 3, the d, and
“unpaired” denote. To understand why Mn ions can exist with many different charge states but
we invariably only find Al ions with a 3+ charge, you must know the electron configuration of
the respective atoms.

Knowledge of both thermodynamics and kinetics is necessary to understand how ceramic
materials behave and what happens when they are processed. Thermodynamics tells us what is
possible, and kinetics tells us how long we have to wait for the inevitable. Thus, thermodynam-
ics tells us if a specific chemical or physical reaction can occur. In ceramics, these changes are
often brought about because samples are routinely heated and cooled. Ceramics may be
processed at temperatures >1,800°C and then cooled to 25°C. Some processes occur at
1,800°C but may continue or change as we cool the sample. Conversely, some ceramics change
their properties at quite low temperatures. For example, BaTiO3 changes from the paraelectric
cubic phase to the ferroelectric tetragonal phase at 120°C. Kinetics tells us how rapidly these
reactions proceed. Diamond is thermodynamically unstable at room temperature and atmo-

spheric pressure, but the phase change occurs much too slowly to worry jewelers.

3.1 THE ATOM

The bases for understanding the structure of the atom
are quantum theory and wave mechanics, which
were developed in the early 1900s. The important
conclusions of these studies, particularly as they relate to
materials, are:

m Electrons in atoms can only move in certain stable
orbits (i.e., only certain energy values are possible).
We expand on this fact when we describe energy
bands, which are used to explain electron conductivity.

® Transition between orbits involves the emission or
absorption of energy. These transitions can be a source
of color, and we use them to analyze chemistry by
spectroscopy.

= No two electrons in the same atom can have the same
four quantum numbers. This requirement led to

introduction of the spin quantum number. Atoms
containing electrons with unpaired spins have mag-
netic properties.

® [t is impossible to know simultaneously the position
and momentum of an electron with certainty. We use
this property in tunnel diodes.

m Electrons have wavelike properties. This means that
they can be diffracted. Electron diffraction, like X-ray
diffraction, gives us the crystal structure.

In the following sections we summarize how these
conclusions lead to our present view of the structure of
the atom and, in particular, the nature and arrangement of
the electrons in the atom. We are not attempting to sum-
marize modern physics—only the concepts that we use in
this text. You need to understand the main aspects of the
nature of the chemical bond in ceramic materials: what is
an ionic bond? what is a covalent bond? why do most

C.B. Carter and M.G. Norton, Ceramic Materials: Science and Engineering,
DOI 10.1007/978-1-4614-3523-5_3, © Springer Science+Business Media New York 2013



bonds show a mixture of the two? We use spectroscopy
and microscopy to probe the electronic structure to deter-
mine the local chemistry of the ceramic.

3.2 ENERGY LEVELS

The quantization of energy levels is a key aspect in under-
standing atomic structure. Bohr’s model involves electrons
moving only in certain stable orbits. The angular momen-
tum of the orbiting electrons is quantized so that only
specific orbits are allowed
and only certain energy
values are possible.

These orbits are known
as stationary states, and the
one with the lowest energy

THE BOHR ATOM

Quantization of angular momentum

more distant from the nucleus. The residence time of an
electron in the excited state may be very short (~1 ns)
before it spontaneously descends to a lower energy state
and eventually the ground state. During each transition, the
excess energy is emitted in the form of a photon. Any
transition between orbits involves either emission or
absorption of energy. Understanding this concept is neces-
sary in, for example, appreciating how a laser works. If the
energy emitted is in the visible part of the electromagnetic
spectrum (Table 3.1), we can observe the emission.
The emission from the ruby laser (ruby is a ceramic) is
at 694 nm (in the red).
A frequency-doubled Nd-
doped yttrium aluminum
garnet  (YAG) laser
(YAG is another ceramic)
operates in the green part

= n— Box 3.1
is called the ground state. e = 2n (Box 3.1 ggo ntrlrlle pectum 4t
Quantization of angular Bohr’s model was

momentum is nh/21, where
n is the principal quantum
number. As the principal
quantum number increases:

1. The radius, r, of the Energy of the electron
electron orbit increases
(i.e., the electron is fur-
ther from the nucleus)

2. The energy, E, of that
electron is also

increased

E =

The first five Bohr orbits (i.e., n = 1-5) are also
referred to as shells. We define a shell as a group of
states that have the same n. A letter is used to denote
each shell.

Shel K LMNO ..
n 1 2345
Charles Barkla, an early X-ray spectroscopist,

introduced this terminology for electron shells in 1911.
We still use it today to designate characteristic X-rays
for both X-ray diffraction and chemical analysis with
electron microscopy. Barkla named the two types of
characteristic X-ray emissions he observed as the K-series
and L-series. He later predicted that an M-series and a
J-series might exist. An M-series was subsequently
discovered but no J-series. The K shell is hence the
first shell.

The other aspect of Bohr’s theory is that although an
electron is in a stationary state the atom does not radiate.
Electrons can be excited into higher energy orbits if the
atom is stimulated (thermally, electrically, or by absorp-
tion of light). These orbits are the excited states and are

Radius of possible electron orbits

quite popular at the time

onh? bepause an electron ci.r-

P— (Box 3.2) cling the nucleus is

¢ conceptually similar to

the earth circling the sun.

The idea that orbiting

et electrons did not radiate

m (Box 3.3) was less easy to accept,
0

Bohr simply insisted they
didn’t and that was that!
Most  importantly  the
model explained a number of physical phenomena. Bohr’s
assumption that electrons are particles with well-defined
orbits was not consistent with the concept of
“simultaneous interdeterminacy” of position and momen-
tum as propounded in the Heisenberg uncertainty principle.

What you should remember from this discussion is the
origin of KLMNO and the terminology. We use this again
in Chapter 10.

Electron energy levels and the Bohr model are impor-
tant for understanding:

® Atomic radii—As we fill shells going down a particu-
lar period, the atoms get bigger (r increases).

TABLE 3.1 Visible Part of the Electromagnetic Spectrum

Energy, E (J) Wavelength, 2 (nm) Color
2.84 x 1071° 700 Red
3.20 x 1071° 620 Orange
3.42 x 107" 580 Yellow
3.75 x 107'° 530 Green
423 x 107'° 470 Blue
473 x 1071° 420 Violet
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® Jonization energy—As we fill shells going down a
particular period, it becomes progressively easier to
remove the outer electron(s) (£ increases with respect
to the ground state).

m Covalent bond formation—Ionization energies must
be high (£ large).

®= Magnetic ceramics—We need to have an M shell.

m X-ray spectroscopy—We use the Barkla notation:
the energy of the characteristic X-rays depends on the
electron energy levels involved.

3.3 ELECTRON WAVES

Demonstrating electron diffraction (a property associated
with waves) was proof of their wave nature. In 1927,
C.J. Davisson and L. Germer in the United States and, inde-
pendently, G.P. Thomson and A. Reid in the United King-
dom showed that electrons could be diffracted in much the
same way as X-rays. We care because we can’t explain
the properties of electrons
and X-rays without this
understanding.

The wavelike nature of
electrons enables electron

diffraction  studies of given by

materials. Most electron

diffraction patterns are 1= i
obtained with a transmis- mv

sion electron microscope,

which allows us to get

structural information

from very small regions. This is of particular importance
in many new ceramics, where we are often dealing with thin
interface layers (e.g., at grain boundaries) and very small
grains (nanopowders).

One of the most important consequences of the dual
nature of electrons s
Heisenberg’s  uncertainty
principle, which states that
it is impossible to know
simultaneously both the
momentum and position of
a particle with certainty. If
we are describing the
motion of an electron of
known energy or momen-
tum, we can speak only in
terms of a probability of
finding that electron at a
particular position. This
leads to the electron-density
or electron-cloud represen-
tation of electron orbitals.

V2 is the operator

3.3 ELECTRON WAVES .itieiiiieeiiiieeiieeenieeeneteeseveeensseeessseesssseessnseeenns

THE DE BROGLIE HYPOTHESIS
All matter possesses wave properties. Every moving
particle can be associated with a wavelength, A,

SCHRODINGER WAVE EQUATION

The time independent form is

Viy + 8mPm/h*(E — V)y =0

0% /0x* + 0 )0y* + 0%/ 0z*
In polar coordinates y has the form
v(r,0,¢) = R(r)©(0)0(¢)

R(r), ©(0), ®(¢) are each only functions of r, 0, and ¢.

The Schrodinger equation is as central to quantum
mechanics as Newton’s equations are to classical
mechanics and relates the energy of an electron to its
wave properties. The equation describes the likelihood
that a single electron will be found in a specific region
of space. The wave function, y, depends on E and V,
the total energy and the potential energy of the electron,
respectively.

The importance of the wave function has been
expressed by Atkins (2009): “A wave function contains
all there is to know about the outcome of experiments
that can be done on a system.” Thus, the Schrodinger
wave equation includes information about the chemical
behavior of all atoms and compounds and the
answer to whether any proposed chemical reaction will
take place.

Mathematically, y describes the motion of an
electron in an orbital. The modulus of the wave function
squared, hy(r)I%, is a direct measure of the probability
of finding the electron at a particular location.
The Schrodinger wave equation can be solved exactly
for hydrogen. To apply it,
you must first transform
it into polar coordinates
(r, 6, ¢) and then solve
it using the method of
separation of  variables
(described in, e.g., Kreyszig
h 2011).

p Solution ~ of  these
equations leads to three quan-
tum numbers: n, [, and m,.

The Schrodinger wave equation can be set for atoms
with more than one electron, but it cannot be solved exactly
in these cases. The second and subsequent electrons intro-
duce the complicating feature of electron—electron repul-
sion. Nevertheless, the basic characteristics of the orbitals
don’t change, and
the results obtained for
hydrogen are applied to
many-electron atoms.

Methods are becoming
available that allow us to

(Box 3.4) calculate  the  structure
of some “bulk” materials.
Generally, this calculation
is done only rarely, by
starting with the
(Box 3.3) Schrodinger equation. The
calculations are just too
difficult or too time-
(Box 3.6) consuming. Actually, it’s

worse than it looks because
we also have to deal with
charge.



3.4 QUANTUM NUMBERS

Four quantum numbers are necessary to specify the state of
any electron.

® p—principal quantum number

m /—orbital shape, or orbital angular momentum, quan-
tum number

m m—orbital orientation, or orbital magnetic, quantum
number

® m—spin, or spin magnetic, quantum number

A shell is a group of states that have the same » and
corresponds to Bohr’s n. A subshell is a smaller group of
states having both the same values of n and /. An orbital is
specified by n, /, and m,; and can contain a maximum of two
electrons with opposite spins.

® 5 has integer values, 1, 2, 3, ... and determines the size

® / has integer values, 0, 1, 2, ..., n—1 (for any value of
n) and determines shape

® m; has integer values between —/ and +/ including
0 (for any value of /) and determines orientation

® m, can have values of +1/2 and specifies the direction
of spin

The introduction of an external magnetic field
provides the most convenient reference axis for m;. The
values of m; are determined by the / quantum number.

QUANTUM NUMBERS
Li, Na, K and Cs have many common features because
they all have a single electron in an outer s shell: 2s, 3s,
4s and 5s.

For each value of [ there are (2/ + 1) values of m,.
For historical reasons, the 0, 1, 2, and 3 values of the
/ quantum number are designated by the letters s, p,
d, and f, respectively. (This choice is a relic of early
spectroscopic  studies when certain spectral series
were designated “sharp,” “principal,” “diffuse,” or
“fundamental”).

The s orbitals are spherical. The three 2p orbitals
have directional properties as shown in Figure 3.1.
For example, the 2p, orbital has regions of greatest con-
centration or probability along the z-axis, and the probabil-
ity of finding a 2p, electron in the XY plane is zero. The
shapes of the five 3d orbitals are more complicated
(because there are more of them) (Figure 3.2), and we
usually don’t talk about f.

Are these numbers important for ceramics? The answer,
of course, is yes.

m The color of a ceramic, such as ruby, derives directly
from transitions between energy levels. The energy
levels are the result of which orbitals are occupied
and their relative energies.

® We use transitions for chemical analysis of ceramics—
certain transitions are allowed (quantum mechanical
selection rules).

m Magnetism relates directly to the spin of the electrons.
If we have more spins up than down, we have
magnetization.

SUMMARY OF QUANTUM NUMBERS (QN)

Name Symbol Value

Principal QN n
Orbital-shape QN /

1,2,3, ...
0,1,2,...(n—1)

The main difference between MnO, FeO, CoO and NiO Or.bital'. m .Integrél values from —/ to +/
is due to the change in the d (/ = 3) electrons on the on?ntatlon QN including zero
transition-metal ion. Spin QN my +1/2
Z VA
\ .~ Nodal plane 4 4
v h R S
o +
Y Y Y
+ 5 ’
X Py orbital Yy p, orbital X p, orbital

FIGURE 3.1. The 2p,, 2p,, and 2p; orbitals. The nodal plane represents the area where the probability of finding the electron is zero.
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FIGURE 3.2. The 3d atomic orbitals. The 4d, 5d, and 6d orbitals are
essentially identical to the 3d orbitals except they are bigger. The sign of
wavefunction changes from one lobe to the next in a given orbital, which
is important when we consider the formation of molecular orbitals.

®m Atomic arrangements in covalently bonded ceramics
can be understood by considering hybridization of
atomic orbitals. It is the sp3 hybridization of atomic
orbitals in carbon that allows the tetrahedral arrange-
ment of atoms in diamond. The s and the p in sp’ refer
to the atomic orbitals.

3.5 ASSIGNING QUANTUM NUMBERS

A shorthand notation that expresses the quantum numbers
for each electron represents the electron configuration.
The importance of this step is that it allows us, for exam-
ple, to calculate the magnetic moment of magnetite
and determine what happens if we replace the Fe** ions
with Ni**,

The key to the building process for many-electron
atoms is the Pauli exclu-
sion principle: no two
electrons in an atom can
have the same set of four
quantum numbers.

For example, the two

. how easy is it going to be.
electrons in the ground Y gomg

3.5 ASSIGNING QUANTUM NUMBERS ..ccceeveirrieeeeeeeinrreeeeeeeeennnneeens

IONIZATION
For ceramics, the important feature in all these models
is which electrons can we move to make the ion and

state of atomic He (Z = 2) must possess the following
quantum numbers:

n=1, m =0, m=+1/2

m1:0, mg— — 1/2

The two electrons in the He atom are placed in the 1s
orbital with opposite spins, consistent with the Pauli’s
principle. The electron configuration of He is abbreviated
as 1s”. The next row in the periodic table is similar; we are
just filling the next shell (» = 2 and so on).

Lithium (Z = 3) has the electron configuration 1s%2s!.
We fill the 2s orbital before the 2p because of shielding
effects that lower the energy of the 2s orbital with respect
to the 2p orbital. Both the 2s and 2p orbitals in the Li atom are
shielded from the 43 nuclear charge by the 1s electrons.
However, the 2s orbital has a larger probability density
close to the nucleus and is not shielded as strongly as the
2p orbital.

For a C atom (Z = 6), there are a number of possible
configurations for the second electron in the set of three 2p
orbitals. We use Hund’s rule to determine where the elec-
tron will go: for any set of orbitals of equal energy the
electronic configuration with the maximum number of
parallel spins results in the lowest electron—electron repul-
sion. Thus, the ground state for atomic carbon is
1322522p,(12py1.

We can build the ground-state electron configuration of
atoms of all elements by filling the orbitals in order of
increasing energy, making sure that the Pauli exclusion
principle and Hund’s rule are obeyed. (Hund’s rules are
inviolate in predicting the correct ground state of an atom.
There are occasional exceptions when the rules are used to
discuss excited states that we encounter, for example, in
spectroscopy). The total number of electrons that the
orbitals can hold is given in Table 3.2.

There is no single ordering of orbital energies, but the
following order is a useful guide:

Is <28 <2p<3s <3p<4s<3d<4p<S5s<4d <5p<bs
<Af ~ 5d< 6p < Ts < 5f =~ 6d.

Figure 3.3 is a mnemonic diagram that can be used for
determining the filling order. You simply follow the
arrows and numbers from one orbital to the next. Orbital
energies depend on the atomic number and on the charge
on the atom (ion).

In the sequence of orbital energies shown above, the 4s
orbitals have a lower energy than the 3d orbitals and so
they are filled first, in
keeping with the minimum
energy principle. For exam-
ple, the electron configura-
tion of the outer 10 electrons
of calcium (atomic number
Z = 20) is 3s% 3p°® 3d° 4s%.



TABLE 3.2 The s, p, d, and f Orbital Sets

Total Total number
Type Orbital quantum orbitals of electrons that can
of orbital numbers in set be accommodated
s /I=0,m=0 1 2
p I=1,m=1,0, -1 3 6
d I=2,m=2,1,0,-1, -2 5 10
f /=3, m=3,2,1,0,-1, -2, -3 7 14
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FIGURE 3.3. Mnemonic for predicting the filling order of the atomic
orbitals. The upper colored block shows imaginary orbitals. Orbitals in
the lower blue block are not filled in the known elements.

In the filling of the electron orbitals for elements 21-29,
there are two irregularities: one at 24 (chromium) and one
at 29 (copper). Each of these elements contains one 4s
electron instead of two. The reason for this apparent anom-
aly is that exactly filled and half-filled 3d orbitals are
particularly stable (they have lower energy) compared to
the neighboring occupancies of four and nine, respectively.
The electron configurations of the first row transition

TABLE 3.3 Arrangement of Electrons for the First Row
Transition Elements (Z = 21-29)

V4 Element Electron configuration

21 Sc 1522522p%3523p®3d'4s2
22 Ti 15225%2p%3523p®3d24s?
23 v 1522522p°®3523p°3d34s2
24 Cr 1522522p%3523p®3d°4s’
25 Mn 1 s225%2p®3523p®3d°4s?
26 Fe 1 s22522p®3523p®3d°4s?
27 Co 1 s22522p®3523p83d74s?
28 Ni 1 s%2522p®3523p®3d®4s?
29 Cu 1522522p°3s23p©3d'%4s’
elements are given in Table 3.3. The electron

configurations of the first row transition metals are of
importance when we discuss electrical conduction and
magnetic behavior of ceramics that contain these elements.

The electron configurations of all the elements in the
periodic table are shown in Table 3.4, where we used the
shorthand representation for the electron configurations
(start with the nearest filled noble gas).

Examination of the electron configuration of the
elements shows clearly the basis for their periodic behav-
ior. Elements with atomic numbers 2, 10, and 18 are the
noble gases. These elements are stable and chemically
inert. Inertness is equated with completely filled shells of
electrons. Elements with similar outer shell configurations
possess many similar properties. Figure 3.4 shows the
periodic table of elements. It is clearly a good idea to
know where the atoms lie in the periodic table as it is
determines whether they lose or gain electrons more easily
and thus how the ion is charged, as we’ll now discuss.

3.6 IONS

In ceramics we are usually dealing with materials that have
a significant fraction of ionic character in their bonding.
The requirements for ionic bonding are simple.

®m One element must be able to lose 1, 2, or 3 electrons.

® The other element must be able to accept 1, 2, or 3
electrons.

3 BACKGROUND You NEED To KNOow



TABLE 3.4 Electron Configurations of the Elements

V4 Element Electron configuration
1 H 1s

2 He 182

3 Li [Hel2s

4 Be [He]2s?

5 B [He]2 s%2p

6 C [He]2 s?2p?

7 N [He]2 s?2p®

8 o) [He]2 s22p*

9 F [He]2s?2p®

10 Ne [He]2s%2p®

1 Na [Nel3s

12 Mg [Ne]3s?

13 Al [Ne]3 s23p

14 Si [Ne]3 s23p?

15 P [Ne]3 s23p®

16 S [Ne]3 s23p*

17 cl [Ne]3s23p®

18 Ar [Ne]3s23p®

19 K [Arlds

20 Ca [Ar]4s?

21 Sc [Ar]3d4s?

22 Ti [Ar]3d%4s?

23 % [Ar]3d34s?

24 Cr [Ar]3d%4s

25 Mn [Ar]3d®4s?

26 Fe [Ar]3d®4s?

27 Co [Ar]3d74s?

28 Ni [Ar]3d®4s?

29 Cu [Ar]3d'%4s

30 Zn [Ar]3d'%s?

31 Ga [Ar]3d"%4s24p
32 Ge [Ar]3d'04s24p?
33 As [Ar]3d'%4s24p®
34 Se [Ar]3d'%4s4p*
35 Br [Ar]3d'%4s24p°®
36 Kr [Ar]3d'%4s24p®
37 Rb [Kr]5s

38 Sr [Kr]5s2

39 Y [Kr]4d5s?

40 zr [Krl4d?5s?

41 Nb [Kr]4d*ss

42 Mo [Kr]4d®5s

43 Tc [Kr]4d®5s?

44 Ru [Kr]4d"5s

45 Rh [Kr]4d®5s

46 Pd [Krj4d™®

47 Ag [Kr]4d'%5s

48 Cd [Kr]4d'%5s2

49 In [Kr]4d'°5s25p
50 Sn [Kr]4d'%5s25p2
51 Sb [Kr]4d'5s25p3
52 Te [Kr]4d'°5s25p*
53 I [Kr]4d'%5s25p°
54 Xe [Kr]4d'5s25p°
55 Cs [Xel6s
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56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103

Ba
La
Ce
Pr
Nd
Pm
Sm
Eu
Gd
Tb
Dy
Ho
Er
Tm
Yb
Lu
Hf
Ta

Re
Os
Ir
Pt
Au
Hg
Tl
Pb
Bi
Po
At
Rn
Fr
Ra
Ac
Th
Pa

Np
Pu
Am
Cm
Bk
Cf
Es
Fm
Md
No
Lr

[Xe]6s?

[Xe]5d6s?
[Xe]4f5d6s?
[Xe]4f6s>
[Xe]4f*6s?
[Xe]4f®6s2
[Xe]4f®6s>

[Xe]4f 652
[Xe]4f'5d6s?
[Xe]4f%6s®
[Xe]4f'%6s2
[Xe]af''6s?
[Xe]4f'%6s?
[Xe]4f'36s2
[Xe]4f'*6s2
[Xe]4f'*5d6s?
[Xe]4f'*5d%6s2
[Xe]4f'*5d%6s2
[Xe]4f'*5d*6s>
[Xe]4f'*5d%6s2
[Xe]4f'*5d%6s2
[Xe]4f'*5d”6s>
[Xe]4f'*5d%s
[Xe]4f'*5d'%6s
[Xe]4f'*5d'%6s?
[Xe]4f'*5d"%6s%6p
[Xel4f'*5d"%6s%6p?
[Xe]4f'*5d'%°6s%6p°
[Xe]4f'*5d'%6s26p*
[Xel4f'*5d"%6s%6p®
[Xel4f'*5d"°6s%6p®
[Rn]7s

[Rn]7s?

[Rn]6d7s?
[Rn]6d27s2
[Rn]526d7s?
[Rn]5f6d7s?
[Rn]5f*6d7s?
[Rn]5{7s?
[Rn]577s>
[Rn]5f"6d7s?
[Rn]5{°7s?
[Rn]5f'°7s2
[Rn]5f117s2
[Rn]5f'27s2
[Rn]5f'37s2
[Rn]5f147s2
[Rn]5f'“6d7s?

In both cases the “3” is rare, and it must not involve too

much energy exchange. The ionization energy (IE) is the
energy required to remove an electron from the gaseous
atom. The first ionization energy (IE;) is the energy
required to remove one electron from the neutral gaseous
atom to produce a gaseous ion with a charge of +1.



H 1 He 2
Li 3Be 4 B 5C 6N 70 8 F 9|Nel0
OIS 20 |25 |3.0 |3.5 }40
Na 11|Mg 12 Al 13|8i I4P 15| S 16|Cl 17|Ar 18
09812 115 21 [25 [3.0
K 19|Ca 20|Sc 21| Ti 22| V 23|Cr 24[Mn 25(Fe 26(Co 27|Ni 28|Cu 29|Zn 30|Ga 31{Ge 32(As 33| Se 34|Br 35|Kr 36
08 (1.0 |13 |15 |16 |16 |15 |18 |18 |18 |19 [l.6 |l.6 |1.8 |20 [24 [2.8
Rb37(Sr 38| Y 39 Zr 40[Nb 41Mo42| Tc 43[Ru 44Rh 45Pd 46 Ag47|Cd 48|In 49|Sn 30[Sb 51| Te 52| I 53[Xe 54
08 (1.0 1.2 |14 (1.8 |18 |19 |22 |22 [22 (19 (1.7 |[1.7 |18 |19 [21 (25
Cs 55|Ba 56{La SAHf 72 Ta 73| W 74|Re 790s 7 Ir 7Pt 78 Au 79Hg 80 T1 81/Pb 82 Bi 83|Po 84| At 85Rm86
07 (09 (1.1 |13 |15 |17 |19 |22 |22 [22 (19 (19 (1.8 |18 |19 [2.0 ([2.2
Fr 87|Ra 88{Ac 89| Th 90| Pa 91| U 92
07 (09 (1.1 |13 |15 |17

Ce 58| Pr 59|Nd 60|Pm 61Sm 62|Eu 63|Gd64[Tb 65|Dy 66/Ho 67|Er 68[Tm 69|Yb 70|Ly 71

FIGURE 3.4. Periodic table of elements as viewed by a ceramist showing atomic numbers and electronegativity. Different colors show the groupings of
some of the most important components of traditional ceramics (blue) and advanced ceramics (orange). Elements that are becoming increasingly
important in a number of emerging applications for ceramics are shown in green. Other elements, such as Pb (as in PZT), deserve color today but we

hope not in the future.

The noble gases, which
have a complete shell of
outer electrons, have very
high ionization energies;
whereas the elements in
group I (e.g., Na and K),
which have an outer ns'
orbital, have much lower ioni-
zation energies. Second ioni-
zation energies—the energy
required to remove an electron
from a gaseous ion with
charge +1—are significantly
higher than first ionization
energies because when an
electron is lost the effective
nuclear charge, Z.g, increases.
As aresult, the effective radius
of an atom or ion decreases,
and the net attraction between
the electrons and the nucleus increases (Table 3.5).

The electron affinity (EA) of an atom is the energy
change accompanying the addition of one electron to a
neutral gaseous atom to produce a negative ion. Values
of EA are shown in Table 3.6. A positive value indicates
that the reaction

Atom (g) + IE

opposite convention.

Atom (g) +e~

tunate historical artifact.

Atom (g) +e~ — Ton™ (g) + EA

is exothermic.
The values of EA also show a periodic behavior
that can be explained by examining the electron

IONIZATION ENERGY

This reaction is always endothermic (IE; > 0). The sign
is a convention of thermodynamics; some fields use the

ELECTRON AFFINITY

Note: The sign convention used for EA is in contradic-
tion to that usually found in thermodynamics, an unfor-

configurations of the
elements. The electron
affinity is high for

; — Ton™ (g) +e” elements in group VII

(e.g., F and CI). The
addition of one electron
to these atoms forms
negative ions with a
noble gas  electron
configuration—a stable
arrangement. Atoms that
already have full
orbitals (e.g., He, Ne) or
half-full orbitals (e.g.,
Be, N) often have nega-
tive electron affinities.
Full and half-full orbitals
are more stable.

As we’ll see in
Chapter 4, ionic
compounds generally form only between very reactive
metallic elements and very reactive nonmetals. Two
requisites are that the ionization energy to form the cation
and the electron affinity to form the anion must be ener-
getically favorable. The overall reaction costs some, but
not too much, energy.

Recap:

— Ion~ (g) + EA

® Jonization energy (IE): the energy required to remove
an electron from the neutral gaseous atom

m Electron affinity (EA): the change in energy when one
electron is added to a neutral gaseous atom
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http://dx.doi.org/10.1007/978-1-4614-3523-5_4

TABLE 3.5 lonization Energies of the Elements (MJ/mol)

Z  Element | i i v 4

1 H 1.3120

2 He 2.3723 5.2504

3 Li 0.5203 7.2981 11.8149

4 Be 0.8995 1.7571 14.8487 21.0065

5 B 0.8006 2.4270 3.6598 25.0257 32.8266
6 C 1.0864 2.3526 4.6205 6.2226 37.8304
7 N 1.4023 2.8561 4.5781 7.4751 9.4449
8 o} 1.3140 3.3882 5.3004 7.4693 10.9895
9 F 1.6810 3.3742 6.0504 8.4077 11.0227
10 Ne 2.0807 3.9523 6.122 9.370 12.178
11 Na 0.4958 4.5624 6.912 9.544 13.353
12 Mg 0.7377  1.4507 7.7328 10.540 13.628
13 Al 0.5776  1.8167 2.7448 11.578 14.831
14 Si 0.7865 1.5771 3.2316 4.3555 16.091
15 P 1.0118 1.9032 2.912 4.957 6.2739
16 S 0.9996 2.251 3.361 4.564 7.013
17 Cl 1.2511 2297 3.822 5.158 6.54
18 Ar 1.5205 2.6658 3.931 5.771 7.238
19 K 0.4189 3.0514 4.411 5.877 7.976
20 Ca 0.5898 1.1454 4.9120 6.474 8.144
21  Sc 0.631 1.235 2.389 7.089 8.844
22 Ti 0.658 1.310 2.6525 4.1746 9.573
23V 0.650 1.414 2.8280 4.5066 6.294
24 Cr 0.6528 1.496 2.987 4.74 6.69
25 Mn 0.7174  1.5091 2.2484 4.94 6.99
26 Fe 0.7594  1.561 2.9574 5.29 7.24
27 Co 0.758 1.646 3.232 4.95 7.67
28 Ni 0.7367 1.7530 3.393 5.30 7.28
29 Cu 0.7455 1.9579 3.554 5.33 7.71
30 Zn 0.9064 1.7333 3.8327 5.73 7.97
31 Ga 0.5788 1.979 2.963 6.2

32 Ge 0.7622 1.5374 3.302 4.410 9.02
33 As 0.947 1.7978 2.7355 4.837 6.043
34 Se 0.9409 2.045 2.9737 4.1435 6.59
35 Br 1.1399 2.10 3.5 4.56 5.76
36 Kr 1.3507 2.3503 3.565 5.07 6.24
37 Rb 0.4030 2.632 3.9 5.08 6.85
38 Sr 0.5495 1.0643 4.21 5.5 6.91
39 Y 0.616 1.181 1.980 5.96 7.43
40 Zn 0.660 1.267 2.218 3.313 7.86
41 Nb 0.664 1.382 2.416 3.69 4.877
42 Mo 0.6850 1.558 2.621 4.477 5.91
43 Tc 0.702 1.472 2.850

44 Ru 0.711 1.617 2.747

45 Rh 0.720 1.744 2.997

46 Pd 0.805 1.875 3.177

47 Ag 0.7310 2.074 3.361

48 Cd 0.8677 1.6314 3.616

49 In 0.5583 1.8206 2.705 5.2

50 Sn 0.7086 1.4118 2.9431 3.9303 6.974
51 Sb 0.8337 1.595 2.44 4.26 5.4

52 Te 0.8693 1.79 2.698 3.610 5.669
53 | 1.0084 1.8459 3.2

54 Xe 1.1704 2.046 3.10

55 Cs 0.3757 2.23

56 Ba 0.5029 0.96526

57 La 0.5381 1.067 1.8501

58 Ce 0.528 1.047 1.949 3.543

3.7 ELECTRONEGATIVITY

59 Pr 0.523 1.018 2.086 3.758 5.543
60 Nd 0.530 1.034

61 Pm 0.536 1.052

62 Sm 0.543 1.068

63 Eu 0.547 1.085

64 Gd 0.591 1.17

65 Tb 0.564 1.112

66 Dy 0.572 1.126

67 Ho 0.581 1.139

68 Er 0.589 1.151

69 Tm 0.596 1.163 2.288

70 Yb 0.6034 1.174 2.43

71 Lu 0.5235 1.34

72 Hf 0.68 1.44 2.25 3.21
73 Ta 0.761

74 W 0.770

75 Re 0.760

76 Os 0.84

77 Ir 0.88

78 Pt 0.87 1.7911

79 Au 0.8901 1.98

80 Hg 1.0070 1.8097 3.30

81 TI 0.5893 1.9710 2.878

82 Pb 0.7155 1.4504 2.0815 4.083 6.64
83 Bi 0.7033 1.610 2.466 4.37 5.40
84 Po 0.812

85 At

86 Rn 1.0370

87 Fr

88 Ra 0.5094 0.97906

89 Ac 0.67 1.17

90 Th 1.1 1.93 2.78
91 Pa

92 U

93 Np

94 Pu 0.56

95 Am 0.58

3.7 ELECTRONEGATIVITY

Electronegativity is a measure of the strength with which
an atom in a molecule attracts electrons. Like IE and EA,
the dependence of electronegativity on Z can be explained
by examining electron configurations. Atoms with almost
completely filled outer energy levels (e.g., F and Cl) are
strongly electronegative and readily accept electrons.
However, atoms with nearly empty outer shells (e.g., Li
and Na) readily give up electrons and are strongly electro-
positive. Higher Z elements also have low electronegativ-
ity; because the outer electrons are at a greater distance
from the positive nucleus, electrons are not as strongly
attracted to the atom.

The electronegativity scale of the elements is included
in Figure 3.4 using Pauling’s classification. F is assigned
the largest electronegativity; four and the other elements
are then based on this value. The differences in the



TABLE 3.6 Electron Affinities of the Elements (kJ/mol)

Element Theory Experimental
1. H 72.766 72.9
2. He <0
3. Li 59.8 58
4. Be —18° <0
5B 29
6.C 113 121
7.N = N- —58° 121

N~ — N2~ —800°

N2~ — N3~ —1290°
8.0 -0 120 142

o — 0% —780°
9.F 312-325 328-333

10. Ne <0 <0

11. Na 52

12. Mg —54° <0

13. Al 48

14. Si 134

15. P 75

16.S — S~ 205 200

S —590

17. Cl 343 348

18. Ar <0

19. K 45 34-72

20. Ca <0

22.Ti 37.7

23.V 90.4

24. Cr 94.6

26. Fe 56.2

27.Co 90.3

28. Ni 123.1

29.Cu 173.8

30. Zn —87°

31. Ga 17°-48¢

32. Ge 116°-132¢

33. As 58°—71¢

34. Se — Se- 2049-212° —420

Se™ — Se?~

35. Br 3245

36. Kr <0

37.Rb 19-39

42. Mo 96

48.Cd —58°

49. In 19°-69¢

50. Sn 1424

51.Sb 599

52.Te 220°

53. 1 296

54. Xe <0

55.Cs 19-39

74. W 48

75. Re 14

81. Tl 117¢

82. Pb 1734

83. Bi —33d

84. Po 1904

electronegativities of two atoms in a molecule can be used
to estimate bond strengths and bond ionicities (i.e., the
percentage of ionic characters in the bond—the extent of
“mixed” bonding) (see Section 4.6 for numerical
examples).

3.8 THERMODYNAMICS: DRIVING FORCE
FOR CHANGE

Thermodynamic principles are important in all aspects
of materials science. In this section, we introduce some
of the fundamentals, but thermodynamics is discussed in
several other chapters, such as in regard to point defects in
Chapter 11 and to surfaces in Chapter 13. The primary role
of thermodynamics in ceramics is to tell us whether a
system 1is stable and what conditions (usually changes
in temperature or pressure) can cause it to change. Our
system may be a crystal structure, a phase, a grain bound-
ary, an aggregate of powder particles, or a concentration of
defects. Table 3.7 lists some of the important thermo-
dynamic parameters we meet in ceramics together with
their units.

GIBBS FREE ENERGY
The change in free energy is defined by

AG = AH — TAS (Box 3.7)
The change in enthalpy is given by
AH = AE + PAV (Box 3.8)

When the process involves no volume change, i.e., PAV
= 0, so AH = AE we can write

AG = AE —TAS (Box 3.9)

TABLE 3.7 Important Thermodynamic Parameters

Source: Berry RS (1969) Chem Rev 69: 533, except
2Edlen B (1960) J. Chem. Phys 33: 98

PBaughan EC (1961) Trans. Faraday Soc 57: 1863
°Ginsberg AP, Miller JM (1958) J Inorg Nucl Chem 7: 351
dPolitzer P (1968) Trans. Faraday Soc 64: 2241

Parameter Déefinition Units
Co Heat capacity at constant pressure J/IK

Co Molar heat capacity at constant pressure J/K.mol
C, Heat capacity at constant volume JIK

[o% Molar heat capacity at constant volume J/K.mol
E Energy J

G Gibbs free energy J

H Enthalpy J

1 Chemical potential J

P Pressure Pa

S Entropy JIK

T Temperature K
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3.8.1 Thermodynamic Stability

Gibbs free energy (G) is a property that provides a conve-
nient measure of the driving force of a reaction, and it may
be used to define thermodynamic stability. When we want
to know whether a process is energetically favorable, we
have to determine the change in free energy (AG)
associated with that process. For the change

A —B

which may be an oxidation reaction or a phase transforma-
tion, the change in free energy is

AG =G — Ga

where Gg is the free energy of the final state, and G is the
free energy of the initial state.

® AG < 0 for a favorable process. There’s a natural
tendency to move spontaneously from A to B.

= AG > 0 for an unfavorable process. The reaction as
written does not proceed spontaneously; the reverse
reaction is the spontaneous one.

m AG = 0 for a process at equilibrium.

CONVENIENT FORMS OF AG
Mixing A and B to form a solution (important in
constructing phase diagrams)

AG = RT(Xalnas + Xg Inag)
Oxidation of a metal to form a ceramic
AG = RT Inp0O,
Electrochemical process (such as in a fuel cell)

AG = —zFE =RTInp O,

In many processes, particularly those that occur in
ceramics, there is little if any volume change, so PAV = 0.
Because the sign of AG is dependent on temperature and
pressure, a particular system, such as a crystal structure, can
be stable only within a certain range of P and T. By varying
P and/or T, AG eventually becomes negative relative to
some other structure and a phase transition occurs. This
may be a transition from one crystal structure to another
(e.g., phase transformation in quartz), or it may be a transi-
tion from one aggregate state to another state (e.g., during
sintering when we get grain growth and a reduction in the
total grain boundary area), or it could be when we melt a
solid to form a liquid.

Gibbs free energy is a function of temperature, pres-
sure, and the number of moles of all the species present in
the system.

3.8 THERMODYNAMICS: DRIVING FORCE FOR CHANGE .............

3.8.2 Effect of Temperature

Many of the processes of interest in ceramics occur at
high temperature. At absolute zero (T = 0 K), the term
containing the entropy change, TAS, is zero and AG
depends only on AE. However, as T increases, the TAS
term becomes increasingly important; and at some temper-
ature a process can occur spontaneously even though AFE is
positive. The values of AE and AS depend on temperature,
and we can rewrite Box 3.9 to account for this.
AGr = AEr — TASt (3.1)
The subscript indicates that the values are given at
temperature 7. To obtain values of AE; and AS7, we need
to use the heat capacities of the material.
The molar heat capacities are:

cp = dH/dT (3.2)

¢y = dE/dT (3.3)
In many solids, particularly ceramics, with low
coefficients of expansion ¢, ~ ¢y, it is easier to obtain
values of ¢, and the variation with temperature is normally
fitted to an analytical expression of the form:
cp=a+bT+cT? (3.4)

We use equation 3.4 in Chapter 34 to determine the ¢,

value for various ceramics.
Using ¢, we can obtain expressions for AE7 and ASy.

T
AHr = AHy95 + J AdeT

3.5
298
T
Sy = So+ Jc;’dr (3.6)
0

If the external work of expansion due to heating is zero
(as it is when a material is heated at constant volume) or if
it is negligible (as it is when solids are heated at atmo-
spheric pressure), all of the heat supplied goes into internal
energy; and we can approximate AH; by AE7. Values of
AH,9g are already tabulated. The variation of AG with
temperature is illustrated in Figure 3.5.

When the signs of AE; and AS7 are the same, some
reactions that are not favorable at one temperature become
favorable at another, and vice versa. It is often useful to
know the temperature at which a reaction becomes favor-
able. This is the temperature at which a positive AGy
switches to a negative AGy due to the —TAS7 term.
We find this crossover temperature by setting AGr in
equation 3.1 equal to 0 and solving for 7.
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FIGURE 3.5. Variation in Gibbs free energy as a function of
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Figure 3.6 shows the effect of temperature on reaction
favorability. The slopes of the two lines and the crossover
temperature depend on the specific system.
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FIGURE 3.7. Pressure dependence of Gibbs free energies of carbon in
graphite and diamond. Diamond becomes more stable at high pressures.

3.8.3 Effect of Pressure

Higher pressures favor structures that have a higher den-
sity. Their formation involves a decrease in volume (nega-
tive AV). For instance, diamond (p = 3.51 g cm ) is
more stable than graphite (p = 2.26 g cm ™) at very high
pressures. At room temperature, graphite transforms to
diamond at pressures greater than about 1.5 GPa
(14,400 atm.), as shown in Figure 3.7. Graphite is the
stable phase at room temperature and pressure. The influ-
ence of pressure, at constant 7, on the Gibbs free energies
of two phases, o and B, is given by

(0G(, )/ OP)r = AV(op) (3.8)

3.8.4 Effect of Composition

In ceramics we are often dealing with multicomponent
systems such as the ternary quartz, clay, and feldspar used
in the formation of porcelains or the binary NiO and Al,O;
that react to form a spinel. Equilibrium, at constant T and P,
is reached in these systems when the chemical potential, 1,
of a component is the same in all of the phases in which it is
present. The chemical potential, or the partial molar free
energy of a component in a given phase, is defined as

by = (0G/0ni)r p, (3.9)
where n; is the number of moles of component i, and #; is
the number of moles of component ;.

Deduction of the phase rule (Chapter 8), which defines
the conditions of equilibrium in terms of the number of
phases and the components of a system, follows directly
from the requirement that y; of each constituent i be the
same in every phase at equilibrium. If p, is different, we get
a reaction, the rate of which is determined by kinetics.
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We can combine equation 3.9 with our definition of
Gibbs free energy and produce a differential form of the
Gibbs equation.

0G = VOP — SOT + Zp,0n; (3.10)

The importance of equation 3.10 is that it links the

free energy of the system to our usual experimental

variables (T and P) and the observable properties (V and
concentration).

3.9 KINETICS: SPEED OF CHANGE

Thermodynamics tells us whether a process can happen.
Kinetics tells us whether that process will happen at a
reasonable, or measurable, rate. The rates of chemical
reactions have been found to depend very strongly on the
temperature. A useful rule of thumb is that the rate doubles
for every 10 K increase in temperature. The rate, k, of
many reactions follows the Arrhenius rate law

k=Aexp — (E,/RT) (3.11)
where R is the gas constant (8.314 JK! molfl); Ais a
temperature-independent preexponential constant; and E,
is the activation energy. A plot of k versus T gives a curve
that increases exponentially. The activation energy
represents the minimum energy required for a reaction to
happen. The value of E, may be determined from the
logarithmic form of the Arrhenius equation.

E,
Ink = RT +1InA (3.12)

A plot of In k against 1/T yields a straight line with
slope —E,/R, as shown in Figure 3.8. This type of plot is
called an Arrhenius plot, and a reaction giving such a
straight line is said to show Arrhenius behavior.

Most reactions that proceed at a moderate rate (i.e.,
occur appreciably in minutes or hours) have values of E,
between 50 and 100 kJ. For such reactions, you can use
equation 3.11 to verify the photographer’s guide that
reactions go two or three times as fast when the tempera-
ture increases by 10°C.

An important example of a process that exhibits
Arrhenius behavior is diffusion. The diffusion coefficient
D (units of cm?/s) is a strong function of temperature.

D = Dy exp(—E,/RT) (3.13)

For ceramics, the value of E, varies over quite a wide
range, from about 50 to 800 kJ/mol (~0.5-8 eV per atom).
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FIGURE 3.8. Arrhenius plot. The slope of the line indicates the activa-
tion energy for the process.

The activation energy represents the energy necessary for
an atom to jump from one atomic position to another.

The diffusion coefficient also depends on chemical
potential and time. These changes are represented in
Fick’s laws, which we describe in Chapter 11.

At sufficiently low temperatures, any structure can be
stabilized kinetically. Kinetic stability is not a well-defined
term because the limit below which a conversion rate is
considered to be negligible is arbitrary. There are many
examples of kinetically stabilized materials. Two
examples in ceramics are:

m Glasses. At room temperature, a glass is a kinetically
stabilized material. Given enough time, all glasses
transform to their crystalline counterpart.

® Tridymite (a high-temperature polymorph of SiO,).
Transformation of quartz at 867°C should lead to
the formation of tridymite. However, the transforma-
tion is very slow (it involves complete alteration of the
crystal structure), and direct conversion by heating
alone has not been proved. All natural tridymite
contains other oxides, which it is believed stabilize
the structure. Pure tridymite cannot be obtained at
room temperature.

Notice that we have not considered the environment of
the combining atoms/ions, so we have not actually used the
crystal/amorphous nature of the ceramic.
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CHAPTER SUMMARY

We reviewed some of the fundamentals that underpin all aspects of materials science. Knowing
the electron configuration of an atom allows us to understand some of the properties of materials
that contain that atom. It also helps us determine the type of bonding that occurs between
different atoms. In ceramics, the bonding is important because it is not straightforward. It often
involves ionic and covalent contributions and sometimes also a metallic component.

Thermodynamics and kinetics enable us to explain why and how chemical reactions take
place. This information is important in many areas of ceramics but particularly in ceramic
processing. Traditional processing of ceramic components is carried out at high temperatures
because the kinetics would be too slow otherwise. Kinetics is often closely linked with
economics. Processes that are slow are usually expensive.

PEOPLE AND HISTORY

Arrhenius, Svante August. He won the 1903 Nobel Prize in Chemistry for his work on the electrical conductivity
of salt solutions (he was also nominated for the Physics Prize). He is often hailed as a pioneer of modern
environmentalism for his work on the greenhouse effect. One of his predictions was that the United States might
pump its last barrel of oil in 1935. Fortunately, he was proved wrong, but his concern about the world’s natural
mineral resources and the need for alternative sources of energy was prescient. He died in 1927 aged 68.

Barkla, Charles Glover (1877-1944). He was born in Widnes, Lancashire, England. After obtaining his
master’s degree in physics he went to work in the Cavendish Laboratory with J.J. Thomson. In 1913, he accepted
the position of Chair in Natural Philosophy in the University of Edinburgh in Scotland; and he remained there
until he died. He was awarded the 1917 Nobel Prize in Physics for his discovery of the characteristic rontgen
radiation of the elements.

Bohr, Neils (Denmark): In 1913, he proposed an atomic model where electrons could only move in certain
stable orbits. He won the Nobel Prize in Physics in 1922 and died in 1962 at age 77.

Boltzmann, Ludwig Eduard. He was born in Vienna in 1844 and died aged 62. His “constant” is inscribed on
his tomb in Vienna. Many argued strongly against his ideas, and he committed suicide shortly before
experiments justified them.

Davisson, Clinton Davis and Germer, Lester Halbert. They were working at Bell Labs at the time of their
discovery of electron diffraction. Davisson died in 1958 aged 76. Germer died in 1971 at age 75.

de Broglie, Louis. In 1924, he hypothesized that all matter possesses wave properties. A French Duke, he
won the Nobel Prize in Physics in 1929. He died in 1987 at age 94.

Heisenberg, Werner (1901-1976). He was born in Wiirzburg, Germany. He obtained his Ph.D. in 1923 at the
University of Munich. His theory of quantum mechanics was published at age 23, and he was awarded the 1932
Nobel Prize in Physics for this theory. At the end of World War II he was taken prisoner by American troops and
sent to England. He returned to Germany in 1946. He was Director of the famous Max Planck Institute for
Physics and in 1953 became President of the Alexander von Humboldt Foundation. He died in 1976 aged 74.

Pauli, Wolfgang (1900-1958). Born in Vienna, Austria, he obtained his doctoral degree in 1921 from the
University of Munich. After that he worked with Max Born and then with Neils Bohr. He held various
appointments in the United States during World War II, including at the Institute of Advanced Study in
Princeton. After the war he returned to the Federal Institute of Technology in Zurich as professor of theoretical
physics. He won the 1945 Nobel Prize in Physics for developing the eponymous exclusion principle.

Pauling, Linus Carl. Pauling won the Noble Prize for Chemistry in 1954 and for Peace in 1962. He died in
1994 at age 93.

Schrodinger, Erwin. He was born in Vienna, Austria in 1887. His great discovery, Schrodinger’s wave
equation, was made in 1926. He won the Nobel Prize in Physics in 1933 for that work. When Hitler came to
power in Germany (1933), he moved to England. He moved back to Austria but had to escape when his native
country became annexed in 1938. He eventually moved to the Institute for Advanced Studies in Dublin where he
remained until he retired. He died in 1961 at age 73.

Thomson, Joseph John and Thomson, George Paget. These men were father and son. Rutherford was J.J.’s
student at Cambridge. The elder Thomson discovered the electron in 1897 and won the Nobel Prize in Physics in
1906. His son, G.P. Thomson, won the same Nobel Prize in 1937 together with Davisson. He died in 1976 (born
1892). Thus, the father “proved” that electrons were particles, and the son “proved” they were waves.
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CHAPTER SUMMARY

EXERCISES

Explain the trend in the first ionization energies of elements in the second row (Na to Cl) of the periodic table.
Explain the trend in ionization energies of singly charged ions of the halogens.

Explain the trend in electron affinities of elements in the second row (Na to Cl) of the periodic table.

What is the ionization energy of F? Would you expect the process of ionization to be endothermic or exothermic?

Calculate the energy of the Na 3s' electron. The value of the first ionization energy for Na is 0.50 MJ/mol.
Explain the difference, if any, between these two numbers.

Explain the trend in Pauling electronegativities of elements in the second row (Na to Cl) of the periodic table.
An electron has the principal quantum number four. What are the possible values of /, m;, and m for this electron?
Determine the activation energy for the reaction shown in Figure 3.8.

Even though glasses are not thermodynamically stable, we know they exist at room temperature. Explain this
phenomenon and describe briefly how you could increase the rate at which a glass would crystallize.

Show that the volume change for the transformation graphite — diamond is negative.

In Table 3.3 we highlighted the electron configurations of Cr and Cu. What is special about the electron
configurations of these particular elements?

As you go down a column in the periodic table, you generally find that the electronegativity decreases for the
main group elements. In contrast, as you go down a column of transition metal atoms, there is no consistent
trend in electronegativity values. Why?

The Gibbs free energy of formation of Ag,O at room temperature is —11 kJ and for Cu,O the corresponding
value is —142 kJ. What do these numbers imply about these two oxides?

Why is temperature so important in ceramics?

The activation energy for migration of gold nanoparticles on gallium nitride has been determined to be 27 kJ/mol.
(1) Convert this number to eV. (2) Would you expect the activation energy to be the same for gold nanoparticles on
all ceramics? Briefly justify your answer.

Discuss the sign used for E that says the reaction is exothermic when EA is positive.

Using the four journals in question 1.20, give 10 exceptions to the “shading rule” in Figure 3.4.
Is the crossover in Figure 3.7 what and where you would expect?

When is 50 kJ/mol approximately equal to 0.5 eV/atom?

We say that “a useful rule of thumb is that the rate doubles for every 10 K increase in temperature.” Discuss this
statement.
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Bonds and Energy Bands

CHAPTER PREVIEW

Bonding in ceramic materials may be quite complicated. It is primarily covalent and/or ionic,
but it may also have a metallic component, a van der Waals component, and so on. In this
chapter we review the basic types of primary and secondary bonds and see how they apply to
ceramics. We also review the concept of energy bands, which is used when we discuss electrical
properties later. The purpose of this chapter is to review the concepts that we use throughout the
text. If it is not a review for you, suggestions are given for suitable texts that can give you the
details. Important topics include the type of bonding, the origin of hybridization, mixed bonding,

and energy bands.

4.1 TYPES OF INTERATOMIC BOND

We can divide interatomic bonds into two categories.

® Primary (strong) bonds
m Secondary (weak) bonds

The types of primary and secondary bonds and their
energy ranges are given in Table 4.1. In the next few
sections we briefly review the general characteristics of
these bonds.

All interatomic forces are electrostatic in origin. The
simplest expression for the bond energy is:

A B

E= —
rﬂ rm

4.1)

where r is the interatomic distance; and A, B, n, and m are
constants characteristic of the type of bonding. The first
term is the attractive component, and the second is due to
repulsion. Only when m > n is a minimum (equilibrium)
value of E possible. Equation 4.1 says that attractive forces
predominate when atoms are far apart and repulsive
interactions predominate when the atoms are close
together. The bond—energy curve can be plotted as shown
in Figure 4.1A. When the energy is a minimum, the atoms
are at their equilibrium separation (r = rp); the lowest
energy state defines the equilibrium condition. When
discussing ceramics, we usually think of the material in
terms of ions; ions with the same sign always repel one
another due to the Coulomb force.

If we differentiate equation 4.1 with respect to r, we
obtain an equation that describes the resultant force F
between a pair of atoms

C.B. Carter and M.G. Norton, Ceramic Materials: Science and Engineering,

dE nA mB

F= dr gl pmid

4.2)

The force is zero at the equilibrium separation.

Sign conventions for force: In Figure 4.1A the force is
attractive when F is positive. This is the usual convention
in materials science (and in Newton’s law of universal
gravitation). The force is attractive if A > 0 and negative
if A < 0. Beware: in electrostatics, the convention is that a
negative force is attractive.

4.2 YOUNG’S MODULUS

We can change the equilibrium spacing (r() of the atoms in
a solid by applying a force. We can push the atoms closer
together (compression), r < rg, or pull them farther apart
(tension), r > ry. Young’s modulus (E) is a measure of the
resistance to small changes in the separation of adjacent
atoms (modulus is Latin for “a small measure™). It is the
same for both tension and compression.

Young’s modulus is related to the interatomic bonding
forces; and, as you might expect, its magnitude depends on
the slope of the force—distance curve at r.

Close to rq the force—distance curve approximates a
tangent; when the applied forces are small, the displace-
ment of the atoms is small and proportional to the force.
We can define the stiffness of the bond, S, as the slope of

this line.
o _ (9F _ (PE @3
. dr r=rg a dr? r=rg ‘
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FIGURE 4.1. (A) Bond—energy curve for KCI. At infinite separation, the energy is that required to form K* and CI~ from the corresponding atoms.
(B) Force—distance curves for two materials: one where the bonding is strong and one where it is weak.

TABLE 4.1 Typical Bond Strengths

Type of bond Bond energy (kJ/mol)
lonic 50-1,000

Covalent 200-1,000

Metallic 50-1,000

van der Waals 0.1-10

Hydrogen 10-40

The stiffness is analogous to the spring constant or
elastic force constant of a spring and is the physical origin
of Hooke’s law. Close to ry we can assume that the force
between two atoms that have been stretched apart a small
distance r is

F = S()(I’ - I”()) (44)
If we consider pulling two planes of atoms apart then

the total force per unit area can be obtained by dividing F
by ro”

!

Con S _So(tn) g,

- 2 . -
7 Iy ro ro

[=1\)

where ¢ and ¢ should be familiar to you already—they are
stress and strain, respectively. Moduli obtained from this
approach are approximate because they relate to two atoms
only, ignoring the effects of neighboring atoms. (Although
we only discussed Young’s modulus here, the conclusions
are applicable to the other elastic moduli we describe in
Chapter 16). As the interatomic spacing, and in some cases
the bonding, varies with direction in a single crystal,
Young’s modulus is dependent on the direction of stress
in relation to the crystal axes. Single crystals are elastically
anisotropic.

Figure 4.1B shows force—distance plots for two
materials: one that has weakly bonded atoms and the

TABLE 4.2 Young’s Modulus as a Function of Melting

Temperature

Average young’s
Compound modulus (GPa) Melting temperature (° C)
Titanium carbide 310 3,180
Tungsten 414 2,996
Silicon carbide 345 Sublimes > 2,800
Periclase (MgO) 207 2,800
Beryllia (BeO) 310 2,585
Spinel (MgAI>0,4) 241 2,160
Corundum (Al,O3) 366 2,050
Iron 207 1,539
Copper 110 1,083
Halite (NaCl) 34 801
Aluminum 69 660
Magnesium 41 650
Polystyrene 2.8 <300
Nylon 2.8 <300
Rubber 0.07 <300
other strongly bonded atoms. With reference to

bond—energy curves, a material with a high modulus has
a narrow, steep potential energy well; a broad, shallow
energy well is characteristic of a low modulus. Table 4.2
lists values of Young’s moduli for different materials as a
function of melting temperature. You can see the general
trend: the higher the melting temperature, the higher the
modulus. Melting temperatures are also indicative of bond
strengths, which are determined mainly by the depth of the
energy well. The modulus is determined by the curvature at
the bottom of the well. It is this difference that accounts for
deviations from the general trend.

As the temperature of a material increases, Young’s
modulus generally slowly decreases, as shown for single-
crystal aluminum oxide (corundum) in Figure 4.2. As the
temperature approaches absolute zero, the slope of the
curve approaches zero as required by the third law of
thermodynamics. (The entropy of any pure substance in
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FIGURE 4.2. Temperature dependence of Young’s modulus for
corundum.

complete internal equilibrium is zero). An empirical
relationship that fits the data for several ceramics is

E ="TFy—bT exp (%) (4.6)
where Z is Young’s modulus at absolute zero; b and T
are empirical constants; and T, is about half the Debye
temperature. (The Debye temperature is that at which the
elastic vibration frequency of the atoms in a solid is maxi-
mum.) As the temperature increases, the separation
between the atoms is increased and the force necessary
for further increases is slightly decreased.

For polycrystalline ceramics there is an additional effect
due to grain boundaries. At high temperatures there is a
rapid decrease in the measured values of Young’s moduli,
as shown in Figure 4.3. This has been attributed to non-
elastic effects such as grain boundary sliding and grain
boundary softening. Young’s modulus of a bulk ceramic
continues to change as described by equation 4.6 but we
are measuring changes due to the grain boundaries. The
importance of grain boundaries in the mechanical behavior
of ceramics will become apparent in later chapters.

4.3 IONIC BONDING

In a pure ionic bond there is complete transfer of electrons
from one atom to another. Pure ionic compounds do not
exist. Although compounds such as NaCl and LiF are often
thought of as being ionic, in general all such “ionic” solids
have a covalent component.

The requirement for ionic bonding is that the ionization
energy to form the cation and the electron affinity to form
the anion must both favor it energetically. The formation
of isolated ions from isolated atoms requires energy; and
thus the formation of the pair of ions would not give a
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FIGURE 4.3. Temperature dependence of Young’s modulus for sev-
eral polycrystalline ceramics.

stable situation. However, the pair of ions have a strong
mutual attraction that leads to strong binding in the mole-
cule. Because the Coulomb force is strong and long range,
many ionic compounds have high melting and high boiling
temperatures. lIonic bonds do not favor particular
directions. This is very different from covalent bonding.

4.3.1 Energy of an lon Pair

Before considering a lattice of ions, we consider a single
pair of oppositely charged ions separated by a distance r.
The electrostatic attractive energy E is

 [ZmllZx|e?

E:
(4 meor)

.7

where Z, and Z, are the charges on the cation and
anion, respectively. The negative sign in equation 4.7
means that as r becomes smaller the energy becomes
increasingly more negative. To obtain equilibrium separa-
tion, there must be repulsion to balance the attraction.



TABLE 4.3 Values of the Born Exponent

lon configuration No.
He 5
Ne 7
Ar, Cu* 9
Kr, Ag* 10
Xe, Au* 12

Strong repulsive forces arise when the full electron orbitals
of both ions overlap because some electrons then must go
into higher energy states in accordance with the Pauli
exclusion principle. The repulsion energy rises rapidly
with decreasing distance between the ions.

The repulsive energy is often given by an equation of
the form

B

E, = 4.8)
where B is a constant, and 7 is known as the Born expo-
nent. Information about the Born exponent may be
obtained from compressibility data because we are mea-
suring the resistance of the ions to be closer together than
ro. The Born exponent depends on the type of ion involved.
Larger ions have higher electron densities and hence larger
values of n (Table 4.3).

The total energy of the ion pair is given by summing
equations 4.7 and 4.8

. |Z]|Zx] e B

E=
(4meor) 1"

4.9)

The inset in Figure 4.1A shows how when r is large the
bond energy is >0 because of the net energy involved in
forming the ion pair.

4.3.2 Madelung Constant

In a crystal lattice, all of the ions interact. The interaction
between ions with opposite charge is attractive and is repul-
sive between ions of like charge. The summation of all these
interactions is known as the Madelung constant, A
(Madelung 1918). The energy per ion pair in the crystal is then

_ A|Zu||Zy)e?

E:
(4 7'[807'0)

(4.10)

The Madelung constant is defined as the ratio of the
Coulomb energy of an ion pair in a crystal to the Coulomb
energy of an isolated ion pair at the same separation
(the equilibrium separation of the ions in the crystal not
in an isolated pair).

Z.Z:
A=) -1 (4.11)
Z \Z1||Z2|ry

MADELUNG CONSTANT FOR LINEAR ARRAY
For the infinite linear array of ions shown in Figure 4.4
we obtain

A=21—-1/2+1/3—-1/4+..]

The factor 2 occurs because there are two ions, one to
the right and one to the left of our reference ion, at equal
distances ;. We sum this series using the expansion

In(1 +x)=x—x*/2+x/3—x*/4+ ..
Thus the linear Madelung constant

A= 2In2.

L e g o o O
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FIGURE 4.4. Linear array of ions of alternate signs separated by ro.

FIGURE 4.5. NaCl structure showing distances between ions in
multiples of ry.

The distance r;; is the separation between ions at
equilibrium in multiples of ry.

In three dimensions, the series presents greater diffi-
culty than the linear example. It is not possible to write
down the successive terms by quick inspection. More
importantly, the series only converges slowly and keeps
reversing in sign so you have to consider the whole infinite
crystal. An approach we can use to obtain A for a
three-dimensional crystal structure is illustrated for NaCl
(Figure 4.5). Let us consider the interactions between the
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TABLE 4.4 Madelung Constants of Some Common Crystal

Structures

Structure Coordination number Geometrical factor 4
Sodium chloride 6:6 1.74756

Cesium chloride 8:8 1.76267

Zinc blende 4:4 1.63806

Wurtzite 4:4 1.64132

Fluorite 8:4 2.51939

Rutile 6:3 2.4082

Corundum 6:4 417192

2Value of 4 depends on details of the structure

central cation and all of the other ions in the cell. Due to
electroneutrality requirements in the unit cell, ions located
on the cube faces count 1/2, those on the cell edges count
1/4, and the corner ions count 1/8. (This is the same
approach that you use when determining the number of
atoms per cell).

Using equation 4.11, we obtain

A= —(6/2)(—1)/1 = (12/4)(1)/V2 - (8/8)(-1)/V3
Hence
A =3-21212+0.5774 = 1.456

If we consider a larger cell size, the value we obtain for
the Madelung constant is closer to that determined for
the NaCl structure using computer calculations. Doubling
the length of the cell edge gives A = 1.75. These simple
calculations are a little misleading because the sum is
really infinite. There are two important points.

= A is well defined for a particular crystal structure; it is
usually ~2.

m A is unique for a particular crystal structure; that is, it
is the same for NaCl and MgO.

Table 4.4 lists Madelung constants for some common
crystal structures. The value of the Madelung constant is
determined only by the geometry of the lattice and is
independent of the ionic radius and charge. Unfortunately,
some tables incorporate ionic charge, so care is necessary
when looking up and comparing values. For example, the
Madelung constant for fluorite may be given as 5.038 and
that of Al,O5 as 25.031; the constant for MgO may then be
given as different to that for NaCl.

Table 4.4 confirms that the value of the Madelung
constant for all of these different crystal structures is >1.
The implication is that the crystal is more stable than an
isolated ion pair. The fact that the Madelung constant for
the NaCl structure, which has six nearest neighbors, is
close to the Madelung constant of the CsCl structure,
which has eight nearest neighbors, indicates that

= The number of neighbors does not significantly influ-
ence the lattice energy.
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® The Coulomb energy does not depend on the type of
crystal structure.

In Chapter 5 we’ll see that packing is the most impor-
tant consideration in determining the structure adopted by
predominantly ionically bonded crystals. The difference in
A between some crystal structures is very small. In such
cases (e.g., the zinc blende and wurtzite structures—named
after the two crystalline forms of ZnS), the difference in
the resulting electrostatic energy is small. For zinc blende
and wurtzite, it is ~0.2%. When the energy difference
between structure types of the same stoichiometry is
small, we often encounter polymorphism: the compound
can form with more than one structure. We examine this
useful complication in Chapter 7.

4.3.3 Lattice Energy

With knowledge of the Madelung constant, we can write
the total energy for one mole of the crystal lattice
containing an Avogadro’s number () of ion pairs

E AN |Zym||Z,|e? +@

(4meor) r (4.12)

The minimum energy, Ej, at ry is obtained by
differentiating equation 4.12 with respect to r.

dE 0 __AN|Zu||Zs|¢* nBN
dr (4neerd) rptt

The constant B is then

B \521N|Z1\/[||Zx|ezr8_1
o 4TC80
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Rewriting equation 4.12 gives the Born-Landé equa-
tion, which is quite successful in predicting accurate values
of the lattice energy of an ionic compound.

Eo =

2

47580 ro

It requires only knowledge of the crystal structure (to
choose A correctly) and ry. Both parameters are readily
available from X-ray diffraction data.

As an example of using equation 4.13, let us calculate
the value of E, for MgO. We need to substitute the follow-
ing values:

A = 1.748 (from Table 4.4)
n = 8 (an average value based on Table 4.3)
ro = 210 pm (from X-ray diffraction data)

This gives Ey = —4,046.8 kJ/mol.


http://dx.doi.org/10.1007/978-1-4614-3523-5_5
http://dx.doi.org/10.1007/978-1-4614-3523-5_7

The terms in equation 4.1 are modified in other models
because it would be surprising for one value of # to fit all
atoms when we have no physical justification for any
particular number. For example, the repulsion term may
be represented by

E, = be /) (4.14)
where b and p are constants determined from compress-

ibility measurements. This gives the Born—-Mayer equation
(Born and Mayer 1932) for lattice energy.

_ ANZy |12 (1 _£>

Ey=
dmegro o

(4.15)

The Born—Mayer equation emphasizes the fact that
equation 4.1 is designed purely to match the observed
phenomenon. It is not a fundamental “truth” like the Cou-
lomb interaction.

4.3.4 Born-Haber Cycle

The Born-Haber (Born 1919; Haber 1919) cycle shows the
relationship between lattice energy and other thermodynamic
quantities. It also allows the lattice energy to be calculated.
The background to the Born-Haber cycle is Hess’s law,
which states that the enthalpy of a reaction is the same
whether the reaction proceeds in one or several steps. The
Born-Haber cycle for the formation of an ionic compound
is shown in Figure 4.6. It is a necessary condition that

AHy = AHay + AHpax + AHig + AHgya +E - (4.16)
or in terms of the lattice energy
E = AHf — AHAM — AHAX — AHIE — AHEA (417)

where AH sy and AH 5x are the enthalpies of atomization
of the metal and the nonmetal, respectively. For gaseous
diatomic molecules, AH, is the enthalpy of dissociation
(bond energy plus RT) of the diatomic molecule.

Mg P> M,
+
AHEA
AH, X P X'
M
AHAX E
I AHJ—
My + 23Xy P MX,

FIGURE 4.6. Born-Haber cycle.

For metals that vaporize to form monatomic gases, AH 5
is identical to the enthalpy of sublimation. If a diatomic
molecule M, sublimes, the dissociation enthalpy of the
reaction (M, — 2M) must also be included. As defined
earlier, E is the lattice energy of the crystal and represents
the heat of formation per mole of a crystal MX from Mg,"
and X(g)i.

As an example of using the Born-Haber cycle, we
calculate the lattice energy of MgO. The values of the
various thermodynamic parameters can be found in
Kubaschewski et al. (1993), Johnson (1982), and the
NIST-JANAF tables (Chase 1998).

For MgO:

AHy  —601.7 kJ/mol

AHan 147.7 kJ/mol

AH sx 249 kJ/mol [The actual value for the dissociation enthalpy is
498 kJ/mol, but we need to take half of this value because
we are considering the reaction 1,0, (g) — O (g).]

2,188 kJ/mol

—638 kJ/mol

AHg
AHga

By substitution into equation 4.17, we get E =
—2,548.4 kJ/mol.

If we compare this value with that calculated using the
Born-Landé equation, we see that they are quite different.
The Born-Haber cycle gives a lattice energy about 60%
higher than the Born-Landé value. The reason for this
difference is that although we often regard MgO as essen-
tially an ionic ceramic it has an appreciable covalent char-
acter. If similar calculations, using the Born-Landé
equation and the Born-Haber cycle, are performed for
NaCl or one of the other alkali halides, the values obtained
using the two methods agree to within 1-2% as shown in
Table 4.5. The differences in the above calculations as
sometimes used as a means of defining an ionic com-
pound—if the results are similar, it must be ionic.
Although this definition is not very useful within the con-
text of ceramics, it does serve as an illustration that the
bonding in most ceramics is not simply ionic.

TABLE 4.5 Lattice Energies of Some Alkali and Alkaline Earth
Metal Halides at 0 K

Compound Born-Haber cycle Born-Lande equation
NaF -910 —-904
NaCl —772 —757
NaBr —736 —-720
Nal —701 —674
KCI —704 —690
Kl —646 —623
CsF —741 —724
CsCl —652 —623
Csl —611 —569
MgF> -2,922 —2,883
CaF, —2,597 —2,594
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4.3.5 lonic Radii

We know from quantum mechanics that atoms and ions do
not have precisely defined radii. However, the concept of
an ion as a hard sphere with a fixed radius is useful when
predicting crystal structures. Experimental evidence shows
that such a model has some justification: the model often
“works.” Nevertheless, always bear in mind that atoms and
ions are not rigid spheres, and their size is affected by their
local environment.

We cannot measure ionic radii directly. What we can
measure rather easily, and with high accuracy using X-ray
crystallography, in most crystals is rg

ro=1rm+7rx (4.18)

where ry is the radius of the cation (usually a metal), and
rx 1s the radius of the anion.

To obtain ionic radii, it is necessary to fix the radius of
one of the ions in equation 4.18. Historically, the radius
of the I ion was fixed, and the other radii were calculated
with respect to it (Landé 1920). Later, Pauling (1960)
produced a consistent set of ionic radii that have been
used widely for many years. Many mineralogists use

Goldschmidt’s values. The most comprehensive set of
ionic radii is that compiled by Shannon and Prewitt
(1969) and revised by Shannon (1976). Table 4.6 lists
Shannon’s ionic radii. Although there are several different
tabulations, they are for the most part internally consistent.
It is important, though, to use radii from only one data set.
Never mix values from different tabulations.

There are several important trends in the sizes of ions.

® The radii of ions within a group in the periodic table
increase with increasing Z (this is for main group

elements; the transition metals often behave
differently).

m The radius of a cation is smaller than the corresponding
atom.

® The radius of an anion is larger than the corresponding
atom.

® [n a particular row of the periodic table, the anions are
bigger than the cations.

Using X-ray methods, it is possible to obtain accurate
electron density maps for ionic crystals. Those for NaCl
and LiF are shown in Figure 4.7. It has been suggested that

TABLE 4.6 lonic Crystal Radii (in pm)

Coordination number = 6

Ag* AP+ As®* Au* B3 Ba?* Be?* Bi®* Bi®* Br- c* ca® Cd?
115 54 46 137 27 135 45 103 76 196 16 100 95
Ce** cl- Co?* Co** cr?* cr* Cr** Cs* Ccut cu* cu®* Dy>* Er3*
87 181 75 55 80 62 55 167 77 73 54 91 89
Eu®* F- Fe** Fe®* Ga** Gd** Ge** Hf** Hg? Ho®* I~ In3* K*
95 133 78 65 62 94 53 71 102 90 220 80 138
La3+ L|+ Mg2+ Mn2+ Mn4+ M03+ Mo4+ M06+ N5+ Na* Nb5+ Nd3+ Ni2+
103 76 72 83 53 69 65 59 13 102 64 98 69
Ni®* 02 OH™ pS+ Pb%* Pb* Rb* Ru** s2- S8+ Sb3* Sb Sc3*
56 140 137 38 119 78 152 62 184 29 76 60 75
Se?~ Se®* Sit* Sm3* Sn** Sr2* Ta%* Te?~ Te®* Th** Ti2* Ti** Ti*+
198 42 40 96 69 118 64 221 56 94 86 67 61
T|+ T|3+ U4+ U5+ U6+ V2+ V5+ W4+ W6+ Y3+ Yb3+ Zn2+ Zr4+
150 89 89 76 73 79 54 66 60 90 87 74 72
Coordination number = 4

Ag+ A|3+ ASS+ BS+ Be2+ C4+ Cd2+ COZ+ Cr4+ Cu+ Cu2+ = Fe2+
100 39 34 1 27 15 78 58 41 60 57 131 63
Fe3* Ga®* Ge** Hg?* In®* Li* Mg>* Mn2* Mn** Na* Nb5* Ni2* 02
49 47 39 96 62 59 57 66 39 99 48 55 138
OH — P5+ Pb2+ SG+ SeG+ Sn4+ Si4+ Ti4+ V5+ W6+ Zn2+

135 17 98 12 28 55 26 42 36 42 60

Coordination number = 8

Bi3+ Ce4+ Ca2+ Ba2+ Dy3+ Gd3+ Hf4+ H03+ |n3+ Na+ Nd3+ 02— Pb2+
117 97 112 142 103 105 83 102 92 118 111 142 129
Rb+ Sr2+ Th4+ U4+ Y3+ Zr4+

161 126 105 100 102 84

Coordination number = 12

Ba2+ CaZ+ La3+ Pb2+ Sr2+

161 134 136 149 144
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FIGURE 4.7. Electron density maps for (A) NaCl and (B) LiF.

the minimum in the electron density contours between the
nuclei could be taken as the radius position for each ion.
The ionic radii values obtained by this method differ
somewhat from those obtained by other methods and tend
to make the anions smaller and the cations larger. Notice
that the electron density does not go to zero in the region
between nuclei, even for “ionic” crystals.

4.4 COVALENT BONDING

A pure covalent bond forms when atoms that have the
same electronegativity combine; the electrons are shared
equally. Such a bond occurs only between identical atoms.
Examples of pure covalent bonds are the C—C bond in
diamond and the Si—Si bond in silicon. If the atoms have
similar electronegativities, a bond can form that has a large
covalent component. The most important such bonds for
ceramics are the Si—O bond found in silicates and the AI-O
bond in alumina.

The bond—energy curve for a covalent bond has the
same general shape as that shown in Figure 4.1A. The main
difference is that we don’t have the additional energy term
associated with the formation of ions. The forces involved
are still electrostatic.

m Attractive forces: between the electrons of one atom
and the nucleus of the neighboring atom

m Repulsive forces: between electrons on neighboring
atoms

4.4.1 Molecular Orbitals

One way to consider covalent bond formation is to look at
what happens to the individual atomic orbitals (AOs) on
adjacent atoms as they overlap at short distances to form
molecular orbitals (MOs). The simplest case is that of two
Is orbitals. At relatively large separations (>1 nm), the
electron orbital on one atom is not influenced significantly
by the presence of the other atom. As the two atoms
approach each other, the orbitals overlap and the electron
density between the nuclei increases. At ry, the individual
AOs become a single MO—called a bonding MO—with
the electron density concentrated between the nuclei.

A bonding MO can be described as the sum of the wave
functions of the contributing AOs

"llBond = \le + \IJB (4.19)

The probability of finding an electron at a given point
in the MO is proportional to VBond”

(\|/Bond)2 = (Va + \|fB)2

Equation 4.20 is shown as a function of internuclear
distance in Figure 4.8.

We can represent an MO pictorially, similar to the way
we do for AOs—by outlining a shape that encloses most of
the electron density and consequently is given by the
molecular wave function. Figure 4.9 represents the bond-
ing MO formed by the combination of two 1s AOs.
Because regions of high electron density lie between the
atoms, covalent bonds are directional. The directional

(4.20)
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FIGURE 4.8. Distribution shows the probability of finding an electron at
a given point in a molecular orbital (MO) as a function of distance.
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FIGURE 4.9. Representation of a bonding MO obtained by summing
two atomic orbitals (AOs). In this case the example is Hy.

ON THE CONVENTION OF ASSIGNING
COORDINATE AXES
The line that connects the nuclei in a diatomic molecule
is designated the z axis and is thus common to both
nuclei. The two sets of corresponding x and y axes are
parallel.

nature greatly influences the atomic arrangements in cova-
lently bonded solids and their mechanical properties. Dia-
mond, a purely covalently bonded ceramic, is the hardest
known material.

We can also form an MO—called an antibonding
MO—by subtracting the wave functions of the contri-
buting orbitals.

\ll*:\IIA_\IIB

In the antibonding MO, illustrated in Figure 4.10, the
electron density is greatly reduced in the overlap region
and is zero midway between the nuclei. The antibonding
MO is less stable than the isolated AOs from which it is
derived and consequently higher in energy.

The MOs that are symmetrical when rotated around a
line joining the nuclei are called sigma (o) MOs. The
bonding and antibonding MOs are referred to as ¢” and
o, respectively. Figure 4.11 shows the relative energies of

(4.21)
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Nodal plane —

Ls, Lsy MO,

FIGURE 4.10. Representation of the formation of an antibonding MO.
An appropriate example is again H,.

Antibonding
MO

Bonding
MO

o
Molecule

Atom A Atom B

FIGURE 4.11. Energy level diagram for the H, MOs and the
corresponding AOs.

these MOs at ry. We can construct two MOs from two 1s
AOs that have the same energy. The bonding MO has
lower energy than the AOs, and the antibonding MO has
higher energy.

We can also form MOs from the overlap of p orbitals.
There are three p orbitals that are equivalent in shape
and volume but point along different coordinate axes.
Figure 4.12 shows six kinds of MO formed from overlap
of the p,, p,, and p, orbitals.

The overlap of the p, orbitals is qualitatively similar to
the overlap of s orbitals; and the bonding MO is designated
O'f . The two p, orbitals and the two p, orbitals do not
overlap along the z axis; rather, they overlap above and
below it. This type of MO is called a & orbital. The T MOs
that concentrate electron density in the region between the
two nuclei are known as © bonding MOs. The combination
of p, orbitals produce a bonding MO n”, whereas the
combination of p, orbitals produces a bonding MO n;’.
These two MOs have the same shape and energy but are
orthogonal.

Following the convention used for the antibonding &
MOs, the © antibonding MOs are denoted m, and Tty*.
Assuming no mixing of the s and p orbitals, the relative
energies of the MOs are

b * b b_ b * % *
6,<0,<0,<m, = TEy<T[x = TCy<GZ



FIGURE 4.12. MOs formed from p; (top) and py (botftom) AOs. The original AOs are shown at the upper right of each MO.

A diagram of these energy levels is shown in
Figure 4.13. It was constructed by allowing interactions
only between the orbitals on atom A and atom B, which
have the same energy. Actually, interactions can occur
between AOs on the same atom provided that the energy
between the orbitals is not too large. This new arrangement
of the electrons is called hybridization.

4.4.2 Hybridization of Atomic Orbitals

In atoms containing AOs that are close in energy, different
orbitals can mix to give so-called hybrid orbitals. Mixing
between 1s and 2s orbitals does not occur. For example, in
Na the energy difference between these orbitals is 9 MJ/
mol. The energy difference between the 2s and 2p orbitals
is less and varies with Z. In F, the energy difference
between the s and p orbitals is large enough that we neglect
mixing. However, in the case of elements to the left of F in
the periodic table, mixing between the 2s and 2p AOs is
important and results in a change in the order of the levels,
as shown in Figure 4.14.

An sp hybrid orbital formed from one s orbital and a
single p orbital is illustrated in Figure 4.15. Combining
s and p orbitals causes reinforcement in the region in which
the sign of the wave function is the same and cancellation
where the signs are opposite.

We can represent these situations mathematically:

\|jsp1 = \lls + \llp
“|jsp2 “l[s \llp

(4.22)
(4.23)

AO MO AO

2s 2s

Gt

5

FIGURE 4.13. Energy-level diagram for a homonuclear diatomic mol-
ecule where there is negligible sp hybridization.
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FIGURE 4.14. Energy-level diagram for a homonuclear diatomic mol-
ecule where sp hybridization has occurred.
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FIGURE 4.15. Two sp hybrid orbitals formed by adding and subtracting
the corresponding wave functions.

where s and \, are the wave functions of an s and
p orbital, and g, and \,, represent the new sp orbitals.
This process is similar to the formation of MOs. Keep in
mind, however, that in the present case we are combining
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sp3 hybrid orbitals

FIGURE 4.16. Formation of sp® hybrid orbitals.

two or more orbitals on the same atom to form a new set of
hybrid AOs.

4.4.3 Hybridized Orbitals in Ceramics

A very important example of hybridization is that occur-
ring between one s orbital and three p orbitals to form sp3
hybrid orbitals. In carbon, the ground state electron con-
figuration is 1522522px12py1; in this state, carbon would be
divalent because only the unpaired electrons in the p, and
p, orbitals are available for bonding. To form four bonds,
carbon must be raised to its valence state. This requires
promotion of one of the s electrons from the 2s orbital to
the formerly empty 2p, orbital. The electron configuration
now becomes 1522s12px12py12p21. This promotion costs
406 kJ/mol but is more than compensated for by the
formation of two extra C—C bonds. The C—C bond energy
is 348 kJ/mol.

Hybridization between the 2s, 2p,, 2p,, and 2p. orbitals
forms four equivalent sp® hybrid orbitals, as shown for
carbon in Figure 4.16. Each sp> hybrid orbital has one-
fourth s character and three-fourths p character. The four
sp3 orbitals are directed toward the corners of a regular
tetrahedron. Thus, in diamond each carbon atom has four
localized tetrahedral sp® hybrid orbitals. A C—-C MO is
formed when orbitals from neighboring carbon atoms com-
bine. The angle between three carbon bonds is 109°28'.
For covalently bonded materials that show tetrahedral
coordination, sp3 hybridization must occur.

Points to note:

m Promotion of electrons to form an excited state can
occur independently of hybridization.
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FIGURE 4.17. Energy level diagram for diamond and graphite.

m Hybridization prohibits certain configurations and
allows others (C hybridizes sp’ in diamond and sp” in
graphite).

® The local atomic order depends upon mutual repulsion
of the valence electrons and space requirements.

® The structure a material adopts is the one that has the
lowest energy.

In diamond, for each tetrahedral group there are four sp3
orbitals associated with the central carbon and one from each
neighboring carbon, forming four bonds. The four electrons
from the central carbon and one from each neighboring
carbon are just sufficient to fill the bonding MOs. The four
antibonding orbitals are empty. In diamond, the bonding and
antibonding MOs are separated by a large energy gap, as
shown in Figure 4.17. This energy gap is the reason diamond
is an electrical insulator at room temperature. (We discuss
the energy gap again in Section 4.8 and in Chapter 30).

Several other important ceramic materials in which the
bonding is predominantly covalent have tetrahedral coordina-
tion of nearest-neighbor atoms [e.g., silicon carbide (SiC)
and aluminum nitride (AIN)]. In these materials, sp3 hybridi-
zation has occurred; but because of the different electronega-
tivities of the constituent atoms, the electron density is not
symmetrical in a plane drawn between the atoms. The crystal
structure of these materials is described in Chapter 6.

In graphite, the carbon atoms are in a trigonal planar
arrangement, with each carbon bonded to three nearest
neighbors. The carbon is sp” hybridized. Hybridization
occurs between the C 2s orbital and the 2p, and 2p,
orbitals, producing three hybrid orbitals lying in a plane
at 120° to each other. Overlap of the sp? hybrid orbitals to
produce localized bonds between carbon atoms gives a
hexagonal network.

The strong bonding between carbon atoms causes over-
lap of adjacent 2p, orbitals, which are aligned perpendicu-
lar to the plane of the hybrid orbitals. This overlap is
termed m-type overlap. Because the 2p, orbital is half-

TABLE 4.7 Orbital Geometries for Hybridization: Equivalent
Valence Orbitals

No. of bonds Representation Shape Example
2 sp Linear BeH,, HgCl,
3 sp? Trigonal B,Os, BN, graphite
4 sp® Tetrahedral SiO,, diamond
dsp? Square planar  AuBry
5 dsp®, d®sp Trigonal PCls
bipyramid
d?sp?, d*s Square pyramid  IFs
6 d?sp® Octahedral MoO4
d*sp Trigonal prism ~ MoSg in MoS,
8 d*sp® Dodecahedral —
d°p® Square —
antiprism

filled, the m band is only half full, as shown in Figure 4.17.
This half-filled band is why graphite has high electrical
conductivity.

In hexagonal boron nitride (h-BN), which has a struc-
ture similar to graphite, the bonding between the B and N
atoms is predominantly covalent, and the trigonal planar
structure in the layers is a result of sp> hybridization of the
atomic orbitals of the B and N atoms. The ground-state
electronic configuration of B is 1s*2s?2p,'; one 2s electron
is promoted to the 2p, orbital, giving the electron configu-
ration 1s2s' 2p,' 2py . The unfilled 2s and 2p orbitals
hybridize to form three equivalent sp* hybrid orbitals.
Nitrogen has the electronic configuration 1522522pxpypz.
Promotion of one of the 2s electrons gives the following
electron configuration to the atom 1s* 2s2px2py2pz The
three half-filled orbitals combine to give three sp —hybrlds
in the xy plane.

The spatial arrangement of atoms around each N atom is
the same as that around each B atom. Structurally, there are
many similarities between h-BN and graphite; and both can
be converted under high temperature and pressure into a
cubic form. The crystal structures of cubic boron nitride
(c-BN) and diamond are similar. However, unlike graphite,
h-BN is an electrical insulator. The reason for this difference
is that the p, orbitals in h-BN, which lie perpendicular to
the plane of the network, are either empty in the case of B or
filled in the case of N. Because the energies of the p orbitals
on B and N are quite different, there is little interaction, with
no delocalization, as was the case in graphite.

= h-BN is a white or colorless insulator.
= Graphite is a shiny black or gray electrical conductor.

Hybridization can also involve d orbitals (for atoms with
Z > 21). The shapes produced are more complicated than
those for hybridization only between s and p orbitals.
Table 4.7 lists some hybrid orbitals containing s, p, and d
orbitals, which are illustrated in Figure 4.18. Hybridization
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FIGURE 4.18. Geometrical arrangements of some hybrid orbitals involving s, p, and d AOs.

involving s, p, and d orbitals occurs in MoS,. Mo (Z = 42)
has the electron configuration [Kr] 4d° 5s'. One of the 4d
electrons is promoted into the empty p, orbital to give the
electron configuration [Kr] 4d* 5s' 5p,'. Hybridization
occurs to produce d4sp hybrid orbitals on each Mo atom,
resulting in trigonal prismatic coordination, with each Mo
being surrounded by six sulfur atoms.

For most ceramic materials we do not need to consider
hybridization involving d orbitals. However, even when
they are not involved in bonding, the d orbitals can be
extremely important in determining the properties of
materials (particularly magnetism).

4.5 METALLIC BONDING IN CERAMICS

Metallic bonding is the primary bond in metals and can be
thought of as an electrostatic interaction between the
delocalized valence electrons and the positively charged
ion cores. It is the delocalized electron gas that gives
rise to many of the characteristic properties of metals,
such as high electrical and high thermal conductivities.
Metallic bonds don’t require a balanced electric charge
between the elements; the electrostatic equilibrium is
between the metal ions and the electron gas. For this
reason, different elements can mix in metallic alloys in
arbitrary ratios.

Metallic bonding is traditionally neglected because of
the definition of a ceramic. However, some compounds
that are thought of as ceramics can, under certain
conditions, show metallic behavior. Others can even be
superconducting.  (Superconductivity is a property
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associated with both metals and ceramics.) Therefore, it
helps to keep a more open view of ceramics.

In addition to bonds showing mixed covalent and ionic
character, the bonding in some ceramics shows partial metal-
lic character. Transition metal carbides (e.g., TiC, Mo,C)
and nitrides (e.g., TiN, NbN) have properties that suggest
both metallic and covalent bonding occur in the crystal.

® TiN is gold in color and is an electrical conductor.
® TiN has a very high MPt (2,949°C) and is brittle at
25°C.

The high MPt suggests that TiN is a metal; the brittle-
ness is associated with ceramics. Neither property is exclu-
sive to metals or ceramics. The bonding in transition metal
carbides and nitrides is complex. It consists of a combina-
tion of metal-to-metal and metal-to-nonmetal interactions
and involves simultaneous contributions of metallic,
covalent, and ionic bonding.

The exact details of the bonding mechanisms in these
ceramics are still controversial, and several approaches to
explain the wide range of observed properties have been
suggested. One common feature to all the proposed
mechanisms is that of orbital hybridization. Hybridization
of the s, p, and d orbitals in the transition metal and of the
s and p orbitals in the nonmetal has been proposed.

The transition metal borides also show characteristics
of covalent and metallic materials. The bonding in the
borides is complicated by the fact that there are
interactions between the B atoms to form chains, layers,
or three-dimensional networks. In the carbides and
nitrides, there are no C—C or N-N interactions. Despite
these complexities, we can still use some of the same



approaches that we use for simple oxides (Chapter 6) to
predict the crystal structure of these ceramics. The point to
remember is that the bonding in ceramics is usually mixed
and is occasionally very complex. Many of the new
ceramics are interesting because of their special properties,
which often occur because the bonding is mixed.

4.6 MIXED BONDING

From the preceding sections, it should be clear that in
ceramics we don’t usually have pure ionic bonds or pure
covalent bonds but, rather, a mixture of two or more
different types of bonding. Even so, it is still often conve-
nient and frequent practice to call predominantly ionically
bonded ceramics ‘““ionic ceramics” and predominantly
covalently bonded ceramics “covalent ceramics.”

We can form some general rules about bonding based
on the series of electronegativity values.

®m Two atoms of similar electronegativity form either a
metallic bond or a covalent bond according to whether
they can release or accept electrons, respectively.

= When the electronegativities differ, the bond is par-
tially ionic.

The ionic character of a bond increases with the differ-
ence in electronegativity of the two atoms, as shown by
equation 4.24.

Fraction of ionic character

=1—exp [—0.25(XM - XX)Z] (4.24)

where X\ and Xx represent the electronegativities of M and
X (keeping the cation/anion labeling). Using equation 4.26
and electronegativity values in Table 3.6, we can see that
B4C, SiC, and BN are highly covalent (6%, 12%, and 22%
ionic character, respectively). Oxides of the alkali metals
and alkaline earth metals are predominantly ionic. The
metal-oxygen bond has 73% ionic character in MgO and
82% in BaO. Some important ceramics fall between these
limits: for example, GaN (38% ionic character), SiO, (51%
ionic character), ZnO (59% ionic character), and Al,O;
(63% ionic character). With bonding that shows mixed
ionic-covalent characteristics, the electrons are located
closer to the electronegative atom (compare the electron
densities around the Li* and F~ ions in Figure 4.19).

Because the covalent bond is directional and the ionic
bond is not, the degree of directionality changes with bond
character. Such changes can have a marked influence on
crystal structure. Both ionic and covalent bonds can be
very strong; but because covalent bonds are directional,
covalent materials respond differently to deformation. The
fraction of covalent character present can thus influence
the mechanical properties of the ceramic.

FIGURE 4.19. Contours of constant electron density in the first-row
hydrides.

4.7 SECONDARY BONDING

Secondary bonds are so called because the compound
involved invariably also has ionic or covalent bonding.
Secondary bonds are generally much weaker than primary
bonds, although they can be critical in determining both
the existence of a particular crystal structure and the
properties of a material.

4.7.1 van der Waals bonding

The origin of van der Waals bonding (known also as the
London interaction) is weak electrostatic attraction
between closely spaced neutral atoms and molecules. The
explanation for this universally attractive force is that even
a neutral atom has a charge distribution that fluctuates
rapidly. When two atoms are brought together, the
fluctuations in one can induce a field around the other,
and this coupling results in the attractive force. Although
van der Waals bonding is present in all crystalline solids, it
is only important when it is not overwhelmed by strong
bonding forces.

....................................................... 4 BoNDS AND ENERGY BANDs
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FIGURE 4.20. Interaction energies for macroscopic geometries. The key is the Hamaker constant, &A.

The energy of a crystal bound by van der Waals forces
can be expressed by the Lennard-Jones potential with two
constants, A; y and By ;

(4.25)

The potential is empirical: it provides a good fit to the
experimental data. Both the repulsive and attractive terms
decrease rapidly with increasing r. The attractive van der
Waals forces are proportional to 1/ and are therefore of
much shorter range that the ionic (Coulombic) forces,
which are proportional to 1 /.

In ceramics, van der Waals bonding is important in
layered structures. In pyrophillite, a layered silicate, van
der Waals bonds between
the oxygen ions in adja-
cent layers allow easy
slip parallel to the layers.
In the mineral talc, van
der Waals bonds between
the layers are even weaker
than in pyrophilite. You
can cleave talc with your
fingernail.

In graphite and hexagonal boron nitride, there is strong
covalent bonding within each layer. Between the layers the
bonding is van der Waals. These materials show highly
anisotropic properties (e.g., in their mechanical strength).
Little effort is required to separate the sheets, but much
more effort is required to break them.

MoS, has a structure built of MoSg units, where each
Mo is surrounded by six S atoms. The layers are joined by

p~3x10%m
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TYPICAL VALUES IN CALCULATING A

Ay ~ 1077 Im®

~3(for r ~ 0.2nm)

van der Waals bonds between the S atoms and can slip over
one another easily. Thus, MoS, has mechanical properties
that are similar to those of graphite.

4.7.2 Hamaker Constant

Van der Waals interactions are just as important at the
macroscopic level—where they influence behavior such
as wetting and fracture—as they are at the atomic and
molecular level. The interaction energies between different
macroscopic geometries can be described in terms of the
Hamaker constant, &4, as shown in Figure 4.20.

A = AP P, (4.26)
where Ay j is the coefficient
in equation 4.25 and p; and
p, are the number of atoms
per unit volume in the two
bodies. Typical values for

Hamaker constants are
about 10 J for
interactions across a vac-

uum (or air). The values for some ceramics are listed in
Table 4.8. We can use these values to estimate the strength
of the van der Waals interactions between, for example,
two spherical particles using the equations in Figure 4.20.
Remember that the forces are obtained by differentiating
the energies with respect to distance.

As you might expect, things are actually a little
more complicated than equation 4.26 implies. We need,



TABLE 4.8 Hamaker Constant, A

Material A (2J)
Al,O3 140
Fes04 210
ZrO, 270
TiO2 430
SiC 440
Fused quartz 63
Mica 100
CaF, 70

TABLE 4.9 Hamaker Constants for Fused Quartz Interacting
with Air Across Another Medium

Medium A (2J)
Water -8.7
Octane -7.0
Tetradecane —-4.0

as when calculating the Madelung constant, to consider the
influence of neighboring atoms on the interaction between
any pair of atoms. An alternative method developed by
Lifshitz (1956) for determining A uses bulk properties of
a material such as dielectric constants and refractive
indices. The values given in Table 4.8 were calculated
using this approach. In general, materials with high dielec-
tric constants and refractive indices have higher values of
AA. If the interactions occur across a medium, the value
and sign of A may change, as shown in Table 4.9.

4.7.3 Hydrogen Bonding

Hydrogen bonds are usually stronger than van der Waals
bonds but are still considerably weaker than primary
bonds. Hydrogen bonds occur when a hydrogen atom that
is in an ordinary covalent bond joins to another, usually
highly electronegative atom. The classic example where
such bonds are important is, of course, water. The H-O
bonds in the H,O molecule are fully saturated, yet the
bonds between the molecules can be so strong that ice
forms with a well-defined crystal lattice.

In kaolinite, hydrogen bonds can form between basal
oxygen atoms of one plane and the upper hydroxyl groups
of the next. The weak hydrogen bonding between each
octahedral-tetrahedral double layer makes the materials
very anisotropic. Layers easily slip over one another, giv-
ing the material a greasy feel and making it excellent for
molding, particularly when water is present.

4.8 ELECTRON ENERGY BANDS

The energy levels for electrons in a single isolated atom are
highly discrete and are given by Box 3.3 in Chapter 3.
When a number of atoms are brought together to form a

E (eV)
3s
-10
S Ry =0.367 nm
-20
-30
2p
1 |
05 1.0 R (nm) 1.5

FIGURE 4.21. Formation of electron “bands” as interatomic spacing is
reduced.

solid, the Pauli exclusion principle does not allow any two
electrons to have the same set of four quantum numbers.
The energies that were identical in the isolated atoms shift
relative to one another in the formation of a molecule and
subsequently a solid. The sharply defined electronic
energy levels broaden into an allowed band of energies
when a large number of atoms are brought together to form
a solid. We illustrated how this happens in diamond and
graphite in Figure 4.17.

If we think of a solid as just a very large molecule, we
can view the formation of electron energy bands as arising
from a combination of a large number of MOs. As the
molecule becomes larger, the number of MOs increases;
and they become more closely spaced in energy. In a solid,
the number of MOs is so large that we can regard them
simply as a continuous band of energy levels.

If we consider the case of diamond, the highest
occupied band, referred to by chemists as the highest
occupied molecular orbital (HOMO), is o°. The lowest
unoccupied band, referred to as the lowest unoccupied
molecular orbital (LUMO), is the o*. Although the bands
themselves are important, the most significant aspect of
these diagrams is the energy gap between bands. Knowl-
edge of the band gap energy, which is related to chemical
bonding, allows us to draw important conclusions about
the electrical conductivity of a material.

The effect of distance on the formation of energy bands is
illustrated in Figure 4.21. The closer the atoms are together,
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the more marked is the shift
in available energy states.
The higher energy states
broaden first. Broadening
of the lower energy states,
which are closer to the
nucleus, is less marked.

In materials science, we
usually define the highest

N(E)

Fermi-Dirac distribution:

DENSITY OF STATES

T

T4

Figure 4.23, where we plot
the density of states versus
3 energy. Either description
<8_m> : E% allows the prediction of
h? the electrical properties of
a material based on the

size of E,. Hence, we can

say whether a material will

1 behave as a conductor or

P(E) =
filled electron energy band (E)

when the material is in its

ground state as the valence

band. The lowest energy band containing unoccupied
states when the material is in its ground state is the con-
duction band. At absolute zero, the electrons occupy the
lowest available energy states; the energy of the highest
occupied state is Fermi energy, Eg. This energy level
separates the occupied from the unoccupied electron levels
only when the electron configuration is in its ground state
(i.e., at 0 K).

A solid behaves as an insulator if the allowed energy
bands are either filled or empty because no electrons can
move in an electric field. Metals always have a partially
filled valence band; the Fermi energy is in the middle of
the band, which makes the metals electrical conductors. In
semiconductors and insulators, we always have completely
filled or completely empty electron bands; and the Fermi
energy lies between the bands. Consequently, they are not
good electrical conductors at ambient temperatures.

Classically, the valence and conduction bands in
ceramics are well separated, so they are insulators. In
perfect insulators the gap between bands is so large
that thermal excitation is insufficient to change the
electron energy states, and at all temperatures the conduc-
tion band contains essentially zero electrons and the
next lower band of energy is completely full, with no
vacant states.

In models of electrons in solids we usually introduce
two functions.

= Density of states, N(E), which defines the number of
energy states available to electrons. There are no avail-
able energy states in the band gap, and so N(E) is zero
in this region.

m Fermi function, P(E), which defines the probability of
finding an electron at a particular energy state.

These functions are shown graphically in Figure 4.22
together with the electron distribution function F(E).

F(E) =2N(E)P(E) (4.27)

In this book, we primarily represent the energy levels

of a solid as the familiar and simple block diagrams

showing the band gaps. This approach is straightforward,

but the question that is often asked is what we are plotting
on the x-axis. A more satisfactory form is illustrated in
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exp[(E — Er)/kT) + 1

an insulator.

It is possible to convert
an insulator to a metal
under very high pressures as a result of the broadening of

N (E)
. E
P(E)
1.0
E
F(E)
E, E

FIGURE 4.22. Electron distribution functions. See the text for N, P,
and E.

N (E)
and
P(E)

T=0°K

Conduction
band

FIGURE 4.23. Plot of the density of states function and Fermi function
versus energy.
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FIGURE 4.24. Plot of energy versus pressure illustrating how an
insulator-to-metal transition can occur at high pressures.

TABLE 4.10 Critical Pressure for Metal-Insulator
Transformation at 300 K

Material P (GPa)
C 168
BN 211
SiC 64
AIN 920
GaN 87

the energy bands that occur when the atomic cores are
moved closer together, as shown in Figure 4.24. If we
make the assumption that the Fermi level does not change,
the material undergoes a transition from insulator to metal
at the point when the valence and conduction bands begin
to overlap. Very high pressures are required to cause this
transition. For example, germanium is usually a semicon-
ductor with a band gap of 0.7 eV. It becomes a metal under
a pressure of 12 GPa. Examples of critical pressures for
insulator— metal transitions at 300 K in some ceramics are
given in Table 4.10.

To understand some of the optical properties of
ceramics and why certain materials may be favored for

solar cell or laser applications, we need to know whether
the band gap is direct or indirect. The two situations are
illustrated in Figure 4.25. The electrons in a band have
both energy and momentum (they are not bound)
expressed as a wave vector, K, with units of reciprocal
length (usually cm™'). Energy diagrams can be plotted
for various wave vectors.

In direct band gap materials, the top of the valence
band and the bottom of the conduction band are located
at the same point in k space. This is not the case for an
indirect band gap. It is direct band gap materials that are of
most interest for optoelectronic applications.

The probability of electronic transitions across the band
gap is higher in materials with a direct band gap, which
results in higher efficiency in devices such as lasers and
LED:s.

Before we leave this chapter, let’s have a word about
nanomaterials. The value of E, for nano-sized crystals is
often significantly larger than for the bulk form of the
material. This is associated with how the bands broaden
as the number of atoms in the solid increases, as illustrated
in Figure 4.26.

As an example, bulk silicon has E, = 1.1 eV. For
nanocrystalline silicon E, varies with the size of the
crystals and for sizes < 2 nm E, > 2 eV.

Atom Molecule  Nanoparticle Solid

FIGURE 4.26. How the energy band gap arises in a nanoparticle.

A Conduction

E
hv+
hv _
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Band
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FIGURE 4.25. Direct and indirect band gap transitions. Energy is plotted versus wave vector.
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4.3
4.4
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4.6

CHAPTER SUMMARY

CHAPTER SUMMARY

This chapter was a review of things that you already knew. There are three types of primary bond
that are used to hold atoms together. In introductory materials science classes, we tend to think
of each type of bond as being a distinct form, with materials adopting one type or another. At a
qualitative level, this approach might work; and for many metals, semiconductors, and polymers
it’s usually quite close to the actual situation we encounter. However, in ceramics almost every
bond has a mixture of covalent, ionic, and in some cases metallic characteristics. The type of
interatomic bond affects the crystal structure that a material adopts. The influence of mixed
bonding can mean that the type of structure predicted, based on either purely ionic or purely
covalent bonding, is incorrect. The role of hybridization, or mixing, of atomic orbitals is very
important in ceramics, which are predominantly covalently bonded. For example, the tetrahedral
coordination of carbon atoms in diamond requires sp> hybridization.

We discussed the concept of energy bands here, both in terms of the broadening of electron
energy states and from the MO approach. Knowledge of electron energy band diagrams is
essential for understanding the electrical properties of materials. The most important feature of
the energy band diagram is the band gap. There are no available states in this region.

Secondary bonding is also important in many ceramics. The most familiar properties of
graphite, hexagonal-BN, and clay minerals are determined by the presence of weak secondary
bonds.

PEOPLE AND HISTORY

Born, Max. Born in Breslau in 1882, Born graduated from the University of Gottingen in 1907, where he studied
the stability of elastic wires and tapes. During World War I he had to join the German Armed Forces, where he
worked in a scientific office on the theory of sound range. After the war he was appointed Professor at the
University of Frankfurt-on-Main. In 1933, he was forced to emigrate from Germany and came first to
Cambridge University in England, then to the Indian Institute of Science in Bangalore, and finally to the
University of Edinburgh in Scotland, where he worked until his retirement in 1953. He won the 1954 Nobel
Prize in Physics and died in 1970.

Haber, Fritz. He was born in Breslau, Germany in 1868. He completed studies at the University of
Heidelberg, the University of Berlin, and the Technical School at Charlottenberg. The Haber process for the
synthesis of ammonia was patented in 1908, and by 1914 the process was into quantity production. Ammonia
was important in Germany’s war efforts as a source of nitric acid, which was essential for the manufacture of
explosives. It is clear that this prolonged the war. Haber was given the 1918 Nobel Prize in Chemistry (actually
awarded in 1919) for his work on nitrogen fixation. In 1933, Haber resigned from his post as Director of the
Institute for Physical and Electrochemistry at Berlin-Dahlem. He died in exile in Switzerland in 1934.

Madelung, Erwin. He was born in 1881 in Bonn, Germany. From 1921 to 1949 he was Professor of
Theoretical Physics at Frankfurt University. He died in 1972.

van der Waals, Johannes Diderik. A Dutch physicist, he was born in Leyde in 1837 and died in Amsterdam
in 1923. He was awarded the Nobel Prize for Physics in 1910 for his work on the equation of the state for gases
and liquids

Young, Thomas. He was born in 1773. His accomplishments include introduction of the modulus of
elasticity. Young is best known for his work in optics. He died in 1829.

EXERCISES

By considering the hybridization of orbitals in diamond, explain why it is (a) an electrical insulator at room

temperature and (b) extremely hard.
Why are covalently bonded materials generally less dense than metallically or ionically bonded ones?
Calculate the force of attraction between an Na* ion and a C1 ™ ion, the centers of which are separated by 1.5 nm.

Calculate Born-Landé¢ lattice energies of the following compounds: NaCl, KCI, and CsCl. Compare the values

you obtain to those given in Table 4.5 and discuss any differences.
Sketch bond—energy curves for two ceramics, one with a high Young’s modulus and one with a low Young’s modulus.

Rank the following ceramics in terms of the increasing fraction of ionic character in their bonds: SiC, AIN,
Si3N4, B4C, GaN, A1203, and SlOz



4.7

4.8
4.9

4.10
4.11
4.12

4.13
4.14
4.15

4.16

4.17
4.18

4.19
4.20

Sketch a bond—energy curve for two atoms held together by van der Waals forces. Describe how this curve
differs from the one shown in Figure 4.1, which is for ionic bonding.

What do we mean by the term “insulator—metal transition.” Are there any practical applications for such a transition?

Estimate the force of adhesion between two spherical Al,O; particles of radius 1 mm separated by a distance of
10 nm. How does the force change as the separation increases?

Estimate the surface energy of Al,O;. Assume that for two surfaces in contact D is ~0.2 nm.
“All ceramics are mixed bonded.” Is this statement correct? If not, why not?

Briefly describe the terms “hybrid orbitals” and “mixed bonding.” Can these terms be used interchangeably?
If not, why not?

In Figure 4.3, Young’s modulus drops significantly at very high temperatures. Why?
Draw approximate electron density maps for the ceramics listed in question 4.6.

A bulk ceramic has been fabricated that absorbs light at 400 nm. The same ceramic is now produced in the form
of 3 nm diameter nanoparticles. Do you expect the absorption wavelength to increase or decrease? Briefly
explain your answer.

Diamond can be converted to a metal under a pressure of 12 GPa. What load would you apply to a cube of
diamond, 1 mm long on each side, to make this happen?

Explore the literature to find three other examples of the band gap varying with the size of a nanoparticle.

The Hamaker constant of air is about 10~"? J. Explain to the nonceramist why this very small number is still
important and why it is so small. Without looking at earlier chapters, how many zJ is this?

The value of the Hamaker constant in Table 4.9 is negative. Discuss this.

Draw a square pyramid and a trigonal pyramid to show the different hybridizations.
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Models, Crystals, and Chemistry

CHAPTER PREVIEW

Most ceramics are crystalline. The exception is glass, which we usually discuss separately.
Not only do the properties of ceramic crystals depend on how the atoms or ions are arranged, but
the type and nature of defects also depend on crystal structure. You probably first encountered
crystallography when discussing metals. In all, 65 (almost 90%) of the metallic elements are
either cubic or hexagonal. In ceramics, many of the most important materials are neither cubic
nor hexagonal, so we need to be more familiar with the rest of the subject. It is recommended
that you learn by heart the main structures described in Chapters 6 and 7. In this chapter, we
provide the means to make this study more systematic.

To understand why ceramics have particular structures and why certain defects form in these
structures, it is really important to understand Pauling’s rules. These rules require that you can
visualize a tetrahedron and an octahedron and see how they fit together. To understand
properties such as piezoelectricity or the mechanisms of phase transformations, you must be
able to visualize the crystal structure of the material. This requirement is especially true when
we want to predict the properties of single crystals. We summarize the features of crystallogra-
phy that we use throughout the text and give references to more specialized resources for
rigorous proof of theorems and more detailed discussion.

An important point to keep in mind is that the term “ceramic” generally refers to materials
that have been processed in the laboratory or the factory plant, but these materials often exist in
nature. Sometimes the natural minerals are rare, such as moissanite, which is now being
manufactured as a gemstone. There are far more materials and structures in nature than are
used in technology. Understanding the basic principles and knowing where to learn more about
minerals may help you find the next monazite or at least to know why it might be useful. A great

source for further reading is the mineralogical literature.

5.1 TERMS AND DEFINITIONS

We begin by defining the vocabulary of the subject. Most
of this section should be familiar to you from other
courses.

Crystal lattice: A three-dimensional array of points related
by translational symmetry. The translation can occur in
three independent directions, giving three independent
base vectors. We can fully describe such a lattice by
three vectors a, b, ¢, and three angles, o, 3, v. The special
property of a crystal lattice is that the lattice points are
identical: if we have an atom at or near one point,
there must be an identical atom at the same position rela-
tive to every other lattice point.

Unit cell: The vectors a, b, ¢ define a cell. There is, in
principle, an infinite number of ways to define a unit cell in
any crystal lattice. However, as in many areas of crystal-
lography, there is a convention:

1. The unit cell should have the same symmetry as the
crystal—the base vectors are parallel to symmetry
axes or perpendicular to symmetry planes.

2. The origin of the unit cell is usually a center of
symmetry.

3. The base vectors should be as short as possible—the
cell volume should be as small as possible. The
exceptions arise when choosing a longer vector, and
a larger cell makes the symmetry more obvious.

4. The angles between the axes should be as close as
possible to 90° or, if not, then >90°.

5. A unit cell having the smallest possible volume is
called a primitive cell.

Lattice parameters: The vectors a, b, ¢ and the angles, o, {3,
v are called the lattice parameters of the unit cell.
Tabulated lattice parameters are, unless otherwise stated,
values at room temperature and pressure. They vary with
changes in temperature or pressure.

C.B. Carter and M.G. Norton, Ceramic Materials: Science and Engineering,
DOI 10.1007/978-1-4614-3523-5_5, © Springer Science+Business Media New York 2013
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TABLE 5.1 The Seven Crystal Systems

Relationship between

System lattice parameters Example
Triclinic a#xb#c Turquoise
o # f#y#90° Kyanite
Albite feldspar
Monoclinic a#zb#c Monazite
o=17y=90°p #£90° Titanite
Orthoclase
Orthorhombic a#zb#c Olivine
o= f=y=90° Brookite
Stibnite
Tetragonal a=b#c Zircon
o=pf=y=090° Rutile
Hausmannite
Hexagonal a=b#c High quartz
o=pf=90%7y=20° Wurtzite
Beryl
Rhombohedral (or trigonal) a=b=rc limenite
o=pf=1y+#90° Calcite
Corundum
Cubic a=b=c Halite
o=pf=1y=090° Magnetite
Garnet

Crystal system: There are seven unique shapes that can
each be used to fill three-dimensional space. These are the
seven crystal systems into
which all crystals are clas-
sified. They are listed in
order of increasing sym-
metry in Table 5.1.

Bravais lattices: There
are 14 different ways to arrange lattice points. These are
constructed as three separate types.

m Primitive (P) lattices—one lattice point per unit cell

m Body-centered (I) lattices—a lattice point at the
corners and one in the center of the cell

m A-, B-, C- or F-centered lattices—a lattice point at the
corners and others at one (A, B, C) or all three (F) of
the faces

The 14 Bravais lattices are shown in Figure 5.1. For
reasons of symmetry (Rule 1, above) we don’t always
choose a primitive cell. The face-centered cubic cell may
be referred to the rhombohedral cell (which is primitive),
but the cubic cell reflects the higher symmetry of the lattice.

Lattice points per cell: Primitive cells have only one lattice
point per cell, whereas nonprimitive cells have more than
one. A lattice point in the interior of a cell (V;) can be
thought of as belonging entirely to that cell; one in a cell
face (IVy) is shared by two cells; and a corner one (NV,) is
shared by eight. The number of lattice points (V) per cell is
given by

CRYSTAL SYSTEMS

All crystals belong to one of the seven crystal systems

N¢ N,
N=N+—+-

>+ g (5.1)

Basis: Group of atoms associated with each and every
lattice point. We can describe crystal structures in terms
of a Bravais lattice and a Basis

Bravais Lattice + Basis = Crystal Structure  (5.2)

This approach is often used by solid-state physicists
and is particularly useful when we want to determine the
structure factor of a crystal. Crystal structures are formed
by placing a basis of atoms either on the points of a Bravais

lattice or in some fixed relation to those points. There may
be no atoms actually located on the lattice points.

Coordination number (CN): Number of nearest neighbors.

Symmetry elements: These symmetry elements are easy to
understand because you can see them by handling real
crystals or crystal shapes. For example, crystals of MgO
are cubic, and calcite (CaCO3) is trigonal, as shown in
Figure 5.2. They apply to macroscopic shapes but we
limit our choice by ignoring those where the shape could
not correspond to the unit cell of a crystal.

m Rotation axis. Clockwise rotation of 360°/n about axis.
Crystals may have twofold (diad), threefold (triad),
fourfold (tetrad), or sixfold (hexad) rotation axes;

the onefold axis is always

present. Any other rota-
tion, such as a fivefold
axis, 1S not consistent

with the definition that a

crystal lattice must have

translational symmetry.

® Mirror plane. When a plane can be chosen such that all
features on one side of the plane appear, as if in a
mirror, on the other side of the plane, the crystal has
a mirror plane (also known as a plane of symmetry).
We call this an m plane.

m Center of symmetry. If every feature in or on the object
can be joined to an identical feature by an imaginary
line through the center of the object, we say the object
has a center of symmetry.

m [nversion axis. If when any point is rotated about an
axis and then moved through the center of symmetry it
arrives at an identical point, the object has an inversion
axis. We refer to such axes as 1, 2, 3, 4, or 6 axes.
Notice that the 1 axis is, in fact, describing a center of
symmetry. The 2 axis is an alternative description of
an m plane.

There are other symmetry elements, such as screw
axes, that are meaningful for crystals but not to our macro-
scopic crystal shapes. Figure 5.3 illustrates some of the
symmetry elements for a cube. The most important are the
four threefold axes along the <111> diagonals.
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FIGURE 5.1. The 14 Bravais lattices.

5.2 SYMMETRY AND CRYSTALLOGRAPHY

Describing the symmetry of crystals is often more compli-
cated than that of solid shapes such as the cube in
Figure 5.3. For example, the crystal may have a cubic
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shape and belong to the cubic crystal system but not have
the maximum internal symmetry.

Table 5.2 lists the Hermann-Mauguin notation for
expressing the symmetry operators. Some combinations
of symmetry elements produce the same answer. For



FIGURE 5.2. Crystals with faceted surfaces, illustrating macroscopic symmetry elements. (A) MgO. (B) Calcite.
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FIGURE 5.3. Symmetry elements for a simple cube.

TABLE 5.2 Symmetry Operators (Hermann-Mauguin Notation)

X Rotation axis alone

X Inversion axis alone

X/m Rotation axis with a symmetry plane normal to it

Xm Rotation axis with a symmetry plane that is not normal to it
(usually a vertical symmetry plane)

Xm Inversion axis with a symmetry plane not normal to it

X2 Rotation axis with a diad normal to it

X/mm  Rotation axis with a symmetry plane normal to it and another
not so

In writing the symbol, the principal symmetry axis is placed first. For cubic, 3 is
always second

example, m is the same as 2 and 23 and 2m3 are both the
same as 2/m3, which is written as m3. Therefore, as with
any convention, the only way to get it right is to memorize
it. Table 5.3 lists the symmetry operations associated with
each of the seven crystal systems. The final column in
Table 5.3 has the maximum possible symmetry and is
called the holosymmetric point group. For example, NaCl
is m3m, and FeS, is m3. Both crystals are cubic, but they
have different symmetries; we show the reasons in Chapter
6. The notation is not always the same as indicated at the
top of the column. The symbols given here are known as
the international convention. Actually, we could write
them out fully, but the reduced description contains the
essentials; for example, m3m is actually 4/m3m, and 43 is
actually 432.

You can find the full details of the international con-
vention in the International Tables for Crystallography
(1983). These symmetry operations or elements can be
combined to provide 32 crystal classes. The crystal classes
are often called the crystal point groups. They are the point
groups that are consistent with the translational symmetry
of a crystal.

5.3 LATTICE POINTS, DIRECTIONS,
AND PLANES

The notation used for identifying planes and faces of
crystals is that of W.H. Miller and is referred to as the
Miller Indices of a plane. The lengths of the unit cell are a,
b, and c. A family of planes cuts these axes at the origin
and at ¢, %, ¢ The plane is then defined by the indices 4, &,
and /. If these indices are not all integers we multiply by the
quotient to make them integers. Thus, the intercepts %a, 4p,
1c give h,k,l values of 2/3, 1/4, and 1; and this Akl is 8.3.12.
We only use periods to separate the numbers if one of them
is >9. If the intercept is negative, we write & (bar A,
sometimes read as & bar).
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TABLE 5.3 The 7 Crystal Systems and the 32 Crystal Point Groups

Crystal system Essential symmetry X X X/m Xm Xm X2 X/mm
Triclinic 1-fold axis 1 1 — — — — —
Monoclinic 2-fold axis (parallel to y) 2 m 2/m — — — —
Orthorhombic — — — mm — 222 mmm
Trigonal 3-fold axis (parallel to z) 3 3 — 3m 3m 32 —
Cubic Four 3-fold axes 23 — m3 — 43m 43 m3m
Tetragonal 4-fold axis (parallel to z) 4 4 4/m 4 mm 432 42 4/mmm
Hexagonal 6-fold axis (parallel to z) 6 6 6/m 6 mm 6m2 62 6/mmm
d | dyy | [233] 24
[+=—%100—| o ITOO] / 3
[111]
)] [001]
‘ y 10
(100) (200) (110)
X [100]
| [010]
C 4.
| o b2 [120]
— 2101~
(T10) (11T) (102) ]%(}
FIGURE 5.4. Miller indices of some lattice planes. The lattice-plane O i a [100]

spacing is given by dp;.

Figure 5.4 illustrates
some of low-index planes
in the  orthorhombic
crystal system. Because
there may be different
combinations  of &kl
that give  symmetry-
equivalent planes, we use
(hkl) to denote a particular
plane and {%kl} to denote
an equivalent set of planes.

All are integers.

MILLER INDICES
Low-index planes have small values 4, k and / (and i).

FINDING THE ZONE AXIS
[UVW] = [hlklll] X [/’lzkzlz]

FIGURE 5.5. Indices of directions in an orthorhombic unit cell with
examples of vectors included.

zone axis [UVW] is then
given by the vector cross
product. The zone axis
has particular significance
in electron microscopy
because it represents the
direction of the incident
electron beam with respect
to the sample.

The faces of the cube form When discussing
the set of {100} planes. U=kbh—1hk crystals with hexagonal

Directions are easier to symmetry, it is helpful to
define. The vector Ua + V=lhh—hlh use Miller-Bravais indices

Vb + We is simply written
as [UVW]. We can then
write <UVW> to denote
all the equivalent
directions formed by per-
muting U, V, and W. The vector Ua—Vb + Wc is denoted
by [UVW]. Some low-index directions in the orthorhombic
system are illustrated in Figure 5.5.

A special direction, known as the zone axis, is the one that
is common to two planes skl and hyk,l,. The directions
[A1k1;] and [hok>1,] are the normals to the two planes, and the
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W=hky—kih

because they clarify the
symmetrically equivalent
planes. In this scheme, a
fourth index, I8 18
introduced such that i =
—(h + k). Figure 5.6 shows some planes and directions in
the hexagonal system. The advantage of the four index
Miller-Bravais system, and the main reason for its use, is
that similar planes have similar indices (as we saw in the
case of the Miller system). For example, the planes (1010),
(0110), (1100), (1010), (0110), (1100) are the six side



planes (called prism planes) of the hexagonal lattice; they
clearly are of similar type. In the Miller system, however,
they are (100), (010), (110), (100), (010), and (110); and
they are definitely not of a similar type.

CONVERTING NOTATION: MILLER
AND MILLER-BRAVAIS

U=u—t u=QU-V)/3
V=v—t v=2V-U)/3
W=w t=—(u+v)
=—(U+V)/3
w=W

To transform directions, it is helpful to remember
from Figure 5.6 that the vector [1 1 1 0] is a null vector:
it has no length! Thus, we can change the three-
index direction [1 1 0] in Figure 5.6 to its four-index
form as follows [1 1 0] — [1 1 0 0] — [1+f 14+f f 0], so
our four-index notation for directions is the same as
for planes (i.e., U+ V + W =0), we want 2 + 3f to
be zero. Thus, f = —2, and the direction is [ § —20] or
[1120].

The two notations are related, and it is straightforward
to convert between them. The Miller-Bravais system is
widely used in ceramics because alumina (sapphire) often

(0001) [001]
[011]
(1210)
(1071) /
(1700)
L [010]
: //} a, >
Mﬂ /
[100] a, /|2|0]

FIGURE 5.6. Indices of planes (using Miller-Bravais notation) and
directions (using three-index Miller notation) in the hexagonal unit cell.

behaves as if it were hexagonal although it’s actually
trigonal.

5.4 IMPORTANCE
OF CRYSTALLOGRAPHY

Understanding the crystalline structure of ceramics is
critical to understanding many of their properties.

® Diffusion. Often depends on size and number of inter-
stitial sites; both functions of the crystal structure.

m Deformation by slip or twinning. In ceramics there are
both crystallographic and electrostatic considerations.
The slip direction is usually along a close-packed
direction. The slip plane is usually a closely packed
plane or one that does not put like charges in juxta-
position. Twin planes are usually special low-index
planes.

m Piezoelectricity. Crystals must be noncentrosymmetric.

® Thermal conductivity. Phonon conductivity is most
efficient in simple crystal structures formed by small
atoms.

m Fracture. Often crystallographic but not always (e.g.,
glass and cubic zirconia).

m Cleavage. Always crystallographic. Cleavage planes
have high atomic density, but we also need to consider
charge.

m Ferrimagnetism. In ferrimagnets the coordination
number of the magnetic cation (usually a Fe ion)
determines its behavior in an applied magnetic field.

To really appreciate the importance, and complexities,
of the relationships between crystallography and
properties, see Nye (1985).

5.5 PAULING’S RULES

Ceramic materials are often thought of as being ionically
bonded, and ions are thought of as being charged spheres.
Many important ceramics are oxides, where the oxygen
anion is much larger than the cation. The crystal structure
adopted by the material is based on a balance between the
attractive and repulsive forces in the crystal. The electro-
static attractive force between ions of unlike charge
implies that an ion with a high CN would be more stable
than an ion with a low CN (i.e., the electrostatic attraction
is maximized). However, if too many ions of the same
charge are clustered around an individual ion of the oppo-
site charge, they begin to interfere with one another (i.e.,
the electrostatic repulsion is maximized). There exists a
CN where the attraction is maximized and the repulsion is
minimized. This number is determined by the ratio of the
radii of the two ions. Questions then arise as to why certain
oxides have the structure they do and how does this affect
mixing or doping of oxides.
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Pauling proposed a set

A given CN is stable

of rules to use when A MNEMONIC only when the ratio of cat-
discussing such topics. Ca®" is a cation. ion to anion radius is
These rules work so well greater than some critical
that they are sometimes value. These limits are
regarded as laws, which MX given in Table 5.4. The

they are not. We discuss
the origin of the rules and
then the rules themselves.
The idea is simply that
ions of opposite sign pack
together in such a way as
to keep ions of like sign apart.
m Rule I: A coordinated polyhedron of anions is formed
about each cation. The cation—anion distance is deter-
mined by the sum of the two radii, and the CN is
determined by the radius ratio.
Rule 2: In a stable structure, the total strength of the
bonds that reach an anion in a coordination polyhedron
from all neighboring cations should be equal to the
charge of the anion.
Rule 3: The polyhedra in a structure tend not to share
edges or faces. If the edges are shared, the shared edges
are shortened. Shared faces are the least favorable.
Rule 4: Crystals containing different cations of high
valence and a small CN tend not to share polyhedron
elements with each other.
Rule 5: The number of essentially different kinds of
constituents in a crystal tends to be small.

When reading the discussion of these rules, keep in
mind the following questions and remember that all rules
have exceptions.

® Why do CsClI and NaCl have different structures?
= Why do Mg”* ions tend to occupy tetrahedral sites
whereas Al’* jons occupy octahedral sites in spinel,
when both ions occupy octahedral sites in MgO and
Al,05?
Why do zinc blende and wurzite have different
structures when both are ZnS? Why does GaAs have
one structure and AIN have the other?
What determines the structure of silicates? Are any
other structures like this?
Is the structure of BaTiO; important regarding its
properties?

On Rule I: A coordinated polyhedron of anions is formed
about each cation. The cation—anion distance is determined
by the sum of the two radii. CN is determined by the radius
ratio:

. . ™
Radius ratio = —
rx

(5.3)

5.5 PAULING’S RULES

M is the cation and is often a metal.
X is the anion and is never a metal.
You’ll sometimes see CA or + — instead of MX.

derivation of these limits
is strictly geometrical, as
shown in Figure 5.7.

Why are the radius
ratio and CN related?
Coulomb interactions
mean that like signs should be as far apart as possible
and opposite signs as close together as possible. Crystal
structures are thus at their most stable when the cations
have the maximum CN allowed by ry. In many well-
known ceramics, the cation coordination polyhedron is
the basic building block.

On Rule 2: In a stable structure, the total electrostatic
strength of the bonds, S, reaching an anion in a coordina-
tion polyhedron from all neighboring cations should be
equal to the charge of the anion

S =
CN

(5.4)

where CN is the coordination number, and Zy; = the
charge on the cation. The fundamental idea is that the
crystal must be electrically neutral.

We can illustrate this idea for the oxygen anion. Each
O~ might bond to a combination of cations.

= Si**ions, S = 4/4 = 1. Two bonds of strength 1 reach
the shared oxygen ion from the surrounding silicon
ions. This is the case in, for example, cristobalite (a
polymorph of SiO,). The Si** are surrounded by four
O’ ions in a tetrahedral arrangement.

AP’ jons, § = 3/6 = 1/2. Each O~ ion is surrounded
by four AI**, each with a bond strength of 1/2. The
AP** is surrounded by six O*~ ions in an octahedral
arrangement. This is the case in, for example,
corundum.

In the mineral kyanite, Al,SiOs, we have one Sitt plus
two AI** jons surrounding each O”7ion. There are six
O~ around each octahedral AI’* ion.

TABLE 5.4 Pauling’s Critical Radius Ratios

Polyhedron CN Minimum (=ny/rx)
Cube 8 0.732
Octahedron 6 0.414
Tetrahedron 4 0.225
Triangle 3 0.155




CsCl /21:{—5/' NaCl
a3
a
Face of
unit cell

: :
%a«/ﬁ =12 %a =12
Iy +Tx = V3 Ty + Ty = IxV2 1'M+1'x=1'x‘%‘/3
/iy =v3- 1 n/tx =v2- 1 iy =3V6- 1
=0.732 =0.414 =0.225

Sphalerite

FIGURE 5.7. Geometric method for calculating limiting radius ratios.

® |n forsterite, Mg,SiO,4, we have one Si** ion plus three
octahedral Mg”* ions (S = 2/6). We need three Mg**
ions to balance the charge.

In silicates, the Si atoms are each surrounded by four
O?~ anions, so each O ion has an additional charge of —1
that must be used to bond to another ion. Thus, for an
aluminosilicate, we need a large cation with a charge of
+1 or +2 so it can be surrounded by eight or more oxygen
ions. Calcium (with CN = 8) fits this requirement to give
calcium aluminosilicate. Table 5.5 shows predicted CN
and S values for various cations.

On Rule 3: Polyhedra in a structure prefer not to share
edges or faces. Clearly, if the faces are shared, at least three
edges are also shared.

TABLE 5.5 Predicted Coordination and Strength of the Bond

lon w/rx Predicted coordination Strength of bond
Sit4 0.37 4 1

Al 0.41 4o0r6 3/, 0r o (34 or 3g)
Mg*2 0.47 6 15 (/e)

Tit4 0.55 6 2/5 (M)

K+ 0.75 8 g

This effect is large for cations with high valence and a
small CN. In the first case, the charge on the cation is large,
increasing the Coulomb repulsion. It is especially large
when the radius approaches the lower limit of stability of
the polyhedron. Thus, if two anion polyhedra have an edge
or face in common, the cations are being brought too close
together. We can give an alternative statement of the rule.
The existence of edges, and particularly faces, common to
two anion polyhedra in a coordinated structure decreases
its stability.

Examples

CsCl: The anions sit at the corners of cube and share faces.

NaCl: The anions sit at the corners of octahedra and share
edges.

7ZnS: The anions sit at corners of tetrahedra and share
vertices.

If polyhedra share edges, these edges tend to be short-
ened. We can think of this shortening as concentrating
more “anion” between cations, which are too close
together! The converse of the rule is that if you find an
apparent violation it is likely that the bonding is not ionic.
However, many materials with the ZnS structure, which
does the best job of separating like ions, have predomi-
nantly covalent bonding. Determination of the fraction of
ionic character in a bond can be made using Equation 4.24.
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Some Examples In FeS,
(iron pyrites, fool’s gold,
and a ceramic), the [FeSq]
octahedra are linked by
shared edges that are longer
than expected.

Silicates contain [SiO,4]*~

GARNET
Ca3Al,5150;,, is not only a gemstone but also a
ceramic. Other garnets such as yttrium aluminum garnet
(YAG) and gallium gadolinium garnet (GGG) are
technologically much more important materials.

seen in grocery stores
in which oranges in
adjacent layers sit off-
center, resting within the
pocket created by the
oranges sitting side-by-

. o 2
tetrahedra; in all cases, IO;- - Ca™
they only share corners due O™ coordination §
to strong mutual repulsion O bond strength, § /s =

side below. Materials

AP* Si** ant
scientists and crystallo-
. 36 . f‘ graphers (as well as
/4 le = "I la=1 greengrocers) have

between Si**. Again, there

is actually a large covalent

component to the bonding.

It is thus a geometric rule again but is nonetheless impor-
tant. For example, the edges of the occupied octahedra in
Al,O3 are 0.25 nm long, not 0.28 nm long.

On Rule 4: Crystals containing different cations of high
valence and a small CN tend not to share polyhedron
elements with each other. Sharing parts of polyhedra
decreases the stability of the structure, so this rule is really
a corollary to rule 3.

As an example, in CaTiOj3, [CaO;;] polyhedra share
edges, and [TiOg¢] polyhedra share corners. The Ti** cation
is more highly charged than the Ca®* cation, so the CN is
smaller; the Coulombic repulsion between cations is pro-
portional to the product of the charges.

On Rule 5: The number of essentially different kinds of
constituents in a crystal tends to be small. As far as possible,
the environments of chemically similar atoms are similar
(and Pauling’s analysis assumes that the bonding is all ionic.)
If all types of bonding are possible, it is a bit difficult to
predict what will happen; but if every oxygen has the same
environment, there is only one possibility. The result is actu-
ally found in garnet. This rule only requires the ions to be
similarly coordinated. Their actual geometric positions need
not be equivalent. They are not structurally indistinguishable.
The rule actually has limited value because in a majority of
silicates the oxygen ions do not have like environments.

5.6 CLOSE-PACKED ARRANGEMENTS:
INTERSTITIAL SITES

A close-packed structure is one that has the maximum
volume of the unit cell occupied by atoms. The occupied
fraction of the unit cell can be determined by calculating
the atomic packing factor (APF)

APF — number of atoms per cell x volume of one atom

volume of unit cell

(5.5)

The maximum possible APF for packing of spheres all
having the same size is 0.74. This arrangement is the one

5.6 CLOSE-PACKED ARRANGEMENTS: INTERSTITIAL SITES

known that this is the
most efficient way to
stack a bunch of round objects but mathematicians took a
long time to be convinced (see the interesting book on this
topic and other mathematical riddles by Singh 1997). A
mathematical proof for what is known as the Kepler Con-
jecture was announced in 1998 and the manuscript
published 7 years later (Hales 2005).
Crystal structures having an APF of 0.74 are called
close-packed structures. There are only two close-packed
structures

m Face-centered cubic (fcc)
m Hexagonal close-packed (hcp)

We consider the fcc and hep structures in some detail
because they are so common. For the fcc structure, all the
points are actually lattice points. In the hcp structure, this is
not the case. Thus, we should never say the “hcp lattice,”
but we do. The hcp structure describes a particular arrange-
ment of similar atoms, but it is not a lattice of identical
points.

The relationship between the fcc and hcp structures is
illustrated in Figure 5.8 A. The atoms on the (111) planes of
the fcc structure are arranged in a hexagonal pattern just
like the atoms on the (0002) planes of the hcp structure.
The only difference between the two structures is the way
in which these hexagonal sheets of atoms are arranged
above one another. In the hcp structure, the atoms in the
second layer are above the hollows in the first layer, and
the atoms in the third layer are above the atoms in the first
layer, so the stacking sequence can be summarized as
A B A B A B .... The stacking in the hcp structure is
illustrated in Figure 5.8B. The first two atom layers in the
fcc structure are put down in the same way, but the atoms
of the third layer are placed in the hollows of the second
layer; not until the fourth layer does a position repeat. The
stacking sequence for fcc is therefore ABCABCA ...
This sequence is illustrated in Figure 5.8C.

In predominantly ionically bonded oxide ceramics, the
O”~ ion approximates to a sphere. Therefore, we can view
these structures as based on a close-packed arrangement of
spheres and then filling the remaining space. We must
remember that the anions are not necessarily touching but
are merely arranged in a way that is the same as that in
close-packed structures.
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(0002

FIGURE 5.8. (A) Comparison of fcc and hep structures using the stacking of close-packed rafts of atoms (spheres). (B) Stacking sequence in hcp.

(C) Stacking sequence in fcc.

The questions we need to answer now are:

m Where are the interstitial sites?
® What is their CN?
= How many sites are there?

The fcc and hcp arrangements offer both octahedral
and tetrahedral interstices, making them good hosts for
cations because two size ranges can be incorporated.
Both fcc and hcp arrangements can be stabilized by filling
just the tetrahedral sites or just the octahedral sites. The fcc
lattice can be stabilized by filling a combination of tetra-
hedral and octahedral sites. In the fcc arrangement, there
are eight tetrahedral sites and four octahedral sites per cell.
The locations of these sites are shown in Figure 5.9A.
There are four tetrahedral sites and two octahedral sites
per cell in the hcp arrangement. The locations of these sites
are shown in Figure 5.9B.

In ceramics, the APF is always <0.74, even though we
have increased the number of atoms per cell. As an exam-
ple, if we fill all the octahedral sites in an fcc arrangement
of O~ with cations (e.g., Mg>*) as we’ll see in Chapter 6,
the APF is 0.69. In other words, 69% of the cell volume is
occupied by ions.

FIGURE 5.9. (A) Intersticial sites in the fcc structure, (B) Intersticial
sites in the hcp structure.
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5.7 NOTATION FOR CRYSTAL
STRUCTURES

One of the things you’ll notice is that many crystal
structures are named after particular materials (often a
naturally occurring mineral) that exhibits the structure.
There are no systematic names for crystal structures, as
there are, for example, for organic compounds, which are
named using a system recommended by the International
Union of Pure and Applied Chemistry (IUPAC). This
system provides us with a systematic way of naming
many organic compounds on sight, and the name indicates
the structure of the compound. A similar system is not used
for naming crystal structures. However, there are several
notations for specifying crystal structures that can be very
useful.

m Strukturbericht. The symbol consists of a letter that
characterizes the type of structure and a number
designating a specific type within a letter category.
The rules are given in Table 5.6.

m Pearson. The symbols give, successively, the crystal
system, the Bravais lattice symbol, and the number of
atoms per unit cell. The notation is summarized in
Table 5.7. Even though you can find out the crystal
system, the Bravais lattice, and the number of atoms
from this notation, you can’t differentiate among differ-
ent structures with similar notations. For example, cF8
refers to sodium chloride, diamond cubic, and zinc
blende structures, which are different from one another.

TABLE 5.6 The Strukturbericht Notation

Symbol Definition Symbol Definition
A Element E-K Complex
B AB compounds L Alloys

C AB, (0] Organic
D AnBn S Silicates

TABLE 5.7 Symbols Used in the Pearson Notation

Symbol System Lattice
aP Triclinic (anorthic) P
mP Simple monoclinic P
mC Base-centered monoclinic C
oP Simple orthorhombic P
oC Base-centered orthorhombic C
oF Face-centered orthorhombic F
ol Body-centered orthorhombic |
tP Simple tetragonal P
tl Body-centered tetragonal |
hP Hexagonal P
hR Rhombohedral R
cP Simple cubic P
cF Face-centered cubic F
cl Body-centered cubic |

5.8 STRUCTURE, COMPOSITION, AND TEMPERATURE .......ceeeeen.

TABLE 5.8 Notation for Different Crystal Structures

Strukturbericht Prototype Pearson Space group
A1l Cu cF4 Fm3m
A2 w cl2 Im3m

A3 Mg hP2 P6s/mmc
A9 graphite hP4 P6s/mmc
Bn WC hP2 P6m2

By BN hP4 P6s/mmc
B1 NaCl cF8 Fm3m
B2 CsCl cP2 Pm3m
B3 sphalerite cF8 F43m

B4 wurtzite hP4 P6smc
B10 PbO tP4 P4/nmm
B26 CuO mC8 C2/c

Cc2 FeS, (pyrite) cP12 Pa3

C3 Ag.0O cP6 Pn3m
C4 TiOo (rutile) tP6 P45/mnm
C6 Cdl, hP3 P3m1
Cc7 MoS, hP6 P6s/mmc
c8 High quartz hP9 P6,22
C9 {3 Cristobalite cF24 Fd3m
C10 B Tridymite hP12 P63/mmc
c18 FeS, (marcasite) oP6 Pnnm
C21 TiO, (brookite) oP24 Pbca
C43 ZrO, mP12 P2,/c
D0Og ReOs; cP4 Pm3m
D044 FesC oP16 Pnma
D5, a-Al,05 hR10 R3c

D5, La,O3 hP5 P3ct
D53 Mn;O3 cl8o a3

E2,4 CaTiOs cP5 Pm3m
H14 MgAI>O,4 cF56 Fd3m
L1o AuCu tP2 P4/mmm
L14 CuPt hR32 R3m

L1, AuCujz cP4 Pm3m

Examples of Strukturbericht and Pearson symbols are
given in Table 5.8.

5.8 STRUCTURE, COMPOSITION,
AND TEMPERATURE

Many ceramics exist in different structures at different
temperatures. These structures are known as polymorphs,
and we give some examples in Chapter 6. The most stable
structure at any particular temperature is governed by its
free energy, G. The polymorph with the lowest free energy
is the most stable. Expressions for the free energy and
internal energy were given in Chapter 3. Both the internal
energy, E, and the entropy, S, depend on crystal structure.

The following rules can be given for the temperature
and pressure dependence of thermodynamically stable
structures.

m AtT =0, G = E (i.e., the free energy is fixed by the
internal energy).
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FIGURE 5.10. Relationship between internal energy E and free energy
G of three polymorphic forms: E3 > E, > E; and Sz > S, > S;. The
form with the lowest G is the one usually found at a specific temperature.

m AtT > 0, the TS term becomes increasingly important,
and structures with a low degree of order are favored.

m At a sufficiently high temperature, a polymorph with a
larger S may achieve a lower G despite its larger E, as
illustrated in Figure 5.10. The increased values of E
and S of the high-temperature forms correspond to
more open structures (larger specific volumes) with
higher symmetry.

® There are two components to entropy (both increase as
T increases): thermal entropy and configurational
entropy.

® In the liquid state, the order is even lower; and it is the
lowest in the gaseous state. Raising the temperature
leads to melting and finally to evaporation.

m Higher pressures favor structures that occupy a lower
volume (i.e., that have a higher density).

The crystal structure of a ceramic also depends on
composition. As an example, consider three oxides of iron.

1. Wastite (FeO): Cubic rock salt structure. Iron is in the
2+ oxidation state.

2. Hematite (Fe,Os3): Rhombohedral corundum struc-
ture. Iron is in the 3+ oxidation state.

3. Magnetite (Fe30,4): Cubic spinel structure. Iron is in
the 3+ and 2+ oxidation states.

The reasons for these differences are explained by
Pauling’s rules.

There is another factor that can influence the equilibrium
structure of a material, and that is surface energy. The effect
of surface energy has become of increasing importance with
the interest in nano-sized particles of ceramics. When parti-
cle size is very small, the fraction of atoms on the surface is

60 -
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o-Al,O5

40 + /. -ALO;

0

0 1 1 1 1 1
0 100 200 300

Surface Area (m%/g)

FIGURE 5.11. Calculated enthalpy of alumina (y- and a-) polymorphs
as it varies with the surface area. The calculation is a molecular
dynamic (MD) simulation using data for small surface areas. Large
surface area per gram implies small particles.

very large. Surface energy effects can then dominate, as
illustrated in Figure 5.11, which shows that y-Al,O3, rather
than o-Al,O3, can become the thermodynamically stable
phase of aluminum oxide when the surface area exceeds
~175 m?/g. The key thing to remember is that nanomaterials
don’t always behave the same as the bulk material.

5.9 CRYSTALS, GLASS, SOLIDS,
AND LIQUID

Classically, there are three distinct states of matter: gas,
liquid, and solid. (The newer two, plasma and Bose-
Einstein condensates, are not applicable to our discussion
so we omit them here.) In the previous section we noted
how as temperature increases it is thermodynamically
favorable for transitions to occur, from a more ordered
form to a less ordered one. The atoms or molecules that
make up a gas are randomly arranged (E and S are high) and
widely separated. A gas fills all the available space inside a
container. The atoms or molecules that make up a liquid are
also randomly arranged, but they are closer together than
those in a gas; and they move relative to one another. The
characteristic of a liquid is that it fill a container to the
extent of its own volume. The third state of matter is solid,
which can be defined as having a fixed shape. Solids can be
classified as either crystalline or noncrystalline.

When we discuss crystals, we are concerned with
interatomic bonding, interatomic distances, the environ-
ment of the ions, and long-range ordering. All of these
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concepts, except for long-range ordering, are relevant
to noncrystalline materials such as glass. In fact, when
we discuss silica-based glasses, the main point is how we
do or do not link SiO, tetrahedra together. The concept of
order that is important is separating the different classes of
condensed matter. The basic differences are summarized
below:

Crystal Ordering on lattice: long-range order
Glass Short-range order
Liquid No order to short-range order

There are many amorphous ceramics (glasses). There
are fewer amorphous semiconductors and some amorphous
metal alloys. The main consideration, as you’ll see in
Chapter 21, is the rate of cooling necessary to avoid crys-
tallization. In many oxides, the critical rate of cooling is
very easy to achieve because the number of components is
large and we have directional (covalent) bonding. The
latter consideration also holds for semiconductors, but for
metal alloys we usually can rely only on frustrating crys-
tallization using complex compositions and rapid
quenching.

5.10 DEFECTS

One reason we need to understand the structure of perfect
crystals is so we can begin to understand imperfect
crystals. The topic is not specific just to ceramics. The
interaction of defects is often most important to us. For
ceramics, a special example of such interactions occurs in
grain growth. Grain-boundary movement in ceramics usu-
ally involves the movement of point defects.

Understanding atomic bonding helps us understand the
structures of crystals and glass. When we think of crystals,
we think of atoms arranged in a perfect way. We tradition-
ally think in terms of crystal defects, but we also consider
how these ideas apply to defects in glass.

One question we must keep in mind is: “How is this
feature different from metals?”” The answer is not always
as obvious as it might seem because we often compare
ceramic materials to particularly simple (usually fcc)
metals. Apart from carbon and the elemental
semiconductors Si and Ge, all ceramics contain two or
more different atoms so we should at least compare them
with metal alloys, not pure metals. The next question is:
“How do defects influence the properties of the ceramic?”
For that we first need to understand defects.

We classify defects as having zero, one, two, or three
dimensions, as shown in Table 5.9. Actually, all of the
defects we discuss are three-dimensional. Ceramics usu-
ally have mixed bonding (i.e., a combination of ionic and
covalent bonding). Hence, when we introduce defects, we
usually change the local distribution of charge or break
bonds, depending on which type of bond predominates.

5.11 COMPUTER MODELING .uutteercuieeenuieeesneeesnnneeeenneeesnsnnessnneeesnsnnes

TABLE 5.9 Hierarchy of Crystal Lattice Defects

“Dimension”  Defect Some topics
0 Point defects Geometry, strain energy, charge
1 Line defects Geometry, energy
2 Surfaces Thermodynamics
Grain boundaries Structure, chemistry, wetting
Phase boundaries  Phase distribution
3 Volume defects Precipitates, particles, and voids

Any change in charge distribution can produce long-range
effects. A broken covalent bond is known as a dangling
(unpaired electron) bond that also behaves like a localized
charge.

We’ve discussed the packing of ions in terms of coor-
dination polyhedra. When we create defects in a crystal,
we can create new polyhedra that are not found in the
perfect crystal. Pauling’s rules were developed for perfect
crystals, but the principles still apply when we examine
defects. One complication is that as we introduce grain
boundaries, for example, new sites are produced that
depend on the detailed nature of the grain boundary. Amor-
phous materials present a new challenge when describing
point defects. Two amorphous materials can have different
structures that depend on the processing history even if the
chemistry is the same.

5.11 COMPUTER MODELING

Computer modeling of oxide structures and of defects in
oxides is becoming more important, in part because the
code is improving but mainly because faster computers can
make more realistic calculations. The problems for
ceramic materials are those discussed in Chapters 3 and
4. If the bonding is ionic, the ion—ion interactions are both
strong and long range. If there is a covalent component to
the bonding, the bonds have a directional character.
(Glasses exist in a metastable state, so their structure is
by definition not the equilibrium one.) The problem is
twofold. We need computer code that can handle the
long-range interactions. Even simple ceramics can have
large unit cells, which means that the computer must also
be able to handle a large number of atoms.

We summarize the approaches being used by different
researchers to calculate properties of ceramics. This dis-
cussion is very brief and incomplete, but it should give an
idea of how the subject is developing. One encouraging
feature is that software packages suitable for the knowl-
edgeable researcher who is not an expert programmer are
becoming available commercially. These packages fall
into two categories that can be linked. In one, the atomic
structure of a ceramic crystal can be displayed after input-
ting the appropriate crystal parameters. Such programs are
simply using the rules of crystallography to generate the
structures. The other, and far more complex, programs also
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use the interatomic potentials to deduce features of the
structure and are performed using molecular dynamic
(MD) approaches.

5.11.1 Terms Used in Modeling
We begin by listing some of the terms you will encounter.

Pseudo-potential: This is an expression that is used to
represent a real crystal potential. An equation such as
Equation 4.1 is chosen, and the parameters are changed
until a calculated value is obtained that agrees well with
the known value of a physical parameter. This process is
carried out simultaneously for several parameters that are
chosen to have some relevance to what you would like to
calculate.

Electronic structure calculation: Although ceramics are
thought of as insulators, the electrons are important in
understanding optical properties, for example.

5.11.2 Computer Modeling of Structures:
The Need for Potentials

Most ceramics cannot be modeled from first principles
simply because we don’t know the potentials well enough.
Therefore, the challenge with modeling crystals is that we
have to use a model for the potential. These are available for
Si and are quite good for Al,O3 and MgO. We can summa-
rize the problems for modeling ceramics as follows.

m Ceramics usually contain charged species. This means
that the interionic forces extend over very large distances
(remember the Madelung constant). To model such
materials we need large unit cells. This problem
becomes more difficult when we model defects.

® When the ceramic is covalent or has a large covalent
component to the bonding, directions are important. Si
is the classic example of a covalent material. It can be
modeled but only because enormous effort can be
justified by its commercial importance. Modeling
silicates, which also have a large covalent component,
is less developed.

Ceramics lag behind metals for two reasons. Firstly,
most ceramics contain more than one component, so we
need to have potentials for each ion. (FeO contains three
ions for this purpose.) Secondly, the potentials have to be
used to predict known quantities, and these are not usually
as well known as they are for metals.

A number of software packages are now available as
shareware or commercially. One such program is GULP:
the acronym stands for Generalized Utility Lattice Pro-
gram. GULP can be used to perform different types of
simulation on 3D periodic solids and on isolated defects
in such materials. GULP simulates structures of ionically
bonded materials using a shell model and uses the crystal
symmetry to accelerate the calculations and to simplify
the input. These two factors can make it faster and more
efficient than other programs. If you use GULP, for exam-
ple, you have access to at least 23 different potentials or
models, including Buckingham, Morse, Coulomb, and
Stilinger-Weber. Examples of the uses of GULP are
modeling Al,Os, defects in garnets, zeolites, and molecu-
lar sieves, and the structure of Al,SiOs polymorphs.
Cerius™, another software package for simulating
structures, also includes diffraction modules. The state-
of-the-art approach is to use first principles computations.
Three widely used packages are Siesta, VASP, and FHI-
aims. All are being used for ceramic materials. Exploring
takes time—or a career.

CHAPTER SUMMARY

This is the chapter where we introduced crystallography. Some students object to having to learn
this material. Our view is that you cannot understand point defects, piezoelectricity, grain
boundaries, elasticity of noncubic crystalline materials, and so on unless you understand the
differences between crystal structures; and for this you must understand the principles of crystal-
lography. Pauling’s rules for ionic ceramics give us a set of tools that allow us to predict the
coordination of ions and even to guess the structure of a crystal that may be new to us. The
exceptions to these rules often result from the presence of a covalent component to the bonding,
which itself gives clues to the coordination. Once we know the crystal structure, we can predict
what point defects might occur and even guess at the energies involved—just from counting
broken bonds, for example. The best-known examples of such point defect sites are the octohedra
and tetrahedra in close-packed (fcc or hep) lattices, but we find these polyhedra in many different
crystal structures although they may be more difficult to recognize elsewhere. Therefore, just by
considering Pauling’s rules, we are introduced to one of the most useful concepts of solid-state
chemistry—the concept of crystals being constructed by arranging polyhedra. The polyhedra
are clusters of atoms that behave in quite systematic ways. As we’ll see in the following chapters,
the most important of these polyhedra is the tetrahedron, formed by four oxygen ions with a Si ion
at the center. However, it is certainly not the only polyhedron of interest to us.
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CHAPTER SUMMARY

PEOPLE AND HISTORY

Bravais, Auguste (1811-1863) presented his ideas on crystallography to the French Academy of Sciences in
1849. He was interested in a number of fields including botany, astronomy, and physics. It is for his work in
crystallography that he is best remembered.

Goldschmidt, Victor Moritz was born in Zurich but spent his scientific career in Norway (1888—1947). Like
Pauling, he derived rules for ionic radii.

Haiiy, Rene-Just (1743-1822) published his essay in 1784 on a theory of the structure of crystals. The story
is that his interest in crystals began when he examined a specimen of calcite that he had accidentally just
dropped.

Hooke, Robert (1635-1703) published Micrographica in 1665 showing images taken with his microscope.
A genius.

Miller, William Hallowes (1801-1880) was born in South Wales and was Professor of Mineralogy at
Cambridge University from 1832 until he died. He wrote the book that explained the notation developed by
William Whewell. Although he gave full credit to the pioneering work of his mentor, Whewell, we still refer to
Miller indices.

Whewell, William (1794—1866) (see Miller above). One-time President of the Geological Society (hence the
indices), he is now remembered as a philosopher. He also invented the word scientist for Coleridge; and anode,
cathode, and ion for Faraday! He was sometimes called a polymath—read about him and be impressed.

Wulff, Georgii (Yurii) Viktorovich was a Russian crystallographer born in 1863. The initial “G” was used
in translations of his papers rather than “Y”. He died in 1925 in Moscow.

Wyckoff, Ralph Walter Graystone was born in 1897 and died in 1994. He authored the classic book,
The Structure of Crystals (1931).

EXERCISES
Calculate the percentage of free space in an fcc stacking of spheres and a simple cubic stacking of spheres.
Relate the result to two important ceramic structures.

How do you expect the lattice parameters of Si and SiO, (high cristobalite) to compare? How does this fit with
the experiment? Discuss.

When the {111} planes of SiC stack with the sequence ABABAB, the SiC has hexagonal symmetry. When they
stack with the sequence ABCABC, it has cubic symmetry. What symmetry does it have when it stacks
ABCBABCBABCBA? Explain your reasoning.

The face-centered cubic cell may be referred to the rhombohedral cell. Using a sketch, show the relationship
between the two cells.

Are there any intersticies in hcp that are not present in fcc?
Why is there no Bravais lattice called orthorhombic A, monoclinic B, or tetragonal C?

If a sapphire crystal showed only one type of rhombohedral plane and the two basal planes, what would the
shape of the crystal be?

FeS is a more complicated structure than FeO. Why would you not be surprised at this result?

In calcite (CaCOs) the Ca®" ion has a CN 6. Using the appropriate Pauling rule determine the ion environment
around each O~ ion.

From the ionic radii given, estimate the coordination numbers for the following oxides: (a) MgO. (b) Al,Os.
(¢) LiyO, Li* 76 pm; 0>~ 140 pm; Mg®" 72 pm; AI** 54 pm.
From the literature (reference your sources): What are the lattice parameters of calcite and aragonite? Why and

when do each occur? How are they related?

Without looking at the chapter, write down three examples for each of the seven crystal systems. Then, write
down two more examples by looking through the literature (reference your sources).

Look at Table 5.3 and replace all the dashed symmetry elements with one that is already in the table.

What is the zone axis for the following pairs of planes: (a) (111) and (112), (b) (001) and (123), (c) (135) and
(853)? How do these answers change if the crystal is orthorhombic instead of cubic?

What are the [1234], [2345], and [8642] directions better known as?

Why do ceramists use the Pauling rules and not the Goldschmidt rules? Why do many now use the Shannon-
Prewitt values for ionic radii? Give any references that you use when probing the literature to answer the question.



5.17

5.18

5.19

5.20

Use the literature to make a list of as many different garnets as you can find. Which of these are already
commercially important? Do you expect Pauling’s rules to apply to all of them?

“Crystals are more difficult to understand than glasses because they can have many different structures.” Justify
your criticism of this claim.

Assuming all the particles are the same size and almost equiaxed. What are the dimensions of the particles at the
crossover point in Figure 5.11?

We normally draw the unit cell of fluorite one way, but Pauling says we should draw it differently. Explain this
sentence and draw the two different unit cells.
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Binary Compounds

CHAPTER PREVIEW

In this and the following chapter, we describe the most important simple (binary) crystal structures
found in ceramic materials. You need to know the structures we’ve chosen because many other
important materials have the same structures and because much of our discussion of point defects,
interfaces, and processing use these materials as illustrations. Some (i.e., FeS,, CuO, Cu,0) are less
important materials, and you would not be the only ceramist not to know their structure. We include
these oxides in this discussion because each one illustrates a special feature that we find in oxides.
These structures are just the tip of the iceberg for the topic known as crystal chemistry (or solid-state
chemistry). The mineralogist would have to learn these, those in Chapter 7, and many more. In most
examples, we mention some applications of the chosen material.

In traditional ceramic oxides, the anion is usually the larger ion, so we often think of a
ceramic crystal structure as a three-dimensional array of anions with cations inserted in
theinterstices. Whether a particular structure is stable depends on Pauling’s rules. We first
review some of the important lattices, paying particular attention to the polyhedra that are
formed by groups of anions. As the variety of ceramics being used in today’s high-technology
environment increases, some of the above assumptions cease to be valid. In certain oxides, the
cation is bigger than the anion, and covalently bonded oxides and nonoxides can’t be treated
as arrays of hard spheres. Therefore, we learn the rules and try to understand the exceptions.
The concept of crystals being arrays of polyhedra still works whether the bonding is ionic or
covalent and whether the anion or the cation is larger.

In this and the following chapter, the xyz axes of cubic crystal structures lie along the cube
edges; the length of the cube edge is the lattice parameter.

6.1 BACKGROUND

Using Pauling’s rules, we can think of all crystal structures in
terms of filling polyhedra—those we discussed in Chapter 5.
Particularly simple cases are the simple cubic (sc), hexa-
gonal close-packed (hcp), and face-centered cubic (fcc)
lattices. In oxides such as Al,O; and MgO, the anion is the
larger ion, which we believe forms a scaffold, with
the cations then filling the interstices between the anions.
This thinking has a historical bias to it. It comes from the
days when ceramics were light-element oxides. Such
compounds automatically have smallish cations.

With the growing importance of ternary and tertiary
oxides and the nonoxide ceramics, we have to be careful
when making such assumptions. You must also remember
that Pauling’s rules apply to compounds in which the
bonding is primarily ionic. In some compounds, the struc-
ture is the one predicted by Pauling’s rules, but the reason
may not be the one we gave when deriving the rules! In
other words, if the bonding has a large covalent compo-
nent, beware. Similarly, if the cation is large (e.g., in UO,),

C.B. Carter and M.G. Norton, Ceramic Materials: Science and Engineering,

we should not (though we sometimes do) consider the
structure a close-packed stacking of anions even if they
do appear to lie on an fcc lattice.

Although we examine only a few materials here, each
has the same structure as other important materials. We list
a few of these isomorphous materials. The examples
chosen are also important because other crystal structures
can be related to them with only a small distortion added to
change the symmetry.

The format of this chapter is summarized as follows.

CsCl sc lattice with a two-atom basis

NaCl, GaAs fcc lattice with a two-atom basis

CaF,, FeS,  fcc lattice with a three-atom basis

AIN Hexagonal “close-packed” lattice with a two-atom
basis

Cu,O More complex but still cubic

TiO,, CuO  Much more complex

Al O3, Cdl, “hcp” anions but not hep structures

MoS, Layered material
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6.2 CsCl

We start with the CsCl structure because it is the simplest
possible, not because of its importance. The Bravais lattice
of the CsCl structure is sc. We can view this structure in
two ways:

= Two interpenetrating sc lattices, one of Cs" and one
of C1™. The two sublattices are displaced by '/,<111>.

® One sc lattice with a two-atom basis (Cs™ at 0,0,0 and
Cl™ at '/5,' 5, ).

The concept of a sublattice is helpful when visualizing
structures, but the phrase is sometimes used when the
atoms do not really lie on a lattice. In this example, the
lattice could be based on the positions of either the Cs*
ions or the CI™ ions.

We can check this structure against Pauling’s rules.
The ratio of the ionic radii (in pm) is

roo Jrer- = 170/181 = 0.94

As the ratio is >0.732, the Cs* should be eightfold
coordinated. It is clear from Figure 6.1 that the coordina-
tion number (CN) is 8. This structure does not appear to
occur for oxides because the (divalent) cation radius would
need to be >102.5 pm (O*~ is 140 pm). It is not directional
bonding that causes the structure to be adopted, just the
packing requirements. This structure is the model B2 struc-
ture found in some important intermetallics such as NiAl.
It is also adopted by a number of halides having useful
optical properties. As shown in Figure 6.2, CsBr, CslI, TICI,
and T1Br transmit in part of the ultraviolet (UV) spectrum,
all of the visible (shaded region) range, and the near-
infrared (IR) spectrum.

6.3 NaCl (MgO, TiC, PbS)

The NaCl (rock salt or halite) structure is quite simple and
is found for sulfides and carbides and some oxides, includ-
ing MgO, CaO, SrO, BaO, CdO, FeO, and NiO. The anions

FIGURE 6.1. CsCl crystal structure. The polyhedron is the cube.

CsCl structure
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FIGURE 6.2. Range of transmittance for halide samples grouped by
structure. (Each sample is 2 mm thick; 10% cutoff.) The vertical band
shows the visible range.

are in an fcc arrangement, and all the octahedral interstices
are occupied by cations, as shown by Figure 6.3. The CN is
6 for both anions and cations.

The NaCl structure can be represented as:

= Two interpenetrating fcc lattices: one of anions and the
other of cations displaced by '/,<001> orby '/,<111>.

m An fcc lattice with a two-atom (Na-Cl) basis. (C1™ at
0,0,0 and Na* at 1/2,0,0 or alternatively CI1~ at 0,0,0
and Na* at ',,',,/5).

Of course, this structure is actually not close-packed
even though we have an fcc arrangement of anions. In the
fcc metals each atom has 12 nearest neighbors (CN is 12);
in NaCl each ion has six nearest neighbors (CN is 6) so
the packing of the anions must be less dense than fcc.
(By Pauling’s rules, the octahedral interstice between the
CI1™ ions must be larger than the minimum or the structure
will be unstable).

For MgO (magnesia or periclase), rvg2+/ro2— = 0.6
so the Mg must be surrounded by oxygen ions in an
octahedral configuration. The bond strength (valence/
coordination) is Sy, = +2/6 = +!/5, so each 0’ must
also be surrounded by 6 Mg ions. There is not a lot of
choice on how to join them up. Note that ry,2+/rc2— =
0.56, which is also >0.414 but <0.732.

.................................................................... 6 BiNARY COMPOUNDS



FIGURE 6.3. The NaCl crystal structure with Cl at 000. (Top) lon
positions. (Bottom) Edge-sharing Cl octahedron.

FeO, CoO, MnO, and NiO are similar. NiO has the
NaCl structure above its Néel temperature (523 K). Below
this temperature, magnetic ordering makes it
rhombohedral. MnO and FeO behave similarly, but CoO
undergoes a tetragonal distortion when the spins align; the
Neél temperatures are 122, 198, and 293 K, respectively.
Stoichiometric NiO is pale green. When heated in air,
it oxidizes and becomes a semiconductor.

Many of the oxides, carbides, and nitrides with the
NaCl structure tend to be nonstoichiometric. Titanium
monoxide exists over the range TipgsO to TiO. FeO
never occurs; it is always nonstoichiometric with a com-
position ranging from Fej99O to FegosO. As a conse-
quence of these vacancies, the transition metal exists in
two valence states, causing the oxide to exhibit semicon-
ductor properties (as for NiO).

In the transition metal carbides and nitrides, think
of the metal as being in the close-packed arrangement
with carbon or nitrogen atoms located in the interstices.
The coordination number can again be determined by
the radius ratio, which in this case is given by ry/ry,
where r, is the radius of the interstitial atom, and r,, is
the radius of the metal atom.
Some values of atomic
radius and radius ratios for
transition metal carbides
and nitrides are given in
Table 6.1. The radius—ratio
values given in Table 6.1
are consistent with a CN of

sphalerite (ZnS)

6.4 GaAS (B-S1C) oo

1=V, 1lI-V AND IV-IV
The classical name for this structure is zinc blende or

GaAs, InP, InSb, etc. are not minerals
Cubic SiC is known as carborundum or moissanite

TABLE 6.1 Atomic Radius and Radius Ratios for Some
Carbides and Nitrides

Metal Ti Zr

Atomic radius (nm) 0.147 0.160
C/M ratio 0.525 0.482
N/M ratio 0.511 0.470

6 based on the critical radius ratios given earlier in Table
5.4. The interstitial atoms are located at either an octahe-
dral site or the center of a trigonal prism. For the transition
metals, the tetrahedral interstices in the close-packed
structures are too small for C or N.

All of the octahedral interstitial sites are occupied in the
NaCl structure. In general, when the radius ratio is <0.59
the metal atoms form very simple structures. The interstitial
atom and its nearest metal neighbors comprise a structural
unit. We can consider the structure of these materials as that
of a metal with occupied interstitial sites. There are no C—C
or N-N interactions in carbides and nitrides.

Some of the nitrides and carbides (e.g., NbC, TaC,
ZrN), which adopt the NaCl structure, are low-temperature
superconductors. Although there is no direct evidence that
this property is a direct consequence of the crystal struc-
ture, the crystal structure may play an important role.

Carbides with the NaCl structure have high hardness,
are chemically inert, and have high melting temperature.
The best-known example is TiC. It melts at 3,147°C, has a
Knoop hardness of 2,470, and a Young’s modulus of
310 GPa. It is resistant to oxidation up to 1,200°C.
(There is more discussion in Chapters 16—18.)

6.4 GaAs (B-SiC)
We can represent this structure as:

® Two interpenetrating fcc lattices: one of anions and the
other of cations displaced by '/,<111>

m An fcc lattice with a two-atom basis (one atom at 0,0,0
and the other at 1/4,1/4,1/4)

This structure is rather open: the atomic packing factor
(APF) for GaAs is only 0.41. In the GaAs structure,
each atom has only four nearest neighbors; the CN is 4
for both Ga and As. The structure is shown in Figure 6.4
in three-dimensional form for the (110) projection. The
projection is important
because it clearly shows
the tunnels along the
<110> direction
(remember that there are
six equivalent <110>
directions). You will
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FIGURE 6.4. Zinc blende crystal structure. (Top) lon positions.
(Bottom) Corner-sharing tetrahedra.

FIGURE 6.5. HRTEM image of GaAs showing the Ga-As 0.14-nm
dumbbell.

also see that many high-resolution transmission electron
microscopy (TEM) images are recorded with this sample
orientation because it optimizes the details seen in the
image. An example is shown in Figure 6.5.

We can form the structure by stacking the anions in
an fcc sequence and then filling half the tetrahedral
interstices with cations. We could have chosen to stack
the cations and then fill the interstices with anions, but
the anions are usually
larger. Other isomorphous
materials include InP,
InSb, GaP (known collec-
tively as the III-Vs) and
cubic SiC.

Materials ~ with  the 7nS

’
GaAs structure are usually z

APPLY PAULING’S RULES
BeO 1y /1 =0.25

n2+ /rszf = 0.34

TABLE 6.2 Relationship Between Band Gap Energies and
Bonding in lll-V Semiconductors

Compound Eq (eV) % lonic character in bond
AIP 3.0 9
GaP 2.35 6
AlAs 21 6
AISb 1.55 4
GaAs 1.35 4
InP 1.30 4
GaSb 0.70 2
InAs 0.33 2
InSb 0.17 1

Note: % ionic character was calculated using Equation 4.24

semiconductors; this property is a direct consequence of
the covalent bonding. In the III-Vs, the band gap increases
as the ionic component to the bonding increases, as shown
in Table 6.2. If we replace all of the Ga and all of the As by
C, Si, or Ge, we have the diamond-cubic (dc) structure of
diamond, Si and Ge. Now the bonding is entirely covalent
(and Pauling’s rules would not work). We next consider
the GaAs structure in comparison to AIN.

6.5 AIN (BeO, ZnO)

A second polymorph of ZnS is wurtzite (wurzite in
German). Many AB compounds, such as AIN, GaN, BeO,
and ZnO, form in the wurtzite and zinc blende structures
under different conditions. We can form the wurtzite struc-
ture by arranging the anions with hcp stacking and then
filling half the tetrahedral interstices with cations. The
structure is illustrated in Figure 6.6. The CN is 4 for both
anions and cations. The first nearest-neighbor environment
in AIN is identical to that in GaAs; but in GaAs there are
four identical <111> directions, whereas AIN only has one
[0001] direction. Consider BeO: the bond strength is SBe2+
= +%/, = +'/,. Bach O~ must be surround by 4 Be?".
Hence, the structure has to be created by stacking tetrahedra.

m For wurtzite, we stack the tetrahedra ABABAB.
m For zinc blende, we stack the tetrahedra ABCABC.

Although the theory clearly works beautifully, the
catch is that the bonding between the Be?* ions and the
0%~ ions, or the Zn*" ions and the S*~ ions, has a large
covalent component. Sulfides in particular tend to be cova-
lently bonded. Therefore, it is not really correct to apply

Pauling’s rules, which
were developed for ionic
materials.

Another material that
can be grown in either the
wurtzite or zinc blende
form is SiC. The bonding
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FIGURE 6.6. Wurtzite crystal structure viewed along [1120]. (Top) lon
positions showing AxBp stacking. (Bottom) Two interpenetrating arrays
of corner-sharing tetrahedra. (Only one set is needed to construct the
crystal).

here is mainly covalent
(~88%) as both Si and C are
group IV elements. SiC is
special in that it is very diffi-
cult to produce in a single
structure. It always has the
chemical composition SiC,
but it tends to be a mixture
of the two  stacking
sequences. These structures
are two of the polytypes of
SiC. The cubic form of SiC
is being produced as a dia-
mond simulant known as moissanite.

BeO and AIN have both been used for electronic pack-
aging because of their high thermal conductivity. BeO has
the higher thermal conductivity, but its powder is highly
toxic.

7Zn0O is a semiconductor in which the conductivity
depends on excess zinc atoms; its use in varistors relies

packing of S*~

PACKING IN ZnS
We have hcp packing of S+
for zinc blende. In both structures Zn>*
ions are located in half the tetrahedral interstices to
maximize their separation.

FLUORITE-STRUCTURE OXIDES
C-Zr02, CCOz, UOZ

on the properties of its grain boundaries (see Chapter 14).
GaN is of great interest for manufacturing blue—green laser
diodes and blue and green light-emitting diodes (LEDs).
It is ubiquitous in solid-state white lighting for energy-
efficient domestic use. In fact, all of Singapore and much
of China have LED traffic lights.

6.6 CaF,

The mineral CaF, is known as fluorite, fluorspar, and
Blue John. The ionic radii are rc,2+ = 100 pm and rg— =
130 pm. Therefore, rc,2+/rg— is ~0.8. By Pauling’s rules,
Ca®* ions should have a CN of 8 and F~ ions a CN of 4.
Because the fluoride ions are larger, we should think of the
structure as simple cubic stacking of the F~ ions with the
Ca”" ions filling every other cube interstice. However, you
may remember the structure better by arranging the Ca®*
ions on an fcc lattice and then placing the F~ anions on the
1/4,1/4,1/4 sites. These are the sites occupied by the Ga in
GaAs, but now all such sites are occupied, not just half of
them. There is a large unoccupied cube interstice in the
middle of the cell at '/5,'/5,'/, (the unoccupied site in the
other description). The fluorite structure is shown in
Figure 6.7.

Cubic zirconia (CZ) is stable only at high temperatures
or when stabilized by addition of a dopant. CZ is a well-
known diamond simulant in jewelry. Ceria and urania are
both stable in the fluorite structure. In UO,, our alternate
description of the structure is now clearly the better one:
the U** ion is large. The unoccupied cube interstice at
Y5, 5,1 /> (in the center of the cell) in UO, is very impor-
tant; it can accommodate nuclear fission products (e.g.,
He) without straining
the lattice. The oxides
Lizo, NazO, and K20
are said to have the
antifluorite structure
because the location of
the anions and cations is
reversed  relative  to
fluorite.

There is a great deal
of interest in fluorides
with the CaF, structure
for optical applications.
State-of-the-art produc-
tion processes for semi-
conductor devices use deep-UV lasers to produce circuits
with features as small as 130 nm. CaF, is then the material
of choice for semiconductor lithography. It is one of only
a few materials that are transparent at the shorter
wavelengths of deep-UV light (refer to Figure 6.2: CaF,
is transparent down to 0.13 pm). The next major steps
for lithography are expected to be systems using even

ions for wurtzite, fcc
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FIGURE 6.7. Fluorite crystal structure. The fluoride ions occupy the
eight tetrahedral sites (or the Ca ions occupy half the cube sites, with an
empty one at the center of the unit cell).

FIGURE 6.8. FeScrystal structures. The Fe ions occupy the fcc
positions. The cubic cell also contains four S—S dumbbells.

shorter-wavelength light, ultimately achieving feature
sizes down to 70 nm, where even CaF, does not suffice.
You can also see top-of-the-line cameras using fluorite
lenses, so optical-quality CaF, will retain its value.

6.7 Fe32

The structure of pyrite (fool’s gold) is complicated
but interesting. The Fe cations sit inside a sulfur octa-
hedron. Three such octahedra then share a common
vertex, and there is no edge sharing. The S—S bond length
within the octahedron is 0.307 or 0.332 nm, but the S-S
bond that joins the octahedra together is only 0.218 nm
long. The space group is Pa3 with a = 0.542 nm. It’s
instructive to compare pyrite and NaCl. The pyrite struc-
ture is shown in Figure 6.8. Both appear to have
an fcc cell, with the CI being replaced by an S, dumbbell;
but the dumbbells point along different directions for
each of the edges. The result is that NaCl belongs to
the m3m class, whereas pyrite belongs to the m3 class
(still cubic but with a lower symmetry). Hence, NaCl has
a fourfold axis along [001]; FeS, does not, but you can
find large (>4 cm on the side) single-crystal cubes of
pyrite. Many binary metal chalcogenides (compounds
containing S, Se, or Te) have the FeS, structure, as do a
few oxides (CdO,, «-K,0, f-Na,O). Note that S is below
O in the periodic table, so we might ask what the charge is
on Fe in FeS,.

Some of the relationships between the NaCl structure
and materials with related structures such as pyrite are
shown in Figure 6.9. This schematic is an illustration of
how a simple structure can be systematically distorted to
produce a host of new crystal structures.

PdS, Substitution structures
: random (Li,TiO5)
f Random pyrites E
AX, structures Cralar (LiNiO, rhombohedral)
{Ccicl2 _ W4T (1 {10, tetragonal)
atacamite
anatase

Rhombohedral variants
(FeO, low-NaSH)

calcite

Tetragonal variants

|

(NH,R)X

Orthorhombic
low-KCN

Subtraction and addition structures
— Mg,;NF;, Mn,SnS,
(MggMnOg, Li,V,05)
—» Structures with complex ions
Na(SbF,), [Co(NHy)|[TICI]

TII structure (InBr, Inl) _, GeS, (SnS) structure
(5 : 5 coordination)

(3 + 3 coordination)

FIGURE 6.9. How two simple structures (NaCl and FeS,) can be related to more complicated crystal structures.
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6.8 CU20

There are two main oxides of copper, Cu,O and CuO.
Cuprite, Cu,0O, is cubic with the m3m crystal group. It
takes a little effort to imagine the structure. Start with the
Si structure (dc) and replace all of the Si atoms with 0%
anions. Each anion is now surrounded by four other anions.
Place a Cu" cation between every pair of anions. Then,
where there is no tetrahedron in the dc structure, insert a
new filled tetrahedron. Alternatively, we could have just
created the tetrahedra of anions with cations between each
one and then stacked the maximum number (without
changing their rotation) into the cube. This structure is
difficult to visualize.

A simpler way to remember the structure is shown in
Figure 6.10. Four Cu ions form an fcc unit cell, and two O
ions occupy two of the tetrahedral sites. The O® ions are
much larger than the Cu™ ions. (Remember how we think
about the fluorite structure).

This structure is particularly interesting because it
consists of two linkages of tetrahedra that are rotated
90° to one another. The upper tetrahedron in Figure 6.10
is linked to another along the [110] direction at the
top and along the [110] direction at the bottom
(A connects to B). The second tetrahedron has the
reverse arrangement.

Ag,0 and Pb,O are isomorphous oxides. Cu,O and
Ag,0 are p-type semiconductors because they contain

FIGURE 6.10. CuO crystal structures. (Top) ion positions. (Bottom)
Two “occupied” tetrahedra. Cu ions sit at the fcc sites. Two O ions
“occupy” tetrahedral sites.

6.10 TiO 2 oo

excess oxygen atoms. The energy gap in Cu,O is
~1.5 eV, and the impurity levels (acceptors) are about
0.3-0.6 eV above the valence band edge. Cuprite occurs
naturally as a transparent red mineral.

6.9 CuO

You might think CuO would have a simple structure (fol-
lowing CoO, NiO, ZnO). Actually, tenorite (also known as
melaconite) is monoclinic with the 2/m crystal class. The
Cu atoms lie approximately in the middle of a square plane
of four anions. Each anion is surrounded by four cations in
what resembles a distorted tetrahedron. Square-plane coor-
dination is the special feature of the cupric ion, Cu®*.
Knowing the complex structure of these oxides can help
understand the oxidation mechanisms of Cu. The square-
plane coordination seen in this binary oxide is relevant
when we later think about complex copper-based oxides,
such as YBCO.

6.10 TiO,

TiO, exists as rutile, anatase, and brookite. These
structures are different, and we cannot think in terms of
simply packing oxygen anions and filling the interstices.
Each of the TiO, structures consists of Ti** cations
in the center of oxygen octahedra. In rutile, which has
tetragonal symmetry, the structure is constructed by
linking octahedra. An octahedron is placed at each of
the eight corners such that two are actually sharing an
apex (e.g., at T). The six points on these octahedra are
then connected by one rotated octahedron sitting in the
center of the unit cell. The edges of the octahedra link
together to give chains along the z axis, as shown in
Figure 6.11. Each Ti** is thus surrounded by six O*~
ions, and each O?~ anion is surrounded by three Ti**
ions. The structure is primitive tetragonal, with
a = 0.459 nm, ¢ = 0.296 nm, and two formula units per
unit cell. The easiest projection is (001), where we are
looking along the fourfold axis.

In anatase, the arrangement of the anions and cations is
similar, and the crystal is again tetragonal; but now each
octahedron is somewhat distorted, and shares four of its
edges with other octahedra. In brookite, the structure is
even more complicated, with octahedra sharing both edges
and corners. So the trend for rutile—anatase—brookite is
toward ever-decreasing symmetry.

Rutile is the simplest compound of a family of titanates
that have high dielectric constants. They range from
Kk ~ 100 for rutile to several thousand for BaTiOs. Of the
other oxides that share the rutile structure, CrO, is ferromag-
netic with a Curie temperature of 389 K; and VO, and MnO,
are antiferromagnetic with Néel temperatures of 343
and 84 K, respectively. SnO, (cassiterite) and several binary



FIGURE 6.11. Rutile crystal structure viewed nearly parallel to the z
axis. Each of the pairs of overlapping octahedra (e.g., P1/P2) shares an
edge. The two octahedra in the lower right thus have point T in com-
mon. The central octahedron touches each of the eight at the corners.

fluorides such as MgF, are isomorphous. A lesser-known
isomorphous compound is stishovite, which is a high-
pressure form of SiO..

6.11 Al,O5

Alumina (the ceramic) or corundum (the mineral) refers to
o-Al,O3. When it is doped with Cr’", the mineral is called
ruby; when doped with Ti ions, we call it sapphire. Natural
sapphire actually contains a combination of Ti** and Fe**,
which compensate the charge difference. Some of the Fe**
can be replaced by Ti**, so the Fe:Ti ratio can vary. (We
may also have Ti** present).

Hematite, Fe,O3, is isomorphous with alumina; it actu-
ally has almost exactly the same c/a ratio. Ilmenite is
closely related but with Fe + Ti instead of Al + Al
Cr,0O3; and Ga,03 have a related structure. (In,Os is
completely different).

The crystal structure of Al,Oj is trigonal with the 3m
crystal class, and it has a pseudo-hexagonal oxygen
sublattice (which is why we usually use a hexagonal cell

FIGURE 6.12. Sapphire crystal structure. (Top) [1120] view. (Bottom)
[0001] view. (Left) Atomic models. (Right) Stacking octahedra. P4 and
P, are two unoccupied octahedra. S is a triangle of more closely spaced
02 ions. Open circles (lower left) show AB stacking of the anions. The
unit cell is outlined for both projections.

and four-index Miller-Bravais notation), but the symmetry
really is threefold, not sixfold. In Al,O3, the oxygen ions
have what can be thought of as hcp stacking, with the AP
ions occupying two-thirds of the octahedral interstices
(balancing the charge). The corundum structure is shown
from two directions in Figure 6.12. Six parallel (0001)
planes of oxygen ions are required to build the Al,O;
rhombohedral cell  because the  stacking is
AoaBSAYBxASBYy; the AIP* ions always sit in the C
positions (think of the ABC fcc stacking), which is why
we see the Al’* ions when looking down the c-axis.

It is instructive to consider this structure in some detail.
We can build it by stacking occupied octahedra (shown on
the right). Each octahedron shares a face with the one
above and the one below, but these are not regular
octahedra. Pauling’s rules say that it is not favorable to
share faces of polyhedra. To compensate, the AI** cations
move away from each other and toward the unoccupied
octahedron (e.g., P; and P,), as you can see in Figure 6.12.
The oxygen anions move close together (e.g., the boxed
group labeled S) to shield the nearby positive charges.
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The result is that the (0001) “plane” of AIP* cations actu-
ally lies on two distinct (0001) planes. This also means that
there are two different oxygen—oxygen ion distances in the
octahedra. We saw a similar effect in Section 6.7.

Specific letters are used to designate several of the
common crystallographic planes in corundum (Table 6.3,
Figure 6.13). It is useful to know this convention, espe-
cially if you want to order or use single-crystal sapphire
substrates.

Aluminum oxide is by far the most widely used com-
pound with this structure. As a single crystal, it is used in
watch bearings and pressure-resistant windows. Hot-
pressed powders are employed as electrical insulators,
windows or radomes transparent to microwaves, envelopes

TABLE 6.3 Common Crystallographic Planes in Sapphire

Plane “‘name” Miller-Bravais index d spacing (nm)
a (1120) 0.2379
c or basal plane (0001) 0.2165
m (1070) 0.1375
n (1123) 0.1147
r (1102) 0.1740
o __»
(a) 30
(m)

FIGURE 6.13. Location of important planes in sapphire.

6.12 MOS2 AND Cdlg iiiiiiiiiiiiiiiieiee et

for lamps, and electrical devices. In polycrystalline form it
is also the basis of refractory bricks, crucibles, and spark-
plug insulators.

6.12 MoS, AND Cdl,

MoS, and CdI, are based on the hcp structure. In molyb-
denite, the Mo atoms are located in positions
corresponding to the unit cell of the hcp structure. An
S-S pair is centered along the c-direction directly opposite
the Mo atoms, giving the structure shown in Figure 6.14.
The stacking sequence can be written as AbABaB, where
the capital letters denote the S atoms and the lowercase
letters the Mo atoms. The metal atom has a CN of 6, as it is
in the TiO, and CdI, structures. Thus, we would expect
that phases with ry/rx between 0.41 and 0.73 would form
any of these structures. However, the more ionic
compounds form the rutile structure, and the more covalent
compounds have the CdI, structure. Those in which the
bonding is intermediate adopt the MoS, structure.

Several of the Mo and W chalcogenides adopt the
molybdenite structure, but MoS, is the most interesting
phase and is an excellent (dry) lubricant. It is instructive to
compare the MoS, structure to the structure of graphite,
which is shown for comparison in Figure 6.15. The unit
cell of graphite is clearly hexagonal and has lattice
parameters ¢ = 0.2456 nm and ¢ = 0.6696 nm. The C-C

FIGURE 6.14. Crystal structure of molybdenite. S ions stack AABB,
whereas Mo ions occupy half the trigonal prisms in each S “sandwich”.



bond length is 0.142 nm in the sheets and 0.335 nm
between sheets. The six-membered rings are stacked to
give an ABAB sequence. It is the long bond distance in
the c-direction that gives graphite similar properties as a
solid lubricant. (Actually, it is the weak bonds between
pairs of basal planes that cause the bonds to be long).

FIGURE 6.15. Crystal structure of graphite. C atoms form hexagonal
rings, but the unit cell is a rhombus (e.g., MoS,). See also Figure
29.19A. Viewed along the c axis, the upper figure shows just one
layer (e.g., A); and the lower shows A stacked on B.

As expected, graphite has highly anisotropic properties.
The properties of graphite within the sheets are similar to
those of a metal, whereas the properties perpendicular to
the sheets are more like those of semiconductors.

Because interlayer (van der Waals) bonding is very
weak in MoS, and graphite, the structures can also exist
in a rhombohedral form with a stacking sequence
AbABaBCcC. Other layer materials naturally adopt this
structure. (Graphite can also stack ABC).

The crystal structure of hexagonal BN is closely related
to that of graphite except that the atoms in one layer lie
directly above those in the next, and the six-membered
rings are made up of alternating B and N atoms, which
also alternate along the ¢ direction. BN also exists with the
sphalerite and wurtzite structures (which are nearly as hard
as diamond; see Chapter 16).

This structure can also be derived from the hcp structure
by replacing the metal atoms in the unit cell by I atoms and
by adding Cd atoms at the corners of the unit cell. Thus, the
I ions sit in an hep arrangement with the Cd** ions between
them. The more covalent AB, phases tend to form the CdlI,
structure. Thus, the larger polarizable iodides and bromides
form this structure with highly polarizing cations, whereas
the fluorides favor the rutile structure.

6.13 POLYMORPHS, POLYTYPES,
AND POLYTYPOIDS

Polymorphs are materials that have the same chemical
composition but different crystal structures. Many ceramic
materials show this behavior, including SiO,, BN, BaTiOs3,
Zr0O,, and BeO. Transitions between different polymorphs
may occur as a result of changes in temperature or pres-
sure. The relationships between the polymorphic forms of
silica are shown in Figure 6.16 with the corresponding
temperatures needed for transformation. These are not the
only known phases of SiO,. At pressures around 2 GPa,

: Reconstructive . Reconstructive
High High High
quartz — 867°C tridymite < 1470°C . cristobalite
Displacivel  160°C
- Middle -
Displacive § 573°C tridymite Displacive §200+35°C
Displacive 105°C
Low Low Low
quartz tridymite cristobalite

FIGURE 6.16. How polymeric forms of silica can be converted into one another by displacive or reconstructive structural transformations.
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Wurtzite Zincblende

FIGURE 6.17. Stacking sequences for five SiC polytypes.

SiCIII

FIGURE 6.18. Relating the cubic and rhombohedral unit cells for zinc blende.

quartz transforms into coesite. At even higher pressures,
around 7.5 GPa, coesite transforms to stishovite. The high-
pressure forms have been prepared experimentally and also
found at the famous Cafion Diablo Meteor site in Arizona.
(We examine these structures further in Chapter 7).

When an element exists in different solid phases we
refer to the phases as allotropes. Graphite and diamond are
two allotropes of carbon.

6.13 PoLYMORPHS, POLYTYPES, AND POLYTYPOIDS ...cceevvvrrenn.

Polytypism is a special, one-dimensional type of
polymorphism in which the different crystal structures
assumed by a compound differ only in the order in which a
two-dimensional layer is stacked. The effect is common in
layer structures (e.g., MoS,, graphite, layer silicates). Silicon
carbide (SiC), a ceramic material of considerable importance,
displays the richest collection of polytypic forms. More than
200 SiC polytypes have been determined. Figure 6.18 shows


http://dx.doi.org/10.1007/978-1-4614-3523-5_7

TABLE 6.4 Relationships Between Polytypes in Silicon Carbide

Lattice parameters

Structure Strukturbericht Stacking sequence a (nm) ¢ (nm) Ramsdell notation
Wurtzite B4 AB 0.3076 0.5048 2H

Zinc blende B3 ABC 0.308 0.755 3C

Carborundum Il B5 ABAC 0.3076 1.004 4H

Carborundum I B6 ABCACB 0.3080 1.509 6H

Carborundum | B7 ABACBCACBABCBAC 0.3080 3.781 15R

the structural relationship between five polytypes. Table 6.4
gives the stacking sequence and lattice parameters for the
polytypes.

You can see in Figure 6.17 that we have translated the
usual cubic representation of the zinc blende cell into a
rhombohedral one, which can be compared directly with
the unit cells of the other SiC polytypes. A way of viewing
the cubic (3C) cell as a rhombohedral cell is shown in
Figure 6.18. The former cubic-cell diagonal has become
now the c-axis of the corresponding thombohedral cell. Of
course, the arrangement of the atoms remains unchanged.

You can also see that we introduced a new notation
scheme in Table 6.4. The Ramsdell notation is frequently
used when referring to different polytypic forms and
describes the stacking sequence in these complex structures.
The notation consists of a number and a letter. The number
indicates the number of layers in the sequence. The letter
indicates the structure type (C = cubic, H = hexagonal,
R = rhombohedral). At one extreme we have the zinc blende
SiC (3C), with pure cubic stacking in the [111] direction. At
the other extreme we have wurtzite SiC (2H), with pure
hexagonal stacking in the [0001] direction. The other
polytypes have either H or R stacking sequences. For exam-
ple, the carborundum III (B5) structure in Figure 6.17 has

the Ramsdell symbol 4H: the sequence consists of four layers
and then repeats, and the structure is hexagonal.

In this chapter we have discussed the structure of a series
of binary compounds that are also used as models for other
compounds. All ceramics students must learn some of these
structures by heart, but it is equally important to know the
reason we chose these structures and how they relate to
Pauling’s rules (Chapter 5). Also, remember that Pauling’s
rules were developed for ionic materials, so any covalent
component may compromise the predictions. The polyhedra
found in these simple structures reappear in much more
complex structures, as we’ll see in Chapter 7. Each of the
compounds has an application as illustrated here, but we
concentrate more on those applications in later chapters. As
an example, CaF, used to be known as an interesting struc-
ture and a semiprecious stone. That it would today be grown
as 200 mm diameter crystals for 135 um UV lithography
would not have been imagined a few years ago. Although it
is used for its optical properties, the orientation of the crystal
must be controlled because the optical properties depend on
the crystal orientation. The best large sapphire windows
(with minimum birefringence) are cut from (0001) crystals.
The crystal structure of crystalline materials controls most
of the properties of these materials.

CHAPTER SUMMARY

To really understand ceramic materials, you must know the basic crystal structures. Then you can
picture the polyhedra—such as the tetrahedron and the octahedron—and know what we mean when
we talk about linking them, distorting them, substituting them, and so on. Always keep Pauling’s
rules in mind. We’ve discussed the most important of the structures of the binary compounds, and
you must know CsCl, NaCl, GaAs, AIN, CaF,, MoS, and Al,O5 by heart. We have also included
FeS,, Cu,0, CuO, and Cdl, and TiO, in part because these materials are becoming more important
in their own right but also because they provide insight into many related binary compounds.
Throughout this chapter and in Chapter 7 many of the diagrams were drawn using CrystalMaker.
This is an affordable program for the Mac and PC and should be available to every student taking
any ceramics or mineralogy course. It is today’s equivalent of the real (wooden) ball and (steel)
stick models that used to be passed around the class but rarely were taken to your dorm room. It
allows you to switch from ball-and-stick to polyhedra at the click of the mouse.
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CHAPTER SUMMARY

PEOPLE AND HISTORY

Bragg, W.H. and Bragg, W.L. (father and son). They did not discover X-ray diffraction, but they realized that it
could be used to determine the structure of crystals. The first structure they solved was that of NaCl. They won
the 1915 Nobel Prize in Physics “for their services in the analysis of crystal structure by means of X-rays.” In
addition to the Braggs, the other fathers and sons with tandem Nobel laureates are the Thomsons (Sir Joseph
Thomson for Physics 1906 and his son George Paget Thomson for Physics 1937) and the Siegbahns (Karl
Manne Siegbahn for Physics 1924 and his son Kai Siegbahn for Physics 1981).

Coes, Loring. A high-pressure scientist, he gave his name to the high-pressure form of quartz. He first
synthesized coesite in 1953 at Norton Laboratories.

Moissan, Ferdinand Freéderic-Henri. He began researching diamond synthesis in 1889. His idea was to
produce diamonds by passing an electrical current through a sample of iron and sugar charcoal followed rapidly
by quenching it in cold water. After one experiment Moissan isolated very small diamond octahedral crystals.
After his death in 1907, it was revealed that one of Moissan’s assistants had planted natural diamonds to make
Moissan feel better. Moissan did actually make SiC, which was later given the name Moissanite.

IUCr (International Union of Crystallography). This Society publishes the journal Acta Crystallographica.
IUCr recorded: “the very first specialized X-ray diffraction meeting with international representation was an
informal one and was held at Ewald’s mother’s house on the Ammersee, Germany, in 1925. In addition to
Ewald, the small group included W.L. Bragg, L. Brillouin, C.G. Darwin, P.J.W. Debye, R.W. James, M. von
Laue, I. Waller, and R.W.G. Wyckoff.”

EXERCISES
Draw and label (the ions and at least three directions) the [100], [111], and [110] projections for rock salt, GaAs,

CsCl, and fluorite.

Draw and label (the ions and at least three directions) the [0001], [1T00], and [1120] projections for hematite.
Draw and label (the ions and at least three directions) the [0001], [1T00], and [1120] projections for ZnO.
Estimate the radius of the cubic interstice in UO,. Discuss this result using Pauling’s rules.

You know the crystal class of FeS, and its space group. Explain the relationship.

Prove that the atomic packing factor for GaAs is 0.41. The atomic radii for Ga and As are 0.135 and 0.125 nm,
respectively. The lattice parameter is 0.565 nm.

The coordination number (CN) for silver and copper ions in Ag,O and Cu,O is 4. This is quite unusual for these
ions. What would you expect the CN to be based on the sizes of the ions? How might you explain the observed
differences, if any? The ionic radii of the ions are given in Table 4.6.

Does rutile obey Pauling’s rules?

How do the densities of high cristobalite and silica glass compare? You will need to dig for the data on this
one—in the library or on the Internet.

NaCl, TiC, and PbS have the same structure. Are they all good examples of Pauling’s rules in action?

Imagine that NaCl could exist in the rock salt, CsCl, and zinc blende structure with an Na-Cl bond length of
0.1 nm. What would be the lattice parameters of the crystal in each case? If the C1™ ion has its usual (Pauling)
radius, what would you deduce about the size of the Na' ion in each case?

If the lattice parameters of MgO area = b = ¢ = 0.2 nm and a = § = v = 90°, what is the lattice parameter
of the primitive rhombohedral unit cell?

What is the orientation of the crystal that is imaged in Figure 6.5? Label three different planes that are edge on in
this orientation.

Nanoparticles of ZnO are among the hottest materials for high-tech (money-making) applications because of
their electronic properties. Explore the literature and make a list of 10 possible applications and the form of ZnO
in each case (e.g., particle, rod, film).

Why did Ramsdell create his notation? (Reference your source.)
Explain how the 4H structure (in Ramsdell notation) can be hexagonal.

You know the structure of graphite is 2H but can be 3R. In this context, discuss the meaning of the phrases a)
two layers of graphene, b) three layers of graphene, c) four layers of graphene, and d) five layers of graphene.
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6.18
6.19

6.20

Remembering exercise 6.17, speculate on the structure and properties of the imaginary molybdene.

Why can SiC exist in so many different polytypes? Explore the literature to find the largest lattice parameter that
has been reported for a SiC polytype (c in Figure 6.17). (Report your source).

Molybdenite is used as a solid lubricant and may have applications for batteries. How are these two applications
related?

GENERAL REFERENCES

Bragg WL, Claringbull GF (1965) Crystal structure of minerals. Cornell University Press, Ithaca, Volume IV of
the series The Crystalline State. If you have time to look at the original work, see this in your library

Deer WA, Howie RA, Zussman J (1996) An introduction to the rock-forming minerals, 2nd edn. Prentice-Hall,
Upper Saddle River, This is a classic for good reason

Galasso FS (1970) Structure and properties of inorganic solids. Pergamon, Oxford, A useful reference that
surveys a wide range of structures. Not as complete as Wells

Hyde BG, Anderson S (1989) Inorganic crystal structures. Wiley, New York, The structures of many crystals are
beautifully described and related in this book

Megaw H (1973) Crystal structures: a working approach. W.B. Saunders, Philadelphia, This is such a nice text

O’Keeffe M, Hyde BG (1996) Crystal structures, I. Patterns and symmetry. Mineralogical Society of America,
Washington, DC, Another treasure

Putnis A (1992) Introduction to mineral sciences. Cambridge University Press, Cambridge, You should look at
this text

Wells AF (1984) Structural inorganic chemistry, 5th edn. Oxford University Press, Oxford, This is the book that
you go to first when you want to learn about a new structure. The price may mean that you consult it in the
library rather than buying your own copy

SPECIFIC REFERENCES

Hanaor DAH, Sorrell CC (2011) Review of the Anatase to Rutile phase transformation. J Mater Sci 46:855,
TiO, is an important photocatalyt and this review is essential background reading for those interested in this
material

Humphreys CJ (2008) Solid-state lighting. MRS Bull 33:459, Although this chapter is not about properties we
mention GaN LEDs. This review is an excellent snapshot of GaN, which the author describes as “the most
important new semiconductor material since silicon.”

Ramsdell RS (1947) Studies on silicon carbide. Am Mineral 32:64-82, The original description of the notation

Xu X, Beckman SP, Specht P, Weber ER, Chrzan DC, Erni RP, Arslan I, Browning N, Bleloch A, Kisielowski C
(2005) Distortion and segregation in a dislocation core region at atomic resolution. Phys Rev Lett
95:145501-145504

www
CrystalMaker www.crystalmaker.co.uk We repeat this info: you should try it. (Free to try)
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Complex Crystal and Glass Structures

CHAPTER PREVIEW

This chapter is separated from the previous one just to make it less overwhelming! We’ve
demonstrated the principles in Chapter 5 and considered some of the simpler ceramic structures
in Chapter 6. Now we are considering structures that have more than two chemically different
atoms in the unit cell (such as YBa,Cu30) although some still have only two components. We
include materials (such as SiO,) where covalent bonds are particularly important and encounter
materials involving secondary bonds such as van der Waals interactions (especially in the clay
minerals).

It is a little difficult to learn these structures by heart, but some, such as cristobalite and
perovskite, you should know. For others, you may survive by just knowing the basic ideas
involved. This emphasizes the reason for this chapter (and Chapter 6)—if you understand the
building blocks, you can better appreciate the properties of more complex structures that are
composed of combinations of such building blocks. The logic behind the order in which these
are discussed is first cubic, then the silicates (starting with silica), then the complicated ones, and
finally some new materials that challenge our perception of what is a ceramic.

Glass has often been treated separately from ceramics, but today few programs in materials
science have the time for a specialized course on glass. We include a discussion of glass
structures in this chapter because they link so closely with the crystal structure of crystalline
silicates and the general concept of coordination polyhedra. We discuss the properties of glass
later. Remember that the structure of glass is not random,; it just lacks long-range order. We have
point defects and other defects in glass just as we do in crystals; the challenge is to define the
nondefective structure that we can relate them to. What makes a point defect in glass a defect
and not just part of the glass?

A common mantra throughout this chapter is “diagrams are essential.” A difficulty is that
you generally need more than one diagram (view) to appreciate a three-dimensional (3D)
structure. Computer programs can make the 3D aspects much more apparent.

In this and the previous chapter, the Xyz axes in the schematics of cubic crystal structures lie

along the cube edges. The length of the cube edge is the lattice parameter.

7.1 INTRODUCTION

In most simple metal-oxide structures, ry; << rx and the
structures can be built up by considering a nearly close-
packed arrangement of oxygen ions with cations located in
interstices. The ionic radius ratios given earlier are useful
and provide a means of predicting the coordination number
(CN) of a particular compound, and often the predictions
are in good agreement with observed values. In cases
where the observed CN differs greatly from the expected
value, such as 12 for K* in mica, KA15Si;0;9(OH),, it is
probable that the other ions present play the most impor-
tant part in determining the arrangement.

The ions that are close to the transition values of the
radius ratio can show variations in CN. An example is the

C.B. Carter and M.G. Norton, Ceramic Materials: Science and Engineering,

APP* ion (rai/ro = 0.38), which sits inside oxygen
tetrahedra in many aluminosilicates but inside octahedra
in others (as is the case for Al,O3). The AI** ion has CNs of
both 4 and 6 in sillimanite, both 5 and 6 in andalusite, but
only 6 in kyanite even though all three are stable minerals,
and all have the composition Al,SiOs. Another example is
the Zr** ion (rz/ro = 0.51), which is octahedrally co-
ordinated in several crystals, e.g., CaZrO;z (isomorphous
with perovskite), but has a CN of 8 in zircon, ZrSiOy.
As Pauling said, the size of the ion depends on the site
that it occupies.

Table 7.1 lists some deviations from the CN predicted
by radius ratios. Where the observed CN is larger than
predicted, there is a gain in electrostatic energy by increas-
ing the number of nearest neighbors. This gain is larger

DOI 10.1007/978-1-4614-3523-5_7, © Springer Science+Business Media New York 2013
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TABLE 7.1 CN and Bond Strength, S, of Various Cations with

Oxygen
lon 'm (pm) CNtheary CNobs S
B3 16 3 3,4 1 or3/4
Li* 53 6 4 1/4
Si* 29 4 4,6 1
AR* 38 4 4,56 3/4 or 1/2
Ge** 39 4 4,6 1o0r2/3
Na* 73 6 4,6,8 1/6
zr+ 51 6 6,8 2/3 or 1/2
Ca®* 71 6,8 6,7,8,9 1/4
Ce** 57 6 8 1/2
K* 99 8,12 6,7,8,9, 10, 12 1/9

than the energy expended in deforming the surrounding
ions. Remember that the ions are not rigid spheres. Where
the observed CN is smaller than predicted, there is often an
appreciable amount of covalent character to the bonding.
Covalent bonds are strongly directional.

Why so much about silicates? We spend effort on
silicates not just because they are the main constituents
of the earth’s upper mantle (and therefore the geological
materials we most readily see) but because they are really
ubiquitous (even when you don’t at first realize it) and
therefore provide many of our raw materials. We suspect
that silicates also have an enormous range of unexplored
applications. Silicates also link in with the second unusual
topic for such a chapter, namely glass: many glasses are
silicates that lack long-range order.

7.2 SPINEL

The mineral spinel is MgAl,O4. Spinels have the general
formula AB,0,, although later we also write it as AO.
nB,03;, where n describes the nonequimolarity. Bragg
and Nishikawa actually solved the spinel structure inde-
pendently in 1915. The spinel structure is so important
because the magnetic ferrites are spinels. For the ferrites,
we express the chemical formula as MO.Fe,03, where M is
a divalent metal ion, such as Mn, Ni, Fe, or Co (or a
mixture of such ions).

Although structurally quite simple, spinel has a large
number of atoms or ions associated with each lattice point
in its Bravais lattice. The
Bravais lattice is fcc, and
the unit cell contains a total
of 56 ions (32 oxygen ions).
There are four lattice points

SOME IMPORTANT SPINELS

the fcc lattice sites. Actually, they are generally slightly
displaced from these exact positions. Considering the
cations and thinking of MgAl,O,, the AI’* ions now
occupy some of the octahedral sites, with the Mg?* ions
being located on tetrahedral sites. This arrangement is the
“normal” as opposed to “inverse” spinel structure; most
spinels are not exactly normal! Note that the arrangement
of the oxygen ions is essentially the same as in MgO, but
now some of the octahedral and some of the tetrahedral
interstices are occupied instead of only the octahedral
ones.

» Normal spinel: The A** ions occupy only tetrahedral
sites, and the B>* ions occupy only octahedral sites.

» [nverse spinel: All the A**ions and half the B** jons sit
on the octahedral sites; the tetrahedral sites are
occupied now by the other half of the B** ions.

The arrangement of the cations is such that the lattice
parameter of the spinel MgAl,Oy4 is close to twice that
of the corresponding MgO. If we think of the spinel
cubic unit cell as divided into eight cubes, these smaller
cubes would be almost exactly the size of the MgO unit
cell. This means that six parallel {111} planes of oxygen
ions are required to construct the thombohedral cell, rather
than three.

Looking at some ionic radii, we can understand why the
same structure can be formed with Ni or Co substituting for
Mg. Similarly, Fe or Cr can substitute for Al

0”” : 140pm, Mg”*" : 72pm, Ni** : 69 pm, Co*" : 74pm

0% : 140pm, AI*" : 53pm, Fe** : 65pm, Cr’* : 62pm

If we look at this structure along a [110] direction
(Figure 7.1A, B), we can see the tetrahedra and octahedra.
Remember that the anions are in an fcc stacking sequence,
so this is a close-packed direction for the O ions. Spinel
thus shows particularly clearly how a structure can be
built up by systematically filling some of the octahedral
(O) sites and some of the tetrahedral (T) sites. The appar-
ently touching tetrahedra are actually at different
heights in this projection, so they do not share an edge.
The lines P; and P, remind you where the edge-on {111}
planes lie. If we rotate the structure through 90° about
the horizontal [110] axis, we reach the [001] projection
shown in Figure 7.1C.

We can look at the
structure  in  several
ways. In Figure 7.1B,
the cell has been divided

per fcc unit cell and thus 14 v-Fes05

ions associated (two formula MgAl,O,4

units) with each lattice point. NiFe,0,4
In spinel we often think Fe30,4

Maghemite
‘Real’ spinel

A classic ferrite
Magnetite

into eight distinct layers
of ions. This sequence is
PqRsTuVw, where the
upper case refers to

of the O*~ ions as sitting on

mixed (opm plus
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FIGURE 7.1. Spinel crystal structure. The 32 anions in the unit cell
form eight slightly distorted fcc oxygen lattices. The cations are then
distributed with one tetrahedron occupied in each “sub-cell” (rather like
Cux0). The 16 octahedral sites are then distributed in rows along one
<110> direction or the orthogonal one depending on the layer (V,Ror T,
P in “b”).

octahedral cation layers,
and the lower case refers
to the tetrahedral cations. A B

BaTiO; AND KNbO3

The structure is effectively shifted by 4 [110] every four
layers (half way up the cell). (We return to this stacking in
Chapter 14).

How did Bragg determine the spinel structure, and how
can you distinguish normal and inverse? X-ray diffraction
measures the distribution of electrons and hence allows us
to deduce atom position by measuring the structure factor.
The positions x,, y,, and z,, are fractional coordinates of
atoms in the unit cell. Because the structure factor, F,
depends on x,, y,, and z,, the value of Fyo;ma # Finverse-

In y-Fe, 03, the other cation is a ““vacancy”’; maghemite is
known as a defect spinel and is related to the other important
defect spinel 7v-Al,O; (although there may be other
complications involving H ions in this case). The Fe ions
in magnetite occupy both tetrahedral and octahedral sites so it
is FeFe,0, but we haven’t specified which ion (Fe** or Fe®*)
sits where. Spinels are notorious for being nonequimolar
(n # 1, which does not mean the same as nonstoichiometric).
When the formula is written as AO.nB,03, the value of n can
vary from 1 to 3.5 depending on A, B, and T.

7.3 PEROVSKITE

With a general formula ABOs, the A cation and the anions

effectively form an fcc array with a large octahedron in the

center of the cell but no available tetrahedra (because of the

charge). The ideal perovskite structure is simple cubic, and

this is what we generally imply when we refer to the perovskite

structure. The mineral perovskite is CaTiO3 and is actually

orthorhombic at room temperature, only becoming cubic at

temperatures above 900°C. Other ceramics with the perov-

skite structure include BaTiOs, SrTiOs;, and KNbOj3, each

being written in the general form ABO;. Don’t confuse the

structure with that of ilmenite, FeTiO3, which is related to the
alumina structure.

The perovskite structure

is shown in Figure 7.2A.

Looking at the ionic radii,

we can see a trend. The O*~

(o) anion and the larger cation

This method of building

(A®*) have similar radii so

the structure emphasizes g = LG e = Gl gp- = Lol that the structure is not just

that there are only two i = Tt i R = 64 Ro>- = 140 pm determined by O*". The

different “planes” of ions larger cation and the anion

to stack! The row of octa- combine to form a ‘“close-

hedral sites actuall . acked” arrangement, with
4 CaCO3 AND CaTiOs b g

rotates 90° every 1/4 cell
(i.e., every two layers).
Hence, layers P and T
are shifted relative to one
another but are rotated
90° relative to R and V.

The carbonate is an inorganic salt. The anion is CO3* ™,
which is quite like a sphere although it actually has 3-
fold symmetry and is shown as a triangle in Figure 7.3.
This anion and the Ca®* are arranged in similar way to
NaCl but with a threefold distortion.

the smaller cation, B*, sit-
ting in the oxygen octahedral
interstices. The octahedra
then link together by sharing
corners, as shown in
Figure 7.2B.
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FIGURE 7.2. Perovskite crystal structure. The lattice is simple cubic,
with several cations able to occupy the central octahedron. (A) Atomic
model. (B) Polyhedron.

The bond strength is given as

Ti—-0= +4+4/6=2/3; Ca—0 =+42/12=1/6
Each O~ anion coordinates with two Ti** and four
Ca** cations so that the total bond strength is

2x2/3+4x1/6=42

Barium titanate (BaTiOj3) is the prototype ferroelectric
material. It has the ideal perovskite structure above 120°C.
At temperatures below 120°C, the small cation (Ti4+)
shifts off its ideal symmetrical position at the center of
each octahedral interstice. This shift creates an electric
dipole; it polarizes the structure electrically, which in turn
causes the material to become noncubic; it changes the
cell dimensions. Spontaneous electrical polarization in
the absence of an applied electric field is termed ferroelec-
tricity. The link between electric field and mechanical
deformation of the unit cell is known as the piezoelectric
effect: it allows us to convert an electrical signal to a
mechanical one and vice versa. This shift actually has the
same origin as the flexibility of this structure: many ions can
fit in the central ocahedron.

The perovskite structure is particularly important for
several reasons:

®m Many perovskites are ferroelectric.
= Many perovskites are piezoelectric.
= Many perovskites have a high dielectric constant.

FIGURE 7.3. Crystal structure of calcite. The Ca®* cations sit in the octahedral site; the CO?" ions are represented as a triangle that each links six
octahedra. The octahedra each has one of two orientations and “stacks” in an ApBqCr sequence giving the 3 symmetry and producing the c lattice

parameter of 1.71 nm (a is 0.50 nm).

....................... 7 CoMPLEX CRYSTAL AND GLASS STRUCTURES



The perovskite structure is also of interest to
mineralogists. A mineral with the perovskite structure of
composition close to MgSiOj; is believed to be the predom-
inant mineral in the lower mantle (depths of about 600 km)
of the Earth. The perovskite structure of MgSiOj is stable
only at very high pressures.

Perovskites have also received much attention since
1986 because the superconducting oxide YBCO contains
perovskite structural elements. The importance of this
structure was again realized in 1993 when the phenomenon
of colossal magnetoresistance (CMR) was discovered in a
range of manganate ceramics with a layered perovskite
structure similar to that found in YBCO and other high-
temperature superconductors.

7.4 THE SILICATES AND STRUCTURES
BASED ON SiO,

We can start by considering ionic radii and Pauling’s rules.

about the SiO4 unit and take account of the charge
separately.

Some possible linkages of SiO, tetrahedra are
illustrated in Figure 7.4. This is a key idea in understanding
silicates. We can either keep the SiO, tetrahedra separate
or link them to one another. If we link them, then we can
form chains or rings. Then we can join rings to make sheets
or join chains to make double chains. Units formed by
these combinations are listed in Table 7.2.

To give you an idea of the variety of structures that are
then possible, a discussion of just the structures (not
properties—just structures) of rock-forming minerals
consisting of isolated SiO, tetrahedra is the subject of a
900-page text. Table 7.3 lists some examples of the classes
of silicates with special structures. Table 7.4 gives an idea of
the complex crystallography involved. Clearly, we can’t go
through all the ideas of silicates as this is an enormous field.

TABLE 7.2 Linking SiO, Tetrahedra to Make Silicates

# Structure unit Structure formula
rsis+ [ro-=0.40/1.40 = 0.29<0.41 0 [SIOL* Orthosilicates
1 [Si,07],°~ Pyrosilicates
Thus, tetrahedral coordination is expected, and the 2 [SiOg]2™ Pyroxene chain
bond strength, S, is +1 (= +*/4). The (SiO,)*" units are 25 [Si,0111,°™ Amphibole
the building blocks for all silicates; each O~ ion is coor- Note difference between this
dinated with two Si**ions, so the tetrahedra join at corners. o on and infinite-sheet clays (Si20s)
X 3 [SizOs]n
Actually, there is a very large covalent component too so Ity
. . .. .. 4 [SiO2], 3D network
that the Si—O bond is very strong (it is only ~40% ionic).
Thus, Pauling’s rules don’t really apply, and we just talk ~ #Number of shared vertices
Tetrahedron 3-,4-, 6-T rings Single chain Double chain Sheet
j_g . EndView
O__
Olivine Beryl (SigOyg)12- Pyroxene Amphibole Mica
(SiOg*  Zeolite (Sig018  (Si0z)%- (Sig011)6 (Six05)%

Bentonite? (Siz09)6-

FIGURE 7.4. Arranging SiO, tetrahedra in different silicates. The exception is the sheet that extends indefinitely in all directions in the plane.

These are the best known ways of combining (or not) the SiO, tetrahedra.

7.4 THE SILICATES AND STRUCTURES BASED ON SiOy4 ..uuunneee...



TABLE 7.3 Examples of Silicate Structures

Orthosilicates ~ Forsterite  Olivine and garnet refer to groups
Fayalite containing many well-known minerals
Monticellite
Grossular
Ring silicates  Beryl Rings of SiO, tetrahedra connected
Cordierite at a corners
Chain silicates  Enstatite Pyroxenes are single chain compounds
Diopside
Sheet silicates Muscovite  Mica and kaolinite refer to groups
Biotite of sheet silicates
Talc
Framework Anorthite Groups include the quartz minerals,
silicates feldspars and zeolites
TABLE 7.4 Some Silicates
Olivine (Mg,Fe),Si0, P mmm  Orthorhombic Island silicate
Zircon Zr SiOy | 4/mmm  Tetragonal Island silicate
Beryl C 6/mmm Hexagonal Island silicate
Cordierite Cmmm  Orthorhombic Ring silicate
Tourmaline R3m Trigonal Ring silicate
Enstatite Pmmm Orthorhombic Chain silicate
Talc C2/m Monoclinic Layer silicate
Mica C2/m Monoclinic Layer silicate
Cristobalite F m3m Cubic Framework
silicate
Albite Cc1 Triclinic Framework
silicate
Anorthite P1 Triclinic Framework
silicate

You should know the general principles, the bonding, etc.,
and the language!

A special feature of the silicates is that it is often quite
easy to replace the cations that are outside the SiOy4
tetrahedra. This leads to the idea of isomorphous replace-
ment. We can even replace the Si** in the SiO, tetrahedron
with other similar-size ions (such as A13+) having the same
oxygen coordination. The idea is that rar o’ = 0.36,
which is close to 0.41. AI** can have 6 or 4 coordination.
To balance the charge, we also need to replace some Na*
(say) by Ca®*. The following are two well-known
examples:

m Forsterite and fayalite are structurally almost identical
and thus form a continuous solid solution, with Mg**
gradually being replaced by Fe?* across the series (as
we go to fayalite).

m The feldspar minerals fall into two main series:
the alkali (K-Na) feldspars, where we gradually
replace Na™ by K" across the series, and the plagio-
clase (Ca-Na) feldspars, where there is a continuous
variation in composition by substituting Ca®* + AI**
for Na* + Si**.

TABLE 7.5 Some Densities

Oxide a (nm) ¢ (nm) Density in g/cm®
High quartz 0.501 0.547 2.65
High tridymite 0.503 0.822 2.26
High cristobalite 0.713 2.32
MgO 3.59
Al,O3 3.96

7.5 SILICA

Silica has many different polymorphic forms (see Section
6.13). We discuss three forms of SiO,, namely quartz,
tridymite and cristobalite (note the spelling). For each
form, at low temperatures (the o phase) we find a structure
that is a distortion of the high-temperature form (the B
phase). In each case, changing from the o to B structure
involves a displacive phase transformation; the atoms need
to move only slightly relative to one another. However, to
change from one form to another requires breaking bonds.
This process is much more difficult and is known as a
reconstructive phase transformation.

The Si—O-Si arrangement of ions does not always lie
exactly on a straight line, especially for the low-
temperature forms. If the bonding were purely ionic, the
line would be straight and the O*~ should lie exactly in the
middle: the reason in each case is that we want to maxi-
mize the electrostatic attractive forces and minimize the
electrostatic repulsion. However, the Si—O bond is ~60%
covalent, so there is a strong tendency toward directional
bonding. The different forms of silica have different
densities, each being much less dense than the more ionic
oxides, as shown in Table 7.5.

The structure of high cristobalite, showing the highest
symmetry, is illustrated in Figure 7.5 as arrangements of
atoms and as a stacking of tetrahedra. The Si** cations sit
in the same positions as the Si atoms in the dc Si structure.
An O*™ anion is located between each and every pair of
Si** cations! In high tridymite, the Si** cations sit on
wurtzite sites instead of zinc blende, and the O®>~ anion
again sits between the cations! You can appreciate the
movement that is needed to transform tridymite to
cristobalite. When tridymite is found, it always contains
small amounts of impurities. It is possible that these
impurities are necessary to stabilize the structure.

7.6 OLIVINE

The olivine minerals are orthosilicates: the SiO, tetrahedra
are isolated from one another, meaning that the tetrahedra
do not share oxygen ions. The structure is seen from two
directions in Figure 7.6, which shows that the structure can
be envisioned in a way that relates it to spinel and alumina.
The hexagonal ABAB stacking of the anions seen in “A” is
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FIGURE 7.5. Crystal structure of cristobalite. The most symmetrical for
SiO, having cubic symmetry (m3m) and a lattice parameter of 0.72 nm.

just like alumina, as is the view from normal to these close-
packed layers shown in “B.” Unlike alumina, some of the
cations are in tetrahedral sites, and others are in octahedral
sites, like spinel. But unlike spinel, the two types of site are
present between every close-packed layer of anions. Like
spinel, the pairs of tetrahedra are not actually sharing
edges, as appears to be the case in “A.” The result of this
distribution of cations is that the crystal structure is ortho-
rhombic, with the b lattice parameter by far the longest, at
1.02 nm; the a and c lattice parameters are 0.48 and
0.60 nm, respectively. The O~ anions at the corners of
the tetrahedra are linked by O-A-O bonds (A being Mg or
similar); some tetrahedra point up, others point down. In
forsterite, this Mg2+ ion is located at the center of an
octahedron just as it is in MgO.

The best-known composition of olivine, the light green
gemstone peridote, is (Mgg.oFeq.1)2S104. The olivines are a
group of minerals showing isomorphous replacement.

= Forsterite, Mg,Si04; with up to 10% Fe replacing Mg

= Fayalite, Fe,Si04; with up to 10% Mg replacing Fe

= Monticellite, Ca(Mg,Fe)SiO,; the Ca and Mg/Fe give
an ordered stacking

m Tephroite, Mn,SiOy; a rare mineral that may contain
Zn, Fe, or Mg substituting for Mn

TT GARNETS eetteeciiieeeiiieeasiieeeireeenseeesssneesssseessssseessssesssssessasssessssseessseens

FIGURE 7.6. Crystal structure of olivine, an orthosilicate. (A) View
along [001]. (B) View along [100]. Examples of octahedra and
tetrahedra are outlined in both figures. Typified by forsterite, Mg.SiO3.

Olivine is one of the most important materials in the
earth sciences. The structure has been rediscovered
recently because of its importance for cathode materials
in lithium-ion batteries (see Chapter 37).

7.7 GARNETS

Garnet refers to both the garnet group of silicates and
the garnet structure, which is also adopted by nonsilicates.
Some names and chemical compositions of garnets are
summarized in Table 7.6. The garnets have the general
formula A;B,(DQ,)s, where A and B refer to divalent and
trivalent cations; D is Si in the case of silicates. In the
nonsilicates, the structure is interesting because the same
trivalent ion can sit in two very different sites, the A site and
the B site. Important nonsilicate garnets include YAG (a
laser host material) and YIG (a magnetic garnet).

It may help to remember the composition of YAG,
say, by remembering that it is 4(X,03) where X is a
combination of trivalent cations. The structure is formed


http://dx.doi.org/10.1007/978-1-4614-3523-5_37

TABLE 7.6 Examples of Garnets

Garnet Formula Alternate a(nm)
Pyrope Mg3AloSiz042 MgsAlx(SiO4)s 1.146
Alamandine Fe(Il)3Al>Siz0 42 Fe(l)3Alx(SiO4)s 1.153
Spessartine Mn3zAlLSiz045 Mn3zAlx(SiO4)3 1.162
Grossular CazAlySiz01o CazAlx(SiO,)s 1.185
Andradite Ca3(Fe(II),Ti)28i3012 Ca3Fe(III)2(S|O4)3 1.205
Uvarovite CazCr,Siz0q2 CazCry(Si0y4)s 1.202
Hydrogrossular  CazAl,SizOg

(Si04)1-m(OH)am
YAG Al3AlLY304, AlsY3045
YIG (I: iron) FesFeoY3012 FesY3042
GGG Ga;;Gang3o12 Ga5Gd3012

by combining DO, tetrahedra and BOg octahedra (at
the corners). The 3D framework thus formed contains
cavities that can be viewed as distorted cubes of a triangular
dodecahedron, as shown in Figure 7.7. The A cation sits in
the large dodecahedral site (CN = 8). This is a very flexi-
ble crystal structure that has certainly not been
fully exploited due to its complexity. However, many new
garnets are now being produced, such as erbium-doped
yttrium scandium gallium garnet [(Y,Er);Sc,Gaz0q,, or
Er:YSGG] single crystals. These materials are being used
for diode-pumped solid-state lasers that radiate in the 3-pm
range.

7.8 RING SILICATES

The ring silicates are also known as the metasilicates.
Well-known ring silicates are beryl, tourmaline, and cordi-
erite. The first two are mainly thought of as gemstones, all
have interesting properties; and cordierite has already
found a special application. Its low coefficient of thermal
expansion means that it does not fracture easily during
rapid heating or cooling and thus finds use in refractories.
In fact, it is the material used to form the honeycomb
structure of catalytic converters.

The structures of beryl and cordierite are closely
related. To change from one to the other, replace 3Be**
+ 2AIP*(=12+) with 3AI** + 2Mg**(=13+). Then main-
tain overall neutrality by replacing one Si** ion with an AI®
*ion.

Tourmaline is quite com-

FIGURE 7.7. Crystal structure of garnet. The general formula is
A3B3(COy4)3 where C is Si for the silicates. The B cation sits in an
octahedral site, and the largest cation A is located in a dodecahedron.
The bcc unit cell has a lattice parameter of ~1.1 nm. With 20 atoms in
the chemical formula, there are 160 atoms in the unit cell.

is piezoelectric, tourma-

plex, with one end member line was used in the
having the formula RING SILICATES 1940s as a pressure-
NaAl3AlgB3SigO30(OH). The sensing component in the
structure shown in Figure 7.8 Beryl BesALSicO s A-bomb. Itis now used by
is interesting because it Cordierite ALMg»(SisAl)Oyg some to “attract inspira-
exhibits trigonal, not hexa- Tourmaline XY3ZB3Si6(0,0H)30(OH,F) tion and to promote
gonal, symmetry. Because it understanding.”
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FIGURE 7.8. Crystal structure of tourmaline. The threefold axis can be
seen. The lattice parameters are a = 1.58 and ¢ = 0.71 nm. Most of
the nominal 140 atoms in the cell sit in tetrahedral or octahedral sites,
but the important boron ion sits at the center of three planar anions.

7.9 MICAS AND OTHER LAYER
MATERIALS

Micas have very special properties: they are very rigid but
cleave very easily along one plane. The crystal structure is
well defined. The bonds within the layers are very strong,
but those between the layers are weak; hence, they are
known as layer materials. Before window glass was avail-
able, mica sheets were used as window material. We can
easily cleave the sheets to produce a thin transparent
ceramic.

Figure 7.9 shows the structure of mica. The van
der Waals bonding between the sheets is not usually
shown because it is so weak. Mica comes in several
forms including muscovite, biotite, and the lesser-known
phlogopite variety. Micas are used to provide easy paths
for crack propagation in some commercial machinable
ceramics.

710 CLAY MINERALS tieiciteeeiieeeriieeesireeearaesasteesnsseeesssessssseessssseesnnes

FIGURE 7.9. Crystal structure of mica showing the large K* ions
forming a sheet of octahedral sites. The c lattice parameter normal to
this sheet is 2.0 nm, with a and b being much smaller (0.52 and 0.90,
respectively). The polyhedron model emphasizes the layer nature of
the structure.

7.10 CLAY MINERALS

Clay minerals are among the most important materials we
know or have ever known as they form the basis of pottery
and building bricks. The properties of clays are determined
by the fact that they are layer materials. They are a subgroup
of the layer silicates. In general, the clay minerals are
hydrated aluminum silicates based on (Si,0Os),, sheets.
Kaolinite [Al,Si,05 (OH)4] is the most common clay
mineral. It is a 1:1 layer silicate, meaning that the structure



FIGURE 7.10. In the crystal structure of kaolinite, the SiO, tetrahedra
form one side of the sheet, and the octahedra contain OH™ on the outer
layer attached to the AI** ions. The sheets are held together only by van
der Waals bonds.

consists of alternating layers of [SiO4]*" tetrahedra com-
bined with octahedrally coordinated aluminum ions, as
shown schematically in Figure 7.10.

m In the tetrahedral sheet, each [SiO4]*” tetrahedron
shares three corners, forming a continuous sheet with
the general formula (Si,05),”"".

m The nonbonded tetrahedral apices of the sheet all point
in the same direction.

m These apices connect the tetrahedral sheet to the octa-
hedral sheet.

® The O atoms at the apex of each tetrahedron are shared
with an octahedral sheet.

m The octahedral sheet is made up of an array of edge-
sharing octahedra with either (OH) groups or O atoms
at the corners.

CLAY MINERAL GROUP

Illites
Vermiculites

Kaolinites
Smectites

Because the charge must be balanced, AI** ions occupy
only two-thirds of the octahedral sites in kaolinite. The
linkage between the tetrahedral and the octahedral sheets
imposes restrictions on their relative sizes. If the fit
between the sheets is not ideal, the resultant misfit leads
to the formation of small crystals, as the strain imposed by
any misfit increases with the area of the layer.

There is strong primary (covalent/ionic) bonding
within each of the layers. However, the bonding between
the layers is the weaker van der Waals type. Because the
bonding is weak between the sheets, these silicates exhibit
perfect one-directional cleavage.

Another member of the illite group is hydrous mica,
where the principal interlayer cation is K. A smectite you
might encounter is montmorillonite. Smectites can expand
by incorporating water or organics between the structural
layers. Vermiculite is derived from the Latin vermiculare,
which means to breed worms and describes what appears to
happen when the material is heated rapidly. Otherwise, it is
very similar to phlogopite mica. As you would guess, most of
these minerals have chemical compositions that are complex.

7.11 PYROXENE

The pyroxene group of minerals is a group of
ferromagnesium silicates that occur in almost all types of
igneous rock, so they are very important in mineralogy.
Names you might encounter include enstatite, diopside,
augite, jadeite, and spodumene; there are 20 accepted
names of minerals in the group. The Si—O tetrahedra are
linked at two corners and form an infinite chain parallel to
the z axis. The base of each tetrahedron is nearly parallel to
the (001) plane. The chains are then linked laterally by
layers of octahedra, which contain six or eight coordinated
cations such as Ca, Mg, Fe, or Na. The octahedra share
edges and thus form continuous sheets on the (100) plane. A
projection of the pyroxene structure in given in Figure 7.11.

Diopside Monoclinic Ca(Mg,Fe)
Si,0¢
(a = 0.975 nm,
b = 0.892 nm,
¢ = 0.525 nm,
B = 105.83°)
Enstatite Orthorhombic (Mg.Fe),Si,0¢
(a = 1.822 nm,
b = 0.881 nm,
¢ = 0.517 nm)
Jadeite Monoclinic NaAlSi,Og¢
Spodumene Monoclinic LiAlSi,Oq

You can guess the complexity of the structure from the
lattice parameters! Although these materials are extremely
important in mineralogy, they are not yet exploited much
in ceramics.
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FIGURE 7.11. Crystal structure of a pyroxene (spodumene) shows
layers of Li* (larger) and AI** (smaller) ions in octahedra alternating
with layers of Si*" in tetrahedra, giving a nominal formula of
LiAISioOg.

7.12 3-ALUMINAS AND RELATED
MATERIALS

The p-aluminas are a family of nonstoichiometric
aluminates, the most important of which have the approxi-
mate formulae Na,O.11A1,05 (B-alumina), Na,O.8Al,0;
(B’-alumina), and Na,0.5A1,05 (B”-alumina).

There are actually quite a few important ceramics that
can be thought of as being constructed with layers of spinel
separated by less-dense arrays of cations. These include
not only the B-aluminas but also the magnetoplumbites and
CaAl;;,0,9 (CAg: see Section 7.13). The model of the B-
alumina structure is shown in Figure 7.12. We can think of
this structure as being two twin-related blocks of spinel
separated by a plane containing the large Na* ions. The
result is that this “twin” plane is an open structure and that
the c lattice parameter is large (2.12 nm for CAg): it is a
very anisotropic structure.

The Na* ions can move quite freely within the “twin”
plane between the spinel layers; as a result the cation conduc-
tivity is high within these planes but negligible in the perpen-
dicular direction. The high ion conductivity makes these
ceramics of interest for battery applications, and this has
been exploited in the Na-S cell. This cell was developed in
~1965 by Ford Motor Co. but has not been used in produc-
tion. The main difficulty is that the cell must be kept at an
operating temperature of 350°C to keep the electrode molten.

The mineral barium magnetoplumbite has the
chemical formula BaFe ;0,9 or BaO.6Fe,O5 and is per-
haps the most important of the hexagonal ferrites because
it is a hard magnet with the spins all aligned along the
¢ axis. This oxide is used in the magnetic stripe on credit
cards.

7.13 CALCIUM ALUMINATE AND RELATED MATERIALS .............

FIGURE 7.12. Crystal structure of f-alumina. The main features are
the large value of c, the twinned spinel blocks, and the mirror plane
containing the Na* (or K* or Ca*) ion.

7.13 CALCIUM ALUMINATE
AND RELATED MATERIALS

In Chapter 2 we mentioned cement and the reactions that
occur during the setting and hardening of this material. There
is a class of cements known as calcium aluminate cements
(CACs) or high-alumina cements (HACs). These ceramics
are not used as widely as Portland cement, but their attraction
is the rapid hardening reactions. In 1 day CAC achieves the
same strength as Portland cement achieves in a month.

The principal component present in CAC is calcium
monoaluminate (CA in cement chemistry nomenclature;
see Table 2.2). Its structure resembles that of B-tridymite,
one of the polymorphs of SiO,. Rather than having
[SiO4]*" tetrahedral sharing corners in CA, we have
[AlIO,]°~ tetrahedra. The large Ca** jon distorts the
tridymite network, and the structure is monoclinic.

The [AlO4]5 ~ tetrahedron is about the same size as the
[SiO4]*~ tetrahedron and can form rings, chains, two-
dimensional sheets, or three-dimensional networks in the
same way by sharing oxygen corners. Other related cal-
cium aluminates are also important in the chemistry of
high alumina cements. The common feature of the
structures of grossite (CA,) and mayenite (Cj,A5) is that
they too contain corner-sharing AlO, tetrahedra.
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m Grossite, calcium dialuminate, is monoclinic. It is less
reactive than CA.

®m Mayenite, dodecacalcium hepta-aluminate, is cubic.
It is the most reactive species in HACs.

m Hibonite, CAg, is found in Ca-rich aluminas and has
the magnetoplumbite structure (see Section 7.12).

7.14 MULLITE

Mullite is thought by some to be the most important
ceramic although (like spinel) the name now refers to a
group of ceramic materials. It is an orthorhombic silicate
made up of chains of AlOg octahedra running parallel to
the z axis and cross linked by tetrahedra containing Si and
Al In Figure 7.13 these chains of octahedra (Oc) are seen
at the corners and center of the unit cell and run into the
paper; the two parallel chains are rotated relative to one
another. The polyhedron labeled C is not a tetrahedron,
although it looks like one in this projection; T is a tetrahe-
dron though. Sometimes the structure is rather different
(it’s a derivative), but the material is still called mullite (or
a mullite). Mullite, the mineral, was originally from the
Isle of Mull in Scotland and is 3Al,05.25i0, or simply
3/2-mullite The composition actually varies over a wide
range corresponding to Aly[Aly,5,Si> 2,]010_,, quite a
solid—solution range. The crystal structure can be related
to that of sillimanite (Al,SiOs, i.e., x = 0 in the general
formula or Al,05.Si0,) but is much more complicated!
This causes problems when determining Burgers vectors of
dislocations—the details of the crystal structure can be

C C
FIGURE 7.13. Crystal structure of mullite viewed along the short z axis
(@ =0.76 nm, b = 0.77 nm, ¢ = 0.29 nm). The sites Oc and T are
never fully occupied, so this is an idealized schematic of this ortho-

rhombic orthosilicate. The chains of octahedra at the corners and
center lie along z.

different in different mullites. 2A1,05.2Si0, has been pro-
duced synthetically. Fe®* and Ti** can replace AI**—it’s a
very accommodating structure.

Mullite has many important high-tech applications. We
use mullite for coatings and for fibers. One use of mullite is
in ceramic-matrix composites or CMCs; it has useful
mechanical strength and has promise as the matrix for
oxide reinforcing fibers. Above all, when we heat a clay
containing Al,O3 and SiO,, we form mullite—hence the
claim that mullite is the most important ceramic and cer-
tainly the most important silicate for the ceramist.

7.15 MONAZITE

The mineral monazite has the composition LnPOy; the
anion is effectively (PO4)3 ~. In nature, the mineral actually
consists of a mixture of several slightly different minerals
because Ln (representing a lanthanide) can easily be
replaced by one or more rare earths (Ce, La, Nd, etc.)
and usually also contains thorium. There is some disagree-
ment on the lattice parameters for monazite in the litera-
ture, which may in part depend on its purity. There are also
two unit cells in use:

1. Monoclinic, P2,/n, with a = 0.6782 nm, b = 0.7057
nm, ¢ = 0.6482 nm, and f = 103.21°

2. Monoclinic, P2,/c, with a = same, b = same, but
¢ =0.6269 nm (a + c of “1”) and B = 126.53°

The latter is correct by today’s crystallographic
conventions, but the former is found to be useful in describ-
ing defects such as twin boundaries. You may encounter
both. Monazite is the primary ore for Th, Ce, and La; the
first of these means that it is often radioactive. Mineral
engineers have long known it as a principal source of Ce,
but even then it often contains significant concentrations of
ThO,. Until the mid-1990s, few ceramists had heard of it.
Then it was found to be a potential coating material for
fibers to be used in ceramic composites. In this application,
the composition chosen is usually LaPO,.

7.16 YBa,Cu3;0; AND RELATED HTSCs

YBa,Cu30; (YBCO) has an orthorhombic layered-
perovskite structure, with ¢ ~ 3a and a ~ b, as shown in
Figure 7.14A. The Cu and O ions are arranged as chains
along the b-direction between the Ba-O layers and as
planes between the Ba-O and Y layers. Figure 7.14B
shows how the YBCO structure is related to the perovskite
structure. The structure consists of a sequence of oxide
layers perpendicular to the c-axis as follows:

1. A Cu-O layer has two oxygen vacancies as compared
with the “fully oxidized” YBCO perovskite. The Cu(1)
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FIGURE 7.14. Models for YBCO. (A) Unit cell for the fully oxygenated compound (with . . .O-); the shaded region shows the perovskite unit with Y in
the center and Cu at the corners. (B, C) The structure is more readily appreciated from (B) [100] and (C) [110] views, each showing six unit cells.
Note how the perovskite “unit cell” is rotated 45° relative to the unit cell of the YBCO.

site in this oxygen layer has CN = 4 and is surrounded
by four oxygen ions in a square arrangement (as found
in CuO). In YBa,Cu;05 this is the plane made by the
CuO “chains.”

2. A Ba-O layer.

3. A Cu-O layer in which the Cu(2) has a CN = 5 and is
surrounded by five oxygen ions that form a square-
based pyramid. This is the plane we call the CuO, plane.

4. A'Y layer that has four oxygen vacancies as compared
with the fully oxidized perovskite.

You can see in the literature that the chemi